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ABSTRACT

A megachannel pulse-height analysin svstem using a
POI-8/F computer and two moving-head disk memories has
been developed. The system has a storage capacity of
220 memory locations, is capable of processing 1100
events/s, and provides on-line sorring and disk stor-
age.  An X~ or Y-pi.ise-height spectrum in coincidence
with one or several arbitrary pulse-height windows can
be assembled in core for scope display and spectral
analysis within 2 to 20 seconds. Reconstruction of a
complete X- or Y-pulse-height spectruw requires abaut
3 minutes.

INTRODUCTION

With the advent of larger 4e(Li) detectors ten years
ago It became possible to perform two-parameter Y-y
coincidence experiments using two Ge{Li) detectors.
Gamma-gamma coincldence techniques used with NaI(T1)
detectors employved only 64 channels along each axis
and, although marginally adequate for NaI based experi-
ments, were totally inadequate for Ge(Li) based experi-
ments. The order-of-magnitude improvement in energy
resolution of the Ge(Li) detectors meant that at least
500 channels per .xis were required or a minimum of
25 % 104 memory locations. Siance the cost of ferrite
core in this quantity was prohibitive ten years ago,
alternative methods werv developed.

Two-parameter systews were developed which allowed
the simultaneons storage of approximately twenty 512~
chaanel spectra.’ Vatriable-width digital gates were
set un selected gamme-ray transitions and/or neighbor-
ing Compton distributions. The disadvantage of this
method 1s that one must pre~select the setting of the
digital gates, and this may not be known a priori.

The buffer tape sys:ems2 were developed as an alter-
native method. In this technique, the entire informa~
tion content of each event is listed sequentially in
a core buffer, and then periodically transferved to a
magnetic tape. With the buffer tape approach, there
is, in principle, no limit to the resolution that may
be retained for each parameter and no limit to the
number of parameters.

Whatever method is used to obtain the coincideacz
data, the information normaily desired is the pulse-
height spectrum from one parameter {s#y X) in coin-
cidence with an arbitrarily selected pulse height or
pulse-height windows from the other parameter (Y).

We will call this type of spcctrum a slize of constant
Y or a Y-slice. With the buffer-tape technique, the
stored Information must be sorted on large computers.
This is hoth expensive and tedious, especially since
only a limited number of gates per computer run of all
coincidence tapes can be sorted. Since one good coim-
cidence experiment may require 15, or even more, 2500-
ft-tapes, it is clear that the data analysis will wol
be rapid. ‘
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The necessity for ‘andling and changing tapes peri-
adically can be elim: 2ted by sorting and storing data
on-line with the aid a computer and magnetic disk
memory. The immediave availabilirty of sorted data is
advantageous in initially setting up an experiment and
in monitoring the experiment. The principle advantage,
however, 1s in the subs: uent derailed examination of
the data. Such gystems -ave been developed with fixed-
head/track disks’® and moving~head disks." These sys-
tems have beer based on 18-bitfword and 24-bit/word
computers, respectively, and are capable of processing
400 coincidence eveats/s with 220 gara lscations.

We have developed a mega~hannel analyzer for on-line
sorting of colncidence datz-with on-line data storage
taking place on a moving-hez?! disk. The hasic system
includes a 32 000, 12-bft/wc-d, PDP-B/E computer; two
moving-head disks, oue with rewmovable cartridge; two
Analog to Digital Couverter' /ADC's); scope display
with function box controls: — 2e printer; and teletype.
The system is shown disgrammaiically in Fig. 1, while
Fig. 2 is a photograph of the actual system. By cou-
pling dynamic allocation of disk-track buffers with a
compact arrangement of the more active portions of the
data locations on disk, thi: system is capable of proc-
essing 1100 coincidence events/s.

DESCRIPTION

Disk Storage System

The magnetic~disk cartridges are divided into 406
tracks, each having 4096 words {12-bit), and each track
is accessible to a movable read/write head. One disk
provides 220 locations (bins) in an XY array, each
capable of storing 218 events, while the other drive
provides storage for programs and data files. Because
the time required to update a track is 90 ms, it is
i{mportant that the disk be used efficiently for both
the data acquisition program and the data recovery and
display progran. The relationship between the disk
addresses and the values of the parameters, X and Y
in coincidence, is of primary importance in determining
how efficiently the disk is used.

The coincidence data are stored in a 512 x 2048
array. However, 1024-channel resoiution for the
X parameter and 2048-channel resolution for the
Y parameter is achieved by requiring that chaauel ad-
dresses, Xi sad Yi, generated by the ADC's for an X-%
colncidence event meet the criterion that Yy/2 + Xj
be less tham 1024. TFor those coinzideace events having
an X-pulse height greater than channel 511, the follow-
ing algorithm is applied: X} = 1023-X;; Yi = 2047-Yg.
Thia transforms the data from a 1024 % 2048 array to
a 512 % 2048 array as shown in Fig. 3. Those events
falling in regioa B of Pig. 2 are mvared on the disk
in an area corresponding to region A. With this ap-
proach all locations of the 512 x 2048 array are used
rather than only half of a 1024 x 2048 array.
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Qiagram of computel system Onents,

Figure 1.

To *psure that afl yeal X-Y coincldence events meet
the above criterinn, the N-value of the nucleus heing
studied musc fall within the 24-chanael resalatian
of the X derector and the 2048-chapne] resalution i
the Y detectur. This is accomplisihed by adjuscing tine
amplifier gains of bath detectors accordingly.

To avoid the word-and-a-hall manipnlation inplied
by an 18-bit data capacity per XY location and, at the
same time, improve the dats acquisition rate, each
coincidence even: location is separated into twe parts.
The least significant 12-bits of a data location resi
on one track while the remaining most significant

Photograph of computer system diagrammed
in Fig. 1.

Figure 2.
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Each track would then stere two complete £ sTives.
Hovever, this disk format has a major deewback,
the time reguired to read o ¥ sliee into core,
semble a one-channel-vide Y-<llee into core would re- . =
qulre raadfng all 38% tracks or ahont 20 weconds.  This .
beromes excessive when one considers the problems ar

nat only assembling spectrunt i coineidenee with a

window that is several channels wide but also the time i
required for processing the backgronnd slices rhat must
be subtracted fraom it. the sotucion to these probjems
is xhown schematically in Fs,. 5. With 1 is schome

the data are parcially randomized, while still allowing
for reasonable data-recovery times in both directions.

HES

The tag bit shown In Fig., 4 s used to iadicite

whether a coincldence is a true ar chance event. If
the event is a clhance coincidence, then the appropriate
location on the disk is decrementued.
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Figure 3. Diagram showing where coincidence events

with X-pulse heights greater than )11 are stored in
a 512 bv 2048 arrav.

List Mode P'rocessor

A method propused by Gonidec’ and used bv Stnclair
* for "list mde processine’ the coincident

from the ADC's is used with sume medifications,

The proressing svstem uses rthe interrupt {eature of

the PDP-B/E along with a seftware prioritv-level scheme.

Since data transfers to and from the disk vecur
through a ‘cycle-stealing' direct memory access mnde,
other computer operations can still take place at high
efflciency. An entire track {s updated hefore moving
the head to the next track; however, onlv half a
track is transferred at a time. This allows the first
half of a track to bz updated while the second half
is being read in, etc. The completion of reading or
writing one half-track by the disk causes the computer
to be interrupted and the necessary commands for the
next disk operation are issued within 33 us., This is
a short @nough time to allow the disk to hegln upera-
tions on tne next half of the track withour losing a
revolution. The disk interrupt also requests the
processor with the highest priority to assemble the
instructions for reading or writing the next half-track
and to update the half-track currently in the disk
buffer.

Two lists, of 128 data words each, are cyclically
opuzned to the ADC's via an LSI-11 microcomputer. The
LSi~11 is used to determine whether the digicized
events frow the ADC's, X; and Y4, meet the criterion
that Yi/2 + X; is less than 1024, and, if they do, to
transform them to X} and ¥Yj. Once this is completed,
the LSI-11 interrupts the PDP-8 and passes the twe data
words, X} and Yi. to the PpP-8. The PDP-B converts
thewe two words to a half-track address, Py, and an
address on that half-track, Qq, and stores the PQ pair
in one >f the lists. When one list {e filled, the
other is immediately opened to the ANC's while the
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first 15 emptied by the processor that is one level
lover in priority than the disk proceasor.

At this processor level, the performance of two
distinct functions is required. First, the incoming
dats must be organized into lists, each corresponding
to a half-track on the disk, for efficient dispesition.
Secend, the size of these lists wmust he variable co
allow the data belonging to track T to be sav:d until
the disk rezurns to track T. The time to update one
track i{s 90 ms. Consequently, about 2] s are required
to comp. ielv update the 256 tracks which contain the
least significant portion of cach daca location. To
satisfy these two requfrements, two arrays are defined:
a "fixed memory" for the first requirement, and a “free
senory™ for the second. Each of the arrays s composed
of groups of efght words or “octets.”

The fixed memory occupies 40196 words of core. Each
of the octets fn the fixed memorv consists of 2 control
vords and 6 data words. The free memory occuples
12 288 worde of core. Zach of the octets in the free
memory contains one control word and 7 data words.,

The first word of a data pair *n the ADC list de~
termines ihe octet in the fixed memory where the other
word of the pair Is to be stored. 1If the first control
word of the fixed octet is a counter, then the exist-
ence of an empty data word in the fixed octet Is guar-
anteed. When the counter reaches 6, an empty octet
in the free memory is found, and the first control word
of the rized vctet becomes a pointer to the location
of the new (ree octet. The second control word in the
fixed octet points to the free octet that was lasc
filled. The control word in this free octet points
to the prior-filled free octet. Ia this way the octets
in the fixed memory are assigned to consecutive half-
tracks on the disk, while the free memorv provides ad-
ditional storage for each Balf-track by linking tn-
gether a variable number of octets by pointers. All
of the free octet : are linked together {nitially. then
one is emptied, it points to the free octet prevlously
emptied. The octet just amptied becomes the firsc-
avallable empty octet (see Fip. 3).

tverflow of the least significant part of a data
iacarion will occur when the number of counts im that
location exceeds 4095, (Underflows can also occur when
a chance coincidence is subtracted from a data location
containing zero events.) When an overflow/underflow
occurs, two words are stored in a list of 256 words
along with a tag bit to indicate whether it was an
averflow or underflow. These two words glve the half-
track number and the address on that half-track where
the overflow/underflow occurred. Once the list is
full, the highest priority processor is switched from
updating the least significant traecks to updating the
128 tracks used for the most significant part of each
data location. W¥hen the iist is empty, the processor
resumes updating the lower 256 tracks as described
above.

}-%-pulse ht— — Y-puise ht —

Tag bit—~ [4| i}Ls | 6—”%%2?
lLe [« J{ef:]

Word address

Disk
address

Haif-track address

Figure 4. Disk tormat for semirandom dati storage and
optimum data readout.
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Figure 3. A schematic showing organizatisn of (ixed
and tre¢ memortes. The Dy points to the octet that
was last filled while Dg peints ta the aetet that
is currertly being vitled. The 0 in the Dj free
octee indicates that it fs the last Ia the chafa.
The first control word in a fixed octet is used
either as 1 pulnter (PTR) or as a counter (CTR).

Besides the two processor levela which control the
flow of data from the ADC's to the disk, there are
lower prioric levels which pracess the interrupts from
the teletype and function box. The main purpose of
the function box s tp provide interaction with the
scope display. he scope display program operates at
the "backyround™ level of the computer. While the data
are heing acquired, 4 1024-channel spectrum s dis-
plaved showing those ovents vbuerved in the Y-detector
that were in coincidence with eventr in the X-detecror.
Either half of the 20iA-channe! Y-spectrum =av he dis-
plaved by oressing a button on the function box,

The rate at which data can be acqulred is detenatned
by the size of the free memory and the speed at which
data can be stored on the disk. [f the 16 000-core
buffer space had been divided into 384 spaces of 42~
word buffers, then the system could have processed 466
events/s (42/0.09 s). With the dvnamic atlocacion of
track buffers this rate would have increased to 688
events/s (62/0.09 s). By dividing the data {ocatlons
into two parts, the number of kuffers nceded was re-
duced to 256. consequently increasing the buffer size.
This gives the svstem the capahtliry of processing [155
events/s (104/0.09 s}, disregarding the time spent for
averflows. If we assume 90 ms to process an nverflow/
underilow, the maxicus rate ac which che system can proec-
ess Is 1127 events/s (1047[0.09 s + (104/4096) 0,09s)}.

Data Recovery

Once data acquisition is stopped, a separate program
must be called in from the disk on the upper drive for
exapination of the cofncidence data. This program can
assemble an X(Y) spectrum in cote that is (n coinei~-
dence with up to four Y(X) spectral repgiona (windows).

.

Thase spectral reglons may be added or subtracted, thus
allowing anv particular gamma-ray coincidence spectrum
to be examined with the adjacent Compton backxround
regionls) subtracted if desired.

The amount of time vequired to assemble a spectrum
in core Jdepends on the numher of windows and the chan-
nels per window cthat are requested. Tyvpically, to as-
semble a spectrum in core requires several gseconds.

A full X(311) or Y(2048) window regqulires abouat thres
minutes. Rapid recovery of the data in a meaningiut
format §s highly advantageous not only in monitoring

an experiment but ln subsequent data examinations bv
svope displav wr uther read-out periphecals. Auxi!fary
programs which perform desfred peak integrations, cen-
troid calculations, or other specialized jobs can he
called ln fiom the disk on the upper drive,

SUMMARY

A real-time megachanael analyzer ansumbled from a
32 000, 12-bit/word computer and two moving-head disks
has heen described. By etficient uee of the disk and
by dvnanic atlocatfon of track storage, the system al-
lows 10T a coniiderable {nput-datu rate with good
energy resolutfon. Spectral data are {rmediately
allah e for detalled examination at any time. The
sten 18 flexible, and increases in core slze or disk
StOTage Space can vasily be made,  Surh Increases
would allow increased input-data rates or larger data
Arravs.
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