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ABSTRACT

In a static magnetic field, some well-known guiding center equations maintain their form when extended to next order in gyroradius. In these cases, it is only necessary to include the next order term in the magnetic moment series. The differential equation for guiding center motion which describes both the parallel and perpendicular velocities correctly through first order in gyroradius is given. The question of how to define the guiding center position through second order arises and is discussed, and second order drifts are derived for one usual definition.

The toroidal canonical angular momentum, $P_\phi$, of the guiding center in an axisymmetric field is shown to be conserved using the guiding center velocity correct through first order. When second order motion is included, $P_\phi$ is no longer a constant.

The above extensions of guiding center theory help to resolve the different tokamak orbits obtained either by using the guiding center equations of motion or by using conservation of $P_\phi$. 
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I. INTRODUCTION

Nowadays, guiding center theory is routinely used in various plasma calculations. This can usually be done without being too careful about whether quantities are being evaluated at the instantaneous particle position or at the guiding center or without being concerned with second order effects in gyroradius. However, a disagreement between two methods for obtaining certain tokamak orbits has led us to critically reexamine guiding center theory and to extend much of it through second order in gyroradius. While doing this, we have discovered in the literature various mistakes and unclarities, which we have tried to correct. Because the results to be presented in the main body of the paper are general and not limited to tokamaks, we describe the tokamak orbit problem in Appendix I.

II. HIGHER ORDER EFFECTS

It is well known\(^1\) that in a static magnetic field (no electric field) the component \(v_\parallel\) of guiding center velocity parallel to the magnetic field \(\mathbf{B}(\mathbf{R})\) at the guiding center \(\mathbf{R}\) obeys \[\frac{d}{dt}[\frac{v_\parallel^2}{2} + (M_0/m) B(\mathbf{R})] = 0 + O(\epsilon),\]
where \(\epsilon\) is the adiabatic parameter \(m/e\) and is proportional to the gyroradius. \(M_0\) is the lowest order (in gyroradius) magnetic moment \(mv_\parallel^2/2B\). It is perhaps less well known that this energy integral holds to one higher order, provided \(M_0\) is replaced by the sum of the first two terms \((M_0 + \epsilon M_1)\) of the magnetic moment series.
\[ \frac{d}{dt} \left[ \frac{v_{\parallel}^2}{2} + \frac{(M_0 + \varepsilon M_1)}{m} B(\bar{R}) \right] = 0 + O(\varepsilon^2) \]

\[ \frac{v_{\parallel}^2}{2} + \frac{(M_0 + \varepsilon M_1)}{m} B(\bar{R}) = \frac{K}{m} + O(\varepsilon^2) \]  \(1\)

\(K\) is the energy to this order. \(M_1\) was derived by Kruskal\(^2\) and is given in several forms in Ref. 1. In a static magnetic field

\[ M_0 + \varepsilon M_1 = \]

\[ \frac{mv_{\parallel}^2}{2B(\bar{r})} - \frac{m^2}{2eB^3} \left\{ (v^2 \hat{L} + \vec{v} \cdot \vec{L}) \cdot [(\vec{v} \times \hat{L}) \cdot \vec{B}] + \vec{v} \cdot \hat{L} (\vec{v} \times \vec{B}) \cdot \left( \frac{v_{\parallel}^2}{2} L + 2v_{\perp} \cdot \vec{v} \right) \right\} , \]

where \(\hat{L} = \vec{B}/B\) and \(v_{\perp}\) is the component of particle velocity perpendicular to the field \(\vec{B}(\bar{r})\) at the particle position \(\bar{r}\). Equation (1) was derived (incorrectly) by Northrop, Liu, and Kruskal.\(^3\) Wilson\(^4\) pointed out the algebraic error,\(^*\) and Eq. (21) of Ref. 3, when corrected, becomes precisely Eq. (1).

The three coupled differential equations in Ref. 3 governing guiding center motion then can be shown to give

\[ \frac{d\bar{R}}{dt} = \pm \left( \frac{2}{m} \right)^{1/2} \left[ K - (M_0 + \varepsilon M_1)B \right]^{1/2} \hat{L}(\bar{R}) + \frac{m}{eB} \frac{2}{m} (K - MB) \hat{L} x L \cdot \nabla \hat{L} \]

\[ + \frac{M}{eB} \hat{L} x \nabla B , \]  \(3\)

where all field quantities are at \(\bar{R}\), and \(M = M_0 + \varepsilon M_1\). Equations (1)-(3) replace the three quite complicated coupled differential equations.

\[^*\]The error produced minor changes in some of the expressions of Ref. 3, although it did not affect the first correction to the longitudinal invariant. Expressions in that reference should not be used without checking with an author (T.G.N.).
Morozov and Solov'ev\(^5\) have given similar coupled differential equations, but did not take advantage of the constants of the motion (1) and (2) to put the equation of motion in the form of (3) in a static field. It is remarkable that the use of \(\varepsilon M_1\) as in (3) is all that is necessary to treat the parallel guiding center velocity correctly through first order in gyroradius (i.e., \(\varepsilon\)). The order \(\varepsilon\) term of the parallel velocity is sometimes called "parallel drift." The expression for it depends on what one has chosen for the lowest order parallel velocity, and caution is called for in using the parallel velocities seen in the literature. There is no analogous ambiguity for the perpendicular drifts because their lowest order is already first order in \(\varepsilon\).

In practice when one integrates (3) numerically, he chooses a number for the magnetic moment and holds it constant during the integration. And this is exactly what one would do in one lower order, solving \(v_{\|}^2/2 + M_0 B = \text{constant}\) for the parallel velocity. The only difference is that in order to know what number to assign as \(M\) for a particle whose initial position and velocity are given, the expressions for \(M_0\) and \(M_1\) must be used.

Baños\(^6\) has a different expression for the parallel guiding center velocity from that in (3). The difference occurs because his lowest order parallel velocity is the time average of the component of instantaneous particle velocity parallel to the field \(\mathbf{B}(\mathbf{r})\) at the particle position. As shown in Appendix II, this "average instantaneous parallel velocity" differs from the parallel guiding center velocity, \(v_{\|} = \frac{d\mathbf{r}}{dt} \cdot \mathbf{L}(\mathbf{r})\), if the magnetic field has curl along \(\mathbf{B}\) (i.e., \(J_{\parallel} \neq 0\)). The
parallel guiding center velocity may even vanish and the "average instantaneous parallel velocity" not vanish. This does not mean that the guiding center takes leave of its particle. It does not. This matter is, however, an aside to the present work, so it is discussed more fully in Appendix II.

In another situation, a higher order result follows from the lower order by the substitution of \( M_0 + \varepsilon M_1 \) for \( M_0 \). The rate of change of the parallel guiding center velocity is well known to lowest order to be

\[
\frac{dv_\parallel}{dt} = - \frac{M_0}{m} \hat{L} \cdot VB(R) + O(\varepsilon) .
\]

(4)

It is easy to obtain this "mirror effect" to the next order. From (3),

\[
\frac{dv_\parallel}{dt} = \pm \left( \frac{2}{m} \right)^{1/2} \frac{d}{dt} [K - MB(R)]^{1/2} = \frac{\mp M}{m} \frac{(dB/dt)}{\left( \frac{2}{m} \right)^{1/2} (K - MB)^{1/2}} + O(\varepsilon^2) ,
\]

where \( dB/dt = (dR/dt) \cdot VB \). One obtains

\[
\frac{dv_\parallel}{dt} = - \frac{\left( M_0 + \varepsilon M_1 \right)}{m} \hat{L} \cdot VB \pm \frac{\varepsilon M}{mB} \left( K - MB \right)^{1/2} \hat{L} \cdot (\hat{L} \cdot VB) + O(\varepsilon^2)
\]

\[
\pm \frac{\left( M_0 + \varepsilon M_1 \right)}{m} \hat{L} \cdot \left[ VB + \frac{\varepsilon v_\parallel}{B} (\hat{L} x VB) \times (\hat{L} x VB) \right] + O(\varepsilon^2) .
\]

(5)

The second term of (5) (containing \( v_\parallel \)) can easily be shown to vanish if the current density \( \hat{J} \) is parallel to \( \hat{B} \), so that \((\nabla \times \hat{B})_\perp \) vanishes. The component \( \hat{L} \cdot d^2R/dt^2 \) of acceleration parallel to \( \hat{B} \) can now be obtained to the same order as (5). The difference,

\[
\frac{dv_\parallel}{dt} - \hat{L} \cdot \frac{d^2R}{dt^2} = \frac{d}{dt} \left( \hat{L} \cdot \frac{dR}{dt} \right) - \hat{L} \cdot \frac{d^2R}{dt^2} = \frac{dL}{dt} \cdot \frac{dR}{dt} ,
\]
can be obtained directly from (3) because \( \frac{d\hat{L}}{dt} = (\frac{d\hat{R}}{dt}) \cdot \nabla \hat{L} \). The difference just cancels the last term of (5).

\[
\hat{L} \cdot \frac{d^2\hat{R}}{dt^2} = -\frac{M_0 + \varepsilon M_1}{m} \hat{L} \cdot \nabla B + O(\varepsilon^2)
\]

(6)

Here again the higher order result follows from the lower order by correcting the magnetic moment. The reader should not believe, however, that all higher order results follow from corresponding lower order ones by such a simple prescription. Some do and some do not. Equations (4) and (5) are a counterexample. We do not know any general prescription for when the method works, but in this paper we show two cases where it does work.

Wilson has given \( \frac{dv_4}{dt} \) through order \( \varepsilon \), but his result disagrees with (5). We believe (5) to be correct, and our method for obtaining it is far simpler than his. The vector algebra required to obtain some of the results in the present paper and in Refs. 3 and 4 is truly extensive and presents an almost infinite opportunity for mistakes. Rather than giving the algebra in an appendix, we prefer to offer it privately to any reader who would like to check it or, hopefully, even find easier methods.

At this point it is apparent that the guiding center obeys an equation of the form

\[
\frac{d^2\hat{R}}{dt^2} = \frac{1}{\varepsilon} \frac{d\hat{R}}{dt} \times \overrightarrow{\mathbf{B}}(\hat{R}) - \frac{M_0 + \varepsilon M_1}{m} \nabla B(\hat{R}) + \varepsilon \hat{L} \times \hat{W}(\hat{R}) + O(\varepsilon^2)
\]

(7)

where \( \hat{W} \) is yet to be found.

It is already known [Ref. 1, Eq. (1.12) and Ref. 2] that
Furthermore, the parallel (to $\vec{B}$) component of (7) is indeed (6). Equation (1) follows by dotting (7) with $d\vec{R}/dt$ by the usual method for obtaining an energy integral. One must use the fact that $\epsilon \frac{d\vec{R}}{dt} \times \vec{L} \times \vec{W} = \epsilon \frac{d\vec{R}}{dt} \times \vec{L} \times \vec{W}$, and $\frac{d\vec{R}}{dt} \times \vec{L}$ is of order $\epsilon^2$. The second order guiding center drifts can be obtained from (7) in terms of $\vec{W}$ by an iterative solution for $\frac{d\vec{R}}{dt}$. The drift velocity is

$$\left( \frac{d\vec{R}}{dt} \right)_\perp = \frac{\epsilon (M_0 + \epsilon M_1)}{m} \frac{\vec{L} \times \nabla \vec{B}}{B} + \frac{\epsilon}{B} \frac{\vec{L} \times d^2\vec{R}}{dt^2} + \frac{\epsilon^2 \vec{W}_\perp}{B} + O(\epsilon^3), \tag{9}$$

where $\vec{W}_\perp$ is the component of $\vec{W}$ perpendicular to $\vec{B}(\vec{R})$. $d^2\vec{R}/dt^2$ can be found to the order needed by time-differentiating (3) via $rac{d^2\vec{R}}{dt^2} = \frac{d\vec{R}}{dt} \cdot \nabla \vec{R}$, since $\frac{d\vec{R}}{dt}$ is a function of $\vec{R}$. The result can be expressed in myriad forms, perhaps the simplest of which is

$$\frac{d^2\vec{R}}{dt^2} = -\frac{M_0 + \epsilon M_1}{m} \nabla \vec{B} + \left[ \frac{\vec{u}}{\epsilon} \left( 1 - \frac{\epsilon v_\parallel \vec{L} \cdot \nabla \vec{L}}{B} \right) + v_\parallel (\nabla \times \vec{u}) \right] \times \vec{L} + O(\epsilon^2), \tag{10}$$

where $\vec{u}$ is the last two terms of (3). It is imperative here that $\vec{u}$ be calculated with $M = M_0 + \epsilon M_1$ as indicated in (3). The parallel component of (10) is (6), as it should be. Substitution of (10) into (9) gives the guiding center drift through second order in gyroradius as

$$\left( \frac{d\vec{R}}{dt} \right)_\perp = \vec{u} + \frac{\epsilon v_\parallel}{B} \left[ (\nabla \times \vec{u})_\perp - (\vec{L} \cdot \nabla \vec{L}) \vec{u} \right] + \frac{\epsilon^2 \vec{W}_\perp}{B} + O(\epsilon^3), \tag{11}$$

again with the warning that although the $\vec{u}$ on the right side is the sum of the usual two drifts in (3), these two drifts are to be calculated using $M_0 + \epsilon M_1$ for the magnetic moment and (1) for $v_\parallel^2$. Thus
\( \tilde{u} \) contributes in order \( \varepsilon^2 \) to the perpendicular guiding center drift velocity.

III. WHAT IS \( \tilde{W} \)?

\( \tilde{W} \) depends on how the guiding center position is defined. There is no arbitrariness about the guiding center definition through first order in gyroradius, but there is in second order. For example, one can define \( \tilde{R} \) in terms of the particle position \( \tilde{r} \) and velocity \( \tilde{v} \) by

\[
\tilde{R} = \tilde{r} + \frac{\varepsilon \tilde{v} \times \tilde{B}(\tilde{r})}{B^2(\tilde{r})}
\]

or by

\[
\tilde{R} = \tilde{r} + \frac{\varepsilon \tilde{v} \times \tilde{B}(\tilde{R})}{B^2(\tilde{R})}.
\]

These two differ in \( O(\varepsilon^2) \) and will lead to different expressions for \( \tilde{W} \). Both give (8). As an aside, there is in fact a corresponding arbitrariness in first order if one introduces the concept of a guiding point, of which the guiding center is a (very natural) special case. A guiding point would be defined as some function of \( \tilde{r} \) and \( \tilde{v} \) which moves smoothly, without wiggling at the gyrofrequency, and whose distance from the actual particle does not exceed a known amount. For example, the particle is always a gyroradius from its guiding center. One might choose the guiding point to be on the gyrocircle at the point where it intersects the principal radius of curvature of the field line. Then the particle is always within a gyrodiameter of the guiding point. This is admittedly less natural than using the guiding center, but is entirely possible.
However, when we come to second order effects, what is natural is much less obvious. One might like to select a definition of $\vec{R}$ which leads to $\vec{W}$ having some desired property. For example, one might like the last term of (11) to cancel the next-to-last term. Then the drifts through second order would in fact follow from the lower order drifts merely by replacing $M_0$ with $M_0 + \epsilon M_1$. Or one might like $\vec{W}$ to be parallel to $\vec{B}$, so that (7) has the same form as (8), but again with $M$ replacing $M_0$. Unfortunately, we do not know how to work the systematic adiabatic theories\textsuperscript{2,7} backwards — i.e., how to define the guiding center (or point) so as to get a desired equation of motion for it.

We have found one expression for $\vec{W}$ by defining the guiding center as Kruskal does in Ref. 2. He has solved the equation of motion of a charged particle via an asymptotic series of the form

$$\vec{r} = \sum_{n=-\infty}^{\infty} \epsilon |n| \vec{R}_n(t) e^{\frac{in}{\epsilon}} \int B(\vec{R}_0) dt$$

(13)

by equating coefficients of equal powers of $\exp(\frac{i}{\epsilon} B \int dt)$ after substituting the series into the particle equation of motion. The resulting equations for the $\vec{R}_n$'s are solvable in power series in $\epsilon$. $\vec{R}_0$ can be taken as the guiding center position and is given in terms of $\vec{r}$ and $\vec{v}$ by

$$\vec{R}_0 = \vec{r} + \epsilon \frac{\vec{v} \times \vec{B}(\vec{r})}{B^2(\vec{r})} + \epsilon^2 \left[ \frac{-5}{4B^3} \frac{v^2}{B^2} \vec{v} \cdot \vec{B} - \frac{v^2}{B^2} \frac{\partial L}{\partial s} - \frac{v^2}{B^3} (\vec{L} \cdot \vec{v} \times \vec{B})(\vec{v} \times \vec{L}) \right.$$

$$+ \frac{v^2}{B^2} \frac{\partial}{\partial s} \left( \frac{\vec{v} \cdot \vec{L}}{B^2} \right) - \frac{v^2}{8B^3} \hat{L} \frac{\partial B}{\partial s} + \frac{\vec{L} \cdot \vec{v} \times \vec{B}}{2B^3} \frac{\vec{v} \cdot \vec{v} \times \vec{B}}{} + \frac{3L}{4B^2} \frac{\vec{v} \cdot (\vec{v} \times \vec{L})}{B^2} \right] + O(\epsilon^3),$$

(14)

where $\partial/\partial s = \vec{L} \cdot \vec{v}$. 

\( \bar{R}_0 \) is not the same in \( O(e^2) \) as the guiding center \( \bar{R} \) of Ref. 3. We have carried out the series to sufficient order to obtain \( \bar{W} \) explicitly. This \( \bar{W} \) we will denote by \( \bar{W}_1 \) to emphasize that \( \bar{W} \) is not unique, even though the form of (7) is, and that it depends on how the guiding center is defined in second order:

\[
\bar{W}_1 = \frac{v \cdot M}{2mB} \left[ B x (v x B) + 5(\bar{L} \cdot B)(\bar{L} \cdot \bar{v}) + 2B(\bar{L} \cdot \bar{v} \bar{L}) \cdot (\bar{v} \bar{L}) + \bar{v}^2 B - \bar{L} \cdot \bar{L} v B \right].
\]

Substitution of this into (11) gives the second order drifts. The \((v x u)^2\) in (11) may be evaluated explicitly. We have done this and have found no outstanding simplification when all the \( O(e^2) \) terms were combined.

The two terms of \( u \) are proportional to \( M \) and \( v \); hence \( \left( \frac{d\bar{R}}{dt} \right)'_1 \) has in \( O(e^2) \) terms proportional to \( v M \) and to \( v^3 \), whereas the first order drifts are proportional to even powers of \( v \). An explicit expression for the drift velocity is

\[
\left( \frac{d\bar{R}}{dt} \right)'_1 = \frac{v \cdot M}{m} \frac{\hat{L} \cdot v B}{B} + \frac{v^2}{B} \hat{L} x \frac{\partial L}{\partial s}
+ \frac{v^2}{B^2} \hat{L} \left( \hat{L} \cdot \frac{\partial L}{\partial s} \right) \cdot v L + \frac{\partial}{\partial s} \left( \hat{L} \cdot \frac{\partial L}{\partial s} \right) + (v \cdot L) \frac{\partial \hat{L}}{\partial s}
+ \frac{v^2}{2mB^2} \hat{L} \left[ 2 (\hat{L} \cdot v B) \cdot v L + 2 \frac{\partial}{\partial s} (\hat{L} \cdot v B) + (v \cdot L) \frac{\partial \hat{L}}{\partial s} \left( 3 v B + 8 B \frac{\partial \hat{L}}{\partial s} \right)
- 2 B \frac{\partial \hat{L}}{\partial s} \cdot v L - (\hat{L} \cdot v L) v B - \hat{L} (v^2 B - \hat{L} \cdot v v B) \right] + O(e^3),
\]

where \( mn^2/2 = K - (M_o + eM_1)B \).

For completeness, we can also express the magnetic moment in terms of the \( \hat{R}_n \) variables of (13):
\[
\frac{M_0 + \epsilon M_1}{m} = B(\vec{R}_1 \cdot \vec{R}_1^*) + \epsilon \vec{R}_{00} \cdot \nabla \hat{L}(\vec{R}_{10} \cdot \vec{R}_{10}^*) ,
\] (17)

where \( \vec{R}_n = \vec{R}_{n0} + \epsilon \vec{R}_{n1} + \cdots \). It must be noted that it is only the sum \( M_0 + \epsilon M_1 \) that is conserved through \( O(\epsilon) \) and that the second term which is the \( M_1 \) of Eq. (17) is not the same as the second term of Eq. (2) since the corresponding \( M_0 \)'s differ by \( O(\epsilon) \).

We have obtained only the perpendicular drifts and not the parallel velocity through order \( \epsilon^2 \). That is, we do not have an equation corresponding to Eq. (3), only to one higher order, because we do not have the parallel guiding center velocity through order \( \epsilon^2 \).

IV. CONSERVATION OF CANONICAL ANGULAR MOMENTUM IN AN AXISYMMETRIC FIELD

When the components of \( \vec{B} \) are independent of \( \phi \) in a \( (\rho, \phi, z) \) cylindrical coordinate system, the canonical angular momentum \( P_\phi = m_0 v_\phi + e \rho A_\phi(\rho, z) \) is a constant of the particle motion because the Hamiltonian is independent of \( \phi \). It is also true that the guiding center velocity \( d\vec{R}/dt \) in (3) conserves the \( P_\phi \) of the guiding center — i.e., that

\[
\frac{d}{dt}[\epsilon \rho v_\parallel \hat{\phi} + \rho A_\phi(\vec{R})] = 0 + O(\epsilon^2) ,
\] (18)

where \( \rho \) is the guiding center's radial distance from the symmetry axis and \( \hat{\phi} \) is the unit vector in the azimuthal direction. Equation (18) is proven directly in Appendix III. The direct proof may be replaced by the following indirect argument: Eq. (8) is identical to the differential equation of motion of a charged particle in a magnetic field \( \vec{B}(\vec{R}) \) and a potential \( M_0 B(\vec{R}) \). We already know that the Hamiltonian for that differential equation is
where the momenta are those of the guiding center, and fields are evaluated at the guiding center $\vec{R}$. If $\vec{A}$, hence $\vec{B}$, is independent of $\phi$ in (19), the usual canonical equations give $dP^_/dt = 0 + O(\varepsilon^2)$, which is (18). To next order the $\varepsilon \hat{\mathcal{L}} \varepsilon \hat{\mathcal{W}}$ term in (7) destroys the existence of the usual Hamiltonian and hence the invariance of the usual guiding center $P^_/\phi$. In fact,

$$\frac{d}{dt}\left[\varepsilon \rho \frac{d\vec{R}}{dt} \cdot \hat{\phi} + \rho A^_/\phi(\vec{R})\right] = \varepsilon^2 \rho (\hat{\mathcal{L}} \varepsilon \hat{\mathcal{W}}) \cdot \hat{\phi} + O(\varepsilon^3),$$

(20)

and so, as expected, the usual $P^_/\phi$ of the guiding center is not conserved to the next order (see Appendix III). We do not now know whether Eq. (7), with either $\hat{\mathcal{W}}_1$ or any other possible $\hat{\mathcal{W}}$, has a locally computable constant of the motion to replace $P^_/\phi$.

Because $\hat{\mathcal{W}}$ is proportional to $v^_/\parallel$ and $\frac{d\vec{R}}{dt} = \hat{\mathcal{L}} v^_/\parallel$ to lowest order, Eq. (7) may be written as

$$\frac{d^2\vec{R}}{dt^2} = \frac{1}{\varepsilon} \frac{d\vec{R}}{dt} x \left[\vec{B}(\vec{R}) + \varepsilon^2 \frac{\hat{\mathcal{W}}(\vec{R})}{v^_/\parallel(\vec{R})}\right] - \frac{M_0 + \varepsilon M_1}{m} \nabla B(\vec{R}) + O(\varepsilon^2).$$

(21)

Let us ignore the $(M/m) \nabla B$ term for the moment. (It produces no basic difficulty.) Then (21) is the equation of motion of a charged particle in a continuum fluid of classical magnetic monopoles, distributed so that their (nondivergence-free) magnetic field is $\vec{B}(\vec{R}) + \varepsilon^2 \frac{\hat{\mathcal{W}}(\vec{R})}{v^_/\parallel(\vec{R})}$. Although energy is conserved, because the acceleration is still at right angles to the velocity, and Hamilton's principle still holds, the fact
that the field has a divergence prevents the formation of the usual Lagrangian and Hamiltonian. Hence, the conclusion that \( \frac{dP_\phi}{dt} = \frac{\partial H}{\partial \phi} = 0 \) does not follow for the guiding motion through second order in gyroradius.

V. CONCLUSION

We have succeeded in finding the second order drifts, equation of motion, and position for the guiding center. In second order, expressions rapidly become cumbersome and physical insight becomes overwhelmed. To extend the theory further, it seems that the basic definition of the guiding center should be changed so that \( P_\phi \) would be conserved and (perhaps simultaneously) \( \tilde{W} \) would be zero.

For correctness through \( O(\varepsilon) \), Eq. (3) for the guiding center velocity should be used with the first order magnetic moment included. If \( O(\varepsilon^2) \) results are required, Eq. (14) gives the guiding center, Eq. (16) gives its perpendicular drift velocity, and Eq. (10) gives its acceleration.
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APPENDIX I

STAGNATION ORBITS IN A TOKAMAK

In a tokamak, guiding center orbits result from a particle trying to follow a field line while being acted upon by the VB and curvature drifts. In the equatorial plane (the \( \rho-\phi \) plane of Fig. 1), the poloidal components of these motions are in the \( z \)-direction and, for certain orbits, may precisely cancel. These orbits, called "stagnation orbits," move purely in the \( \phi \)-direction. In some sense these orbits are singular because the area of the guiding center drift surface has shrunk to zero. This singularity is responsible for the geometrical peaking of the fast ion density resulting from neutral beam injection. Also, these orbits constitute part of the boundary in the constant-of-motion space depiction of tokamak particle orbits.

Because the topology of these orbits is so simple, they are easy to find analytically by two different methods. First, we can use conservation of toroidal canonical angular momentum, \( P_\phi \):

\[
\frac{P_\phi}{e} = \pm eR \sqrt{\frac{2}{m} (K - MB)} \frac{B_\phi}{B} - \psi + O(\varepsilon^2) ,
\]

where \( \psi \) is the poloidal flux function.

For a fixed \( K \) and \( M \), the \( P_\phi = \) constant surfaces each represent an orbit drift surface. The topology of these surfaces in the vicinity of
the stagnation point is shown in Fig. 1. The stagnation orbit occurs when $dP_\phi/d\rho = 0$ on the equator:

$$\frac{1}{e} \frac{dP_\phi}{d\rho} = \epsilon v_\parallel \frac{B_\phi}{B} + \epsilon \rho v_\parallel \frac{d}{d\rho} \left( \frac{B_\phi}{B} \right) - \frac{M B_\phi}{m B} \frac{\epsilon \rho}{v_\parallel} \frac{dB}{d\rho} - \frac{\epsilon \psi}{d\rho} + \frac{d}{d\rho} [O(\epsilon^2)]. \quad (\Lambda 2)$$

On the equator, $d\psi/d\rho = \rho B_z$, so the condition for a stagnation orbit is

Fig. 1. Geometry of the stagnation orbit.
Also, we should be able to find this orbit by setting the vertical component of the guiding center velocity Eq. (3) to zero. On the equator, \( \hat{L} = \frac{2B_z}{\mu_0} + \frac{\phi B}{B} \), so

\[
-\nu_z^2 \nabla \cdot [(\hat{L} \cdot \nabla \hat{L}) \hat{L} - \nabla \cdot \hat{L}] - \frac{m}{B} \frac{\Phi}{B} \frac{dB}{d\rho} + \frac{\nu_z B_z}{\varepsilon} = 0 + O(\varepsilon) .
\]  

(A4)

Since

\[
-\nabla \cdot \hat{L} = \frac{\phi}{B} \frac{d}{d\rho} \left( \frac{B_z}{B} \right) - \frac{2}{\rho} \frac{d}{d\rho} \left( \frac{\rho B}{B} \right) ,
\]  

(A5)

we obtain

\[
\nu_z^2 \left[ \frac{1}{\rho} \frac{d}{d\rho} \left( \frac{\rho B}{B} \right) - \frac{B_z}{B} \nabla \cdot (\nabla \hat{L}) \right] - \frac{m}{B} \frac{\Phi}{B} \frac{dB}{d\rho} + \frac{\nu_z B_z}{\varepsilon} = 0 + O(\varepsilon) .
\]  

(A6)

This differs from the result of the \( P_\phi \) method by a term proportional to \( J_\perp \):

\[
\nu_z^2 \frac{B}{B} \nabla \cdot (\nabla B) .
\]  

(A7)

However, since \( \nu_z B_z/\varepsilon \) must be \( O(1) \) in Eq. (A6), \( B_z \) must be \( O(\varepsilon) \), and the difference term is formally of higher order. But, is this difference important?

It is convenient to rewrite Eq. (A6) in terms of other constants of motion. Let \( \xi = \nu_z / \nu, F = \rho B \), and primes stand for \( d/d\psi \).

\[
v = \frac{\omega \xi}{\xi^2 \left[ \frac{\nu_0 \nu_z}{B^2} + \frac{(F/\mu_0)}{B} \right] - \frac{FB}{2B^2} (1 - \xi^2)} \]  

(A8)
The \( \left( \omega_0 J_\parallel /B^2 \right) \) term is of order \( 2\beta A \) times its comparison term \( (F/B) \). In most tokamaks the aspect ratio, \( A \), is about 4, so that for high \( \beta \) equilibria \( (\beta > 10\%) \) this difference is important.

Because the order \( \epsilon^2 \) term \( (\epsilon v_\parallel v^2 B_z /B) L \cdot \varphi \times B \) is not as small as one would like, it seems necessary to investigate how much other order \( \epsilon^2 \) terms, due to second order drifts, would add to \( (A4) \). By use of \( (16) \) we estimate that here the order \( \epsilon^2 \) drifts are one to two orders of magnitude less than the terms of \( (3) \). Thus, a reasonable procedure for finding the stagnation orbits is to use \( (A6) \) as it stands, keeping all three terms. Use of \( (A3) \), from conservation of \( P_\phi \), is not justifiable at nonzero \( \beta \) because we do not know what the constant of the guiding center motion is to next order in \( \epsilon \), if indeed there is one. We suspect that \( (A3) \) is not as accurate as \( (A6) \) because higher terms of \( (A6) \) are indeed small. This can only mean that corrections to \( (A3) \) are appreciable, because the difference between the two equations is numerically important.
Baños' parallel guiding center velocity as

\[ v_{\parallel} = \bar{u}_{\parallel} + \frac{e M_0}{m B} \hat{L} \cdot \nabla \times \bar{B} \]  

where \( \bar{u}_{\parallel} \) is the gyration average of the component of particle velocity parallel to the field at the particle. \( u_{\parallel} = \hat{L}(\hat{r}) \cdot \vec{v} \). Equation (B1) says that \( \bar{u}_{\parallel} \) differs from \( v_{\parallel} \) by order \( \epsilon \) in a field having parallel current. (B1) does not, however, mean that the particle gradually escapes along the field line from its guiding center. As a simple graphic illustration, consider a \( \vec{B} \) field having constant magnitude everywhere with straight but nonparallel field lines as in Fig. 2. Let \( \vec{B} \) be independent of \( y \),

Fig. 2. A sheared field.
but rotating in direction about Z as one moves along the Z axis. A particle with guiding center at the origin at rest will remain there because \( \frac{dB}{ds} = 0 \), so there is no acceleration, and the drifts vanish because \( \nabla B = 0 \) and the field lines are straight. Nevertheless, \( \mathbf{\hat{L}} \cdot \nabla \times \mathbf{\bar{B}} \neq 0 \), which implies by (B1) that \( \bar{u}_0 \neq 0 \). Let the particle cyrate in the circle shown in the figure. \( u_\parallel \) is in fact negative when the particle is at the top of the circle. A quarter of a rotation later, \( u_\parallel \) vanishes. The crucial point is that \( u_\parallel \) is again negative at the bottom of the circle because, even though \( \vec{v} \) has reversed from the top of the circle, \( \vec{B} \) has deflected the other way. Thus, \( u_\parallel \leq 0 \) throughout the gyration. One can easily show in this simple example that \( \bar{u}_0 = -\frac{(eM_0/mB)}{L} \mathbf{\hat{L}} \cdot \nabla \times \mathbf{\bar{B}} \).

**APPENDIX III**

**DIRECT PROOF THAT THE CANONICAL ANGULAR MOMENTUM OF THE GUIDING CENTER IS CONSERVED**

A direct proof that \( P_\phi \) of the guiding center is conserved by the guiding center motion has been given by Morozov and Solov'ev\(^5\) for the case where \( \mathbf{\bar{B}} \cdot \nabla \times \mathbf{\bar{B}} = 0 \). Hirshman\(^10\) has shown us a direct proof not subject to this limitation. The following proof is different from his and, like his, does not require that \( \mathbf{\bar{B}} \cdot \nabla \times \mathbf{\bar{B}} = 0 \). It also establishes (19). By definition of the \( P_\phi \) of the guiding center,

\[
\frac{P_\phi}{\epsilon} = \epsilon \rho \frac{d\mathbf{\hat{R}}}{dt} \phi + \rho A_\phi ,
\]

(C1)
where $p$ is the distance of the guiding center from the symmetry axis.

$$\frac{1}{e} \frac{d\phi}{dt} = \epsilon \rho R \cdot \frac{d^2 R}{dt^2} + \frac{dR}{dt} \cdot \frac{d}{dt} \left( \phi_p \right) + \frac{dR}{dt} \cdot \nabla (\rho A_{\phi}) \quad \text{(C2)}$$

In an axisymmetric field, $\nabla (\rho A_{\phi}) = \rho \hat{\phi} \times \vec{B}$. Substitution of $d^2 R/dt^2$ from (7) gives

$$\frac{1}{e} \frac{d\phi}{dt} = \epsilon^2 \rho \left( \hat{L} \hat{\phi} \right) \cdot \hat{\phi} + \epsilon \left( \rho \frac{dR}{dt} \cdot \frac{d}{dt} \hat{\phi} + \frac{d}{dt} \left( \frac{dR}{dt} \frac{d}{dt} \phi \right) \right) \quad \text{(C3)}$$

$\hat{\phi} \cdot \nabla B$ has vanished because of the axisymmetry. Now

$$\frac{d}{dt} \frac{d\phi}{dt} \equiv \frac{d}{dt} \phi \cdot \nabla B = \frac{dR}{dt} \cdot \left( - \frac{\hat{\phi}}{\rho} \right) = - \frac{\rho}{\rho} \hat{\phi} \cdot \frac{dR}{dt} ,$$

and $\frac{d}{dt} = \frac{\rho}{\rho} \cdot \frac{dR}{dt}$, so that the last term of (C3) vanishes and

$$\frac{1}{e} \frac{d\phi}{dt} = \epsilon^2 \rho \left( \hat{L} \hat{\phi} \right) \cdot \hat{\phi} + O(\epsilon^3) \quad \text{(C4)}$$

If the right side of (C4) could be shown to be the total time derivative of some quantity, a new invariant through $O(\epsilon^2)$ would be established.
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