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PREFACE

Studies of the technical and economic feasibility of inertial confinement fusion (ICF) reactors for electric power generation and for other commercial applications have been conducted at the Los Alamos National Laboratory for the past decade. Although previously in the Laser Division, the group conducting these investigations is now a part of the Analysis and Assessment Division of the Laboratory.

During the course of these studies, several specific reactor concepts were conceived and developed, many mathematical models were constructed, and numerous analyses were performed. Results and descriptions of this work are contained in technical papers, reports, summaries of presentations, and unpublished memoranda. The present report evolved from a desire to combine these individual contributions into one accessible reference that also would serve as a tutorial introduction to ICF reactor systems studies.

In selecting material for this report, preference was given to explicit analytical results that provide insights into trends and parametric dependencies, rather than to detailed numerical calculations that usually are pertinent only to specific concepts or designs. Inadequacies inevitably exist in the treatment of some areas. Constructive criticism of the report will be welcomed in anticipation of improved and more complete revisions.

The report is organized to facilitate a logical progression of conceptualization and analysis leading to preliminary reactor designs. It begins with a discussion of fuel-pellet microexplosions and the characteristics of their emissions, then proceeds through the interactions of these emissions with the cavity background medium and structure to load and stress analyses. The details are presented in six sections.

Section I introduces general ICF reactor design considerations and summarizes requirements for preliminary specification of reactor conceptual designs.

In Sec. II, the phenomena that develop inside reactor cavities due to interactions between fusion-pellet microexplosions and the characteristics of their emissions, then proceeds through the interactions of these emissions with the cavity background medium and structure to load and stress analyses. The details are presented in six sections.

In Sec. III, methods for estimating temperature increases and material losses induced at the inside surface of the reactor cavity wall by energy and particles released during fusion-pellet burn are presented.

In Sec. IV, the effects of neutrons emitted from the pellet are characterized and methods for analyzing these effects are indicated.

In Sec. V, modeling and analysis of loads and stresses in ICF reactor vessels are discussed and general results pertaining to the dependencies of these quantities on various engineering design parameters are presented.

Sec. VI consists of general remarks pertaining to ICF reactor and power plant systems integrations. Detailed computer calculations are omitted in favor of simple analytic models that may be used to define preliminary reactor configurations and to estimate the sensitivities of their characteristics to changes in values of design parameters. Typical results are included to illustrate the approach.
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ABSTRACT

This report describes models and analyses devised at Los Alamos National Laboratory to determine the technical characteristics of different inertial confinement fusion (ICF) reactor elements required for component integration into a functional unit. We emphasize the generic properties of the different elements rather than specific designs. The topics discussed are general ICF reactor design considerations; reactor cavity phenomena, including the restoration of interpulse ambient conditions; first-wall temperature increases and material losses; reactor neutronics and hydrodynamic blanket response to neutron energy deposition; and analyses of loads and stresses in the reactor vessel walls, including remarks about the generation and propagation of very short wavelength stress waves. A discussion of analytic approaches useful in integrations and optimizations of ICF reactor systems concludes the report.

I. GENERAL INERTIAL CONFINEMENT FUSION (ICF) REACTOR DESIGN CONSIDERATIONS

A. ICF Reactor System Requirements

ICF is the approach to harnessing nuclear fusion energy in which the reacting fuel is held together (confined) by the inertia of its mass and, to some degree, by the inertia of the mass of the surrounding material (tamper). The energy liberated by the fusion of two atoms is very large. When the total energy released must be controlled (that is, when it is in the range 100 to 1 000 MJ per pulse), the mass of the fuel reacting at one time must be small. This means the inertial confinement time is short (on the order of $10^{-9}$ s); consequently, a substantial fraction (> 10%) of the fuel will react only if it is initially compressed to a density between 50 and 500 g/cm$^3$. In ICF, the fuel is compressed by depositing a large amount of energy on or near the surface of a spherical pellet. The resulting temperature rise evaporates the surface material, and vaporization produces a reaction force (analogous to the rocket action) that compresses the pellet.

The fuel temperature must be increased into the range of thermonuclear reaction values. Because these values are lowest for the fusion of deuterium and tritium (D-T; 10 to 60 keV or $10^8$ to $6 \times 10^8$ K), these elements will fuel the first generation of fusion reactors. The fuel pellet performs most efficiently when the required temperature rise is achieved adiabatically with the compression necessary to obtain a sufficiently high reaction rate. The question of how to accomplish this operation by fuel-pellet design and beam energy pulse shaping is not addressed in this report. Neither do we discuss problems associated with the generation of pulses sufficiently energetic and intense to induce pellet ignition. We assume that a compatible combination of pellet and
driver (laser, light ion, or heavy ion beam) has been determined and use the above general characterization of the ICF process to provide a background for discussing ICF reactor system requirements.

Practical use of the ICF process requires a device—an ICF reactor—that satisfies the requirements listed in the remainder of this section. The physical elements necessary to satisfy these requirements are listed below.

ICF reactors are required to induce nuclear fusion and to convert released energy into conveniently usable forms, such as electricity and heat. The reactor system must satisfy a set of requirements that may be divided into two classes: (1) those pertaining to confinement and conversion of the released energy, and (2) those pertaining to repetitive fuel-pellet injection and ignition for long-term cyclic operation.

The first class comprises containment of fuel pellet microexplosions, conversion of neutron and plasma energies, and breeding of tritium to maintain self-sufficiency of fusion energy generation.

The second class comprises restoration of cavity conditions to the pre-explosion (ambient) state, injection of fuel pellets, and transport and delivery of a driver energy pulse to induce pellet ignition.

These requirements are satisfied, in general, by special-purpose subsystems of the ICF reactor. The subsystems must be conceived, designed, and matched properly to ensure reliable and economical reactor operation.

B. Reactor System Components

The core of the reactor is the microexplosion containment vessel. It consists of structural shells, a scheme to protect the innermost ("first") wall, and a blanket where neutron energy is converted into heat and tritium is produced (bred).

Structural shells usually consist of parts of spheres, cylinders, and cones. The exact shape depends on the first-wall protection scheme and on the details of the blanket design. The materials for the structural shells are selected according to heat transfer and heat resistance characteristics, neutron damage and activation characteristics, and structural strength.

Inertially confined fusion of a fuel pellet leads to the incidence of the following forms of energy onto the first wall of the containment vessel: (1) electromagnetic radiation in which the dominant components are x-ray energy released after the reaction and laser light not absorbed by the pellet, (2) kinetic energy of the plasma debris, and (3) kinetic energy of fusion neutrons. Depending on the design concept, any of these forms can determine the lifetime of the first wall. Protecting this wall from the energy forms released during pellet microexplosions and modified by the cavity phenomena is the most challenging reactor design task.

Several schemes have been proposed to protect the first wall from radiation and ion damage. These schemes may be grouped into two generic classes: (1) cavities with permanent solid walls; the lifetimes of these walls can be extended by protective sacrificial liners and/or magnetic fields; and (2) cavities with renewable fluid walls, such as thin adhering liquid films or thick free-falling curtains.

A cavity wall protected by a buffer gas may belong to either class. If the gas is replaced after each microexplosion, it can be viewed as a renewable wall. If the gas is replaced only partially, the wall can be treated as solid, with the state of the gas defining the ambient cavity conditions. This example illustrates that the division between cavity phenomena and first-wall problems is artificial and arbitrary.

Because tritium must be bred to ensure the self-sufficiency of fusion energy production, large amounts of lithium must be used in all blanket designs. Fortunately, lithium has one of the largest known heat capacities and is liquid above 455 K. Because of these properties, the lithium used in most blanket designs also is used as the heat transfer medium. For some special applications, for example, generation of very high temperature (> 2000 K) process heat, the blanket must contain regions of (for example) graphite.

Because liquid lithium is chemically active, special attention must be given to the compatibility of materials. This disadvantage may be circumvented by designs that employ solid lithium compounds encapsulated in pellets ranging from
approximately 1 mm to 1 cm. However, efficient conveyance of these pellets may require development of special mechanical devices.

The kinetic energy of neutrons emitted during fusion of fuel atoms is converted in the blanket into heat that must be transported to heat exchangers and transferred to a working fluid, for example, water and steam, more suitable than lithium. Such a primary heat transfer loop alleviates problems associated with the expected lithium contamination and permits utilization of well-developed standard steam turbines. In addition to neutron energy, the energy content of the pellet debris and of the x rays must be captured and used to ensure maximum efficiency.

The most efficient heat transport mechanism is forced circulation. Therefore, an ICF reactor system requires pipes, pumps, and other flow-related equipment, in addition to heat exchangers and steam generators. These components can be modifications of analogous elements developed for the liquid metal fast breeder reactor (LMFBR) program and for commercial power plants.

ICF reactor designs need not be limited to the standard steam cycle, but may exploit other concepts for energy extraction and conversion, such as magnetohydrodynamic (MHD) generators or ion decelerators and high-temperature process heat generators that use radiative energy transfer. These devices can be described best in terms of specific reactor systems.

The unburned tritium in the cavity clearing passages, the tritium bred in the blanket, and the tritium that permeates into any cooling loops must be separated, processed, and delivered to the fuel-pellet manufacturing facility. Separation processes proposed include permeation through semipermeable tritium windows (large membranous surfaces), distillation of liquid lithium, cold-trapping in liquid metal loops, water-trapping or sparging in inert gas coolant loops, gettering, chemical binding (in molten salts), and the use of carrier fluids as in heat pipes. Technical and economic feasibility studies indicate that, at present, heat-pipe concentrators, gettering, molten salt extraction, and inert gas sparging are not competitive with the other methods. However, additional studies are needed for a more thorough evaluation.

Trition recovered from tritium-breeding blankets and from coolant loops will contain large amounts of protium, and tritium recovered from cavity exhaust streams will be mixed with an approximately equal amount of unburned deuterium. Therefore, purification and isotopic separation are needed before processing in the fuel-pellet factory. Many processes can accomplish this task, but cryogenic distillation appears to offer efficiency, low cost, simplicity, reliability, and safety that will be difficult to improve.

The tritium throughput in an ICF reactor will be small by industrial standards, a few kilograms per day. The scale of the extraction, purification, and isotopic separation processes will resemble laboratory operations that are reasonably well understood. Therefore, developments are required mostly in the adaptation of current techniques to meet the long lifetime, reliability, and safety standards expected of a commercial operation.

Tritium containment is the primary concern in the selection of processes and in the design of tritium-handling equipment to protect the public, the operating and maintenance personnel, and the environment from the hazards of radioactivity.

Restoration of cavity conditions to the pre-explosion ambient state requires removal of mass and heat between successive pellet burns. Mass removal associated with interpulse cavity clearing is accomplished with nozzles and vacuum pumps. Heat is transported by the primary loop to the heat exchanger.

Next to pellet ignition and energy containment and conversion, the most critical step required for demonstration of engineering feasibility is the development of a fuel-pellet delivery system that would operate in a commercial power plant continuously with the necessary accuracy and reliability. Development of such a system requires solutions of the following technical problems:

- Pellet acceleration to the desired velocity;
- Pellet tracking; that is, acquiring and processing pellet position and velocity data to determine trajectory control requirements; and
Pellet and driver beam synchronization; that is, achieving coincidence of pellet and beam focal regions in space and time.

The last problem may be solved with simultaneous pellet guidance and beam pointing. Trade-off studies are needed to determine the relative effectiveness and merits of these two functions.

The energy pulses generated in the driver are delivered into the reactor cavity where they ignite fuel pellets through a beam transport system composed of the following elements:

- Tubes, evacuated to a pressure sufficiently low to avoid beam quality degradation;
- Windows to contain pressure at beam tube entrances (for example, the pressure ratio between the laser amplifier and the beam transport tube may be as high as 1000); they may be material or aerodynamic;
- Mirrors, both plane and focusing, with and without coolant passages; and
- Control systems for beam pointing, beam switching, and beam quality monitoring and correcting.

Specific requirements are given for laser driven systems. Analogous requirements, differing in detail, will be necessary for ion-beam driven systems.

The beam pointing system compensates for deviations in fuel-pellet trajectories by tilting the axis of each beam and translating its focus. Beam pointing in ICF reactors may be accomplished either with movable and deformable optical elements or with phase conjugation based on nonlinear effects. The technology base for the first option is large; it includes hydraulic and piezoelectric actuators. (The characteristics of electromechanical actuators appear to be outside parameter ranges of interest in laser reactors.) Phase conjugation is a recent innovation and requires additional studies before its applicability to precise beam pointing can be evaluated adequately.

The beam-switching system is required for reactor designs in which several vessels are served by one driver. This function is accomplished with either tilting or rotating mirrors.

The task of the beam quality monitoring and correcting system is to sample the high-energy laser pulses incident onto the fuel pellets and to statistically correct high-order wavefront aberrations on the basis of this acquired information. The system is composed of a diagnostic sensor, a feedback loop, and a deformable mirror driven by piezoelectric actuators.

The technology to design and build an adequate beam transport system for ICF reactors appears to be available. Developments are needed to extend the sizes of individual elements and to achieve reliable and reproducible accuracy in repetitive (10- to 40-Hz) operations.

II. REACTOR CAVITY PHENOMENA

A. General Considerations

The particles remaining in ICF reactor cavities after each pellet microexplosion may interfere with subsequent laser beam propagation and/or fuel-pellet injection. This possibility imposes the only restriction on the interpulse state of the cavity medium. Therefore, a relatively wide choice of ambient conditions may be exploited to enhance protection of the innermost (first) cavity wall and to increase energy extraction. Consequently, a variety of physical phenomena may develop that dominate the ICF reactor cavity design, depending not only on cavity conditions between pulses but also on details of fuel-pellet structure. These phenomena modify the forms of energy released in the pellet microexplosion and lead to different cavity design problems. Therefore all relevant cavity phenomena must be analyzed thoroughly before first-wall design problems can be identified and solved.

Interpulse ambient cavity conditions may be grouped into three broad categories:

- Vacuum, when the mean free path of pellet debris ions is longer than or comparable to a characteristic cavity dimension for both momentum and charge exchange reactions;
- Gaseous atmosphere (possibly ionized by the burst of prompt radiation emitted from the pellet), in which the debris ion mean free paths are short for at least one kind of encounter; and
Mixture of vapor and liquid phases.

Of course, convenient and economic operating conditions may fall into some regime between these categories. In such cases, satisfactory modeling and analysis of cavity phenomena may be quite difficult.

First-wall protection schemes for ICF reactor cavities were characterized briefly in Sec. I. Clearly, not all protection schemes and interpulse ambient conditions are compatible. The reasons may be physical and/or economical. Because a high vacuum is difficult if not impossible to maintain in any but solid wall cavities, a vacuum can be used only with cavity concepts that employ bare refractory metal walls, sacrificial liners, or magnetic field protection. Vapor and liquid phases will be present in the cavity when liquid metal (for example, lithium) is used for wall protection either as an adhering thin film or as free-falling jets or curtains.

Depending on the choice of ambient cavity conditions and on the fuel-pellet structure, the following phenomena may dominate cavity design:

- Unimpeded energy propagation from the exploded pellet to the cavity wall in the forms of neutrons, x rays, and debris ions;
- Debris ion expansion in the presence of a magnetic field through vacuum or through a background medium in which an average ion mean free path is short relative to a representative cavity dimension for at least one type of encounter;
- Large-scale (blast and/or acoustic wave) and small-scale (turbulence) motions of the continuum buffer medium induced by pellet explosion and expansion; and
- Hydrodynamic motion with evaporation and condensation effects.

The effects of radiant energy transport may or may not be negligible in the last three classes of cavity phenomena.

Modeling and analysis of some of these phenomena are discussed below without reference to a particular cavity concept.

B. Cavity Phenomena Modeling

The objectives of modeling and investigating cavity phenomena are to determine

- transient thermal and mechanical wall loadings;
- potential damage mechanisms to the cavity first wall; and
- requirements for the restoration of ambient cavity conditions between successive fuel-pellet microexplosions for repetitive operation.

1. Ion Expansion Model. The expansion of pellet microexplosion products through a vacuum does not require special analysis but leads directly to investigations of the interaction of these products with the first-wall material. However, establishing and maintaining a hard vacuum between pellet microexplosions may require more equipment and time than is practicable. Therefore, it is desirable to model the expansion of debris ions through as dense an atmosphere as can be tolerated. Such an atmosphere also may alleviate some first-wall design problems. For wider applicability (for example, to the magnetically protected reactor cavity concept), the effects of magnetic field are included in the model described below.

The requirement for the transmissibility of laser beams imposes an upper limit on the admissible gas density \( n \) in the reactor cavity. At present, this limit is not known precisely, but it is not expected to exceed a value between \( 10^{15} \) and \( 10^{16} \) atoms/cm\(^3\). A representative volume of an ICF reactor cavity (4-m-long cylinder with a 2-m radius) is \( 5 \times 10^7 \) cm\(^3\). The total number of atoms in such a cavity may be between \( 5 \times 10^{22} \) and \( 5 \times 10^{23} \). If only 0.1% of the nominal pellet yield of 150 MJ is absorbed by these atoms, the energy per atom will range between 19.0 and 1.9 eV, sufficient to ionize and thus to transform the medium into a perfectly conducting plasma.

At the above conditions, the collisional cross sections \( \sigma \) for the cavity medium particles are approximately \( 10^{-15} \) cm\(^2\) (Ref. 2,3); consequently, the mean free path \( \lambda (\lambda \approx 1/n\sigma) \) is
between 0.30 and 0.03 cm long. These estimates show that phenomena with characteristic lengths of 1 m or more can be modeled with a continuum description of the background medium. However, the pellet debris ions generated in the microexplosion behave differently. For example, calculations based on the Lindhard stopping theory show that at the neon density of $1.5 \times 10^{16}$ atoms/cm$^3$ (the upper allowable limit) the mean debris ion range is between 2 and 5 m$^4$. Ion ranges of that magnitude are comparable to or larger than radii of ICF reactor cavities and much larger than the mean free paths in the background medium. Therefore, the ion motion cannot be approximated within the framework of a fluid model but must be determined from kinetic theory. In our analysis this is accomplished by calculating trajectories for a statistical sample (5,000 to 20,000) of ions.

Consistent with previous estimates, the plasma model for the analysis of cavity phenomena contains three parts: background fluid, a collection of discrete, relatively high-energy ions, and an electromagnetic field. The single component background fluid is initially ionized by the flash of x rays emitted from the burning D-T fuel pellet to a degree that makes it a perfectly conducting plasma. Therefore, its behavior is described by modified Lundquist equations supplemented with an appropriate equation of state and a rate equation that determines changes in the degree of ionization. The motion of pellet debris ions is described with a representative sample of ion trajectories calculated by integrating the equation of motion for each simulation ion with the Lorentz force contributing to the acceleration. The model also includes phenomenological terms that describe the momentum and energy transfer between fluid and discrete ions and a rate equation that determines the average ion charge.

The electromagnetic field is described with Maxwell's equations in which the displacement current is neglected. Ohm's law is replaced with postulates that the electric field is always and everywhere perpendicular to the magnetic field, that local-charge neutrality prevails, and that the electrons are massless and drift without inertia in the direction perpendicular to electric and magnetic fields. Thus, the model constitutes a significant generalization and extension of considerations introduced by Dickman, Morse, and Nielson$^5$ and developed further by Goldstein and coworkers.$^6$

To be specific, we present the differential equations and the constitutive relations corresponding to the above plasma model. For conciseness, we employ vector representation and write the differential equations in conservation form to facilitate future discussion of finite difference approximations. In our notation convention, the operator acts on all factors that follow it.

The equations expressing conservation of mass, momentum, and energy are

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0 , \quad (1)$$

$$\frac{\partial \rho \mathbf{u}}{\partial t} + (\nabla \cdot \mathbf{u})(\rho \mathbf{u}) + \nabla p + \frac{1}{c} \mathbf{B} \times (\mathbf{J} - \mathbf{J}_d) = 0 , \quad (2)$$

and

$$\frac{\partial}{\partial t} \left[ \rho \left( \frac{1}{2} |\mathbf{u}|^2 + e \right) \right] + (\nabla \cdot \mathbf{u}) \left[ \rho \frac{1}{2} |\mathbf{u}|^2 + e \right] + p = E \cdot (\mathbf{J} - \mathbf{J}_d) + S_B , \quad (3)$$

and the equation expressing the change in the ionization fraction $\alpha$ is

$$\frac{\partial \alpha}{\partial t} = F_1(\alpha, T) . \quad (4)$$

In the above equations, $F_1$ is a given function, $t$ denotes time, $\rho$ is the mass density of the background fluid, $\mathbf{u}$ is the velocity vector, $p$ is the pressure, $c$ is the speed of light in a vacuum, $\mathbf{B}$ is the magnetic field vector, $\mathbf{J}$ is the total current vector, $\mathbf{J}_d$ is the current carried by the debris ions, $e$ is the internal energy, $E$ is the electric field vector, and $T$ is the temperature. The symbol $\nabla$ denotes the gradient operator and $|\mathbf{u}|$ is the magnitude of the vector $\mathbf{u}$. The terms $\nabla B$ and $S_B$ represent, respectively, the collisional momentum and the energy interchange between background fluid and debris ions.

The trajectories of the debris ions are determined$^{5,6}$ by integrating the equations of motion.
\[ \frac{dv_i}{dt} = q_i \left( E - \frac{1}{c} \mathbf{B} \times \mathbf{v}_i \right) - \Gamma_i, \]  
(5)

where \( m_i, v_i, \) and \( q_i \) are the mass, velocity vector, and charge of the \( i \)-th ion, and \( \Gamma_i \) is the collisional drag force exerted by the background fluid on the ion. In practice, Eq. (5) is integrated for simulation particles representing many ions of a given element; a typical calculation may contain any number (between 5000 and 75000) of simulation particles. The charge of the simulation particle will change according to

\[ \frac{dq_i}{dt} = F_2(o,T,m_i), \]  
(6)

where \( F_2 \) is the recombination rate for each ion material.

The electromagnetic field is governed by Maxwell’s equations, which, with the previously indicated approximations, reduce to

\[ \frac{\partial \mathbf{B}}{\partial t} = -\mathbf{c} \times \mathbf{E} \]  
(7)

and

\[ \mathbf{J} = \frac{c}{4\pi} \mathbf{V} \times \mathbf{B}. \]  
(8)

Equations (1)-(8) do not form a closed system and must be supplemented with auxiliary relations among different physical quantities. These are of two kinds: those relating the thermodynamic variables \( T, p, \epsilon \), and \( \sigma \) (known as equations of state) and those relating the current density \( \mathbf{J} \) and the electric field \( \mathbf{E} \) (known as Ohm’s law).

The thermodynamic variables are related with

\[ T = \frac{m(\gamma - 1)}{(N_A \sigma + nm)k} \epsilon \]  
(9)

and

\[ p = \left( \frac{N_A \sigma}{m} + n \right) kT, \]  
(10)

where \( m \) is the molar mass of the background fluid, \( \gamma \) is the ratio of specific heats (assumed constant), \( N_A \) is Avogadro’s number, \( k \) is the Boltzmann constant, and \( n \) is the electron density.

Consistent with the previously stated hypothesis about the behavior of the electrons, the expression for the current density \( \mathbf{J} \) is

\[ \mathbf{J} = J_1 + \frac{N_A e}{m} Zo \omega - \text{vec} \frac{E \times B}{16\pi^2}, \]  
(11)

where \( Z \) is the atomic number of the background fluid, \( e \) is the charge of an electron, and the debris ion current density \( J_1 \) is given by

\[ J_1 = \sum_{\text{VOLUME}} q_i \mathbf{v}_i. \]  
(12)

From the assumption of charge neutrality, the electron density \( n \) is

\[ n = \frac{1}{\epsilon} \sum_{\text{VOLUME}} q_i + \frac{N_A \sigma}{m} Zo. \]  
(13)

The relation between current density and electric field (Ohm’s law) may be solved for the electric field \( \mathbf{E} \). Use of the postulated orthogonality of the electric and magnetic fields makes the expression

\[ \mathbf{E} = \frac{B}{\text{vec}} \times \left( J_1 + \frac{N_A e}{m} Zo \omega - \mathbf{J} \right). \]  
(14)

Equations (1)-(14) constitute a closed self-consistent system describing the plasma model.

The expression for the drag force \( \Gamma_i \) is derived easily from the concept of the stopping power \( SP \). If \( x \) is the distance along the ion path and \( KE \) is its kinetic energy,

\[ \frac{d(KE)}{d(x)} = \sigma SP. \]  
(15)

But \( KE = \frac{1}{2} m v_i^2 \), \( d(\sigma) = \sigma dx \) (for locally constant \( \sigma \)), and \( v_i = dx/dt \); hence

\[ \frac{d(KE)}{d(x)} + \frac{mv_i}{\sigma} \frac{dv_i}{dx} + \frac{m}{\sigma} \frac{dv_i}{dt}. \]

Because \( dv_i/dt \) is the acceleration, by Newton’s law, \( m(dv_i/dt) = \sigma(dKE/dx) \) is the force \( \Gamma_i \). Using Eq. (15), we obtain \( \Gamma_i = \sigma SP \). For numerical calculations, \( SP \) is expressed as the sum of electronic, \( SP_e \), and nucleonic, \( SP_n \), contributions; that is,

\[ \Gamma_i = \sigma(SP_e + SP_n). \]  
(16)
The stopping powers of different media have been investigated extensively both theoretically and experimentally. Various physical mechanisms may dominate or contribute to this phenomenon, depending on the range of parameters in which the calculations are performed. Examples of mechanisms relevant to ICF reactor studies are excitation and ionization of the background fluid (Bethe-Bloch processes), Coulomb interactions between debris and background ions, and Coulomb interactions between debris ions and free electrons. The proper expressions for Eq. (16) depend on the conditions prevailing in the cavity and on the desired degree of approximation.

Consistent with the sign convention in Eqs. (2) and (5), the reaction force on the background medium is the sum of the forces over all ions present in each unit volume. In all calculations of the forces and of the ion energy loss, the relative velocity between the ions and the background medium is used.

The characteristic time for the ionization/recombination processes governed by Eq. (4) may be very short compared to the integration time step determined by the fluid dynamic phenomena. In that case, instead of Eqs. (4) and (9), use relations based on the Saha equation. These can be of two types: numerically calculated and tabulated compatible values of ionization fraction $\alpha$, internal energy $\epsilon$, and temperature $T$ (Ref. 7) or analytic approximations. An example of the latter applicable to the study of ICF reactor cavity phenomena is the coronal model of Shearer and Barnes,

$$\alpha = \frac{26}{Z} \left[ \frac{kT(\text{keV})}{1 + (26/Z)^2 kT(\text{keV})} \right]^{1/2},$$

that satisfactorily approximates experimental results in parameter ranges of our interest.

2. Ion Expansion, Computational Procedure. Determining the time evolution of conditions inside ICF reactor cavities following a fuel-pellet microexplosion requires solving an initial value problem for the above equations inside a finite domain bounded by rigid electrically conducting walls. Therefore, the boundary conditions are vanishing of the tangential component of the electric field and of the normal component of mass velocity and continuity of the tangential component of the magnetic field. Because the events following pellet microexplosion occur in times that are short in comparison to the characteristic time for the magnetic diffusivity in the wall material, it is appropriate also to require that the magnetic field at the boundary remain unchanged.

The plasma model used in our analysis of the cavity phenomena does not contain viscosity and heat conductivity; therefore, the above stated boundary conditions are the only requirements imposed by the physical considerations. However, to make the initial-boundary value problem numerically well posed, the boundary conditions must be specified for all primary variables (that is, those whose time rate of change is given by differential equations). To obtain these additional conditions, we anticipate that the cavity phenomena will consist of wave reflections and postulate that the reflections will be predominantly normal. Consequently, the reflection conditions (that is, vanishing of the normal derivative at the boundary) should be approximately valid locally for pressure, density, and the tangential component of the velocity. We also postulate that the ions will adhere to the wall upon striking it. This is achieved by removing the ion from the computational scheme whenever its trajectory intersects the boundary. A record of the time, position, and ion energy at impact is retained for use in analyses of first-wall effects described in the next section.

Solutions describing the evolution of plasma conditions inside reactor cavities are obtained by numerical integration of the governing equations. Differential Eqs. (1)-(4) and (7) are replaced with finite difference approximations using the Lax-Friedrichs scheme introduced by Lax and applied effectively by Bohachevsky and collaborators to calculate multidimensional flows with shock waves and radiation effects. Equation (5) is integrated straightforwardly in time, and the auxiliary variables are evaluated at each time step and smoothed with a four-point averaging process to ensure a stable and accurate computation.
Exploratory calculations and supporting analysis of debris ion expansion through a background fluid showed that the relaxation time for the transfer of momentum and energy from the ions to the fluid is much shorter than the characteristic fluid-dynamic time because, in the early stages of the expansion, the mass ratio of the ions to the entrained fluid is much larger than unity. Therefore, the complete set of governing difference equations is stiff. The degree of stiffness may be appreciated from the fact that at the characteristic interaction time of approximately \(10^{-12}\) s, the typical characteristic fluid-dynamic time is only approximately \(10^{-6}\) s. The resolution of the associated computational difficulties consisted of finding an approximate but asymptotically correct characterization of the ion-fluid interaction in each computational cell and incorporating the corresponding expressions for the velocity and internal energy into the code.

The integration is initialized by (1) determination of the desired magnetic field distribution (either by placing coils at appropriate locations or by solving the boundary value problems for the magnetic vector potential), (2) placement of simulation particles into desired locations with desired velocities (energies), and (3) prescription of initial distributions for the density, velocity, and temperature of the background fluid.

After initialization, the variables are advanced in discrete time steps in the following order.

1. The simulation particles are moved in accordance with Eq. (5).
2. The values of density, velocity, and internal energy of the fluid are advanced by using Eqs. (1)-(3).
3. The auxiliary thermodynamic quantities (including ionization fraction, \(o\)) are determined.
4. The current is calculated with Eq. (8).
5. The electric field is calculated with Eq. (14).
6. The magnetic field is advanced with Eq. (7) completing the cycle.

The computations are continued until all simulation particles disappear into containment walls or until a quasi-steady state is reached.

3. Ion Expansion, Illustrative Results.
Results of the above described plasma modeling are shown in Figs. 1-8 to illustrate qualitatively the general behavior of the plasma.

Figures 1-3 illustrate ion expansion in a vacuum, that is, with the background fluid omitted. In this case, of course, the computations are simplified significantly; in particular, it is possible to combine the computations of electric and magnetic fields into the solution of a single Poisson's equation at each time step. The physical assumptions leading to this approximation have been formulated and discussed in Ref. 5, and the first studies of ion motion in ICF reactor cavities were reported in Ref. 6.

Figure 1 illustrates successive stages of fuel-pellet debris expansion in a cylindrical reactor vessel that opens into a large conical end surface, called an energy sink which absorbs the ion energy with acceptable surface loading. The externally generated axial magnetic field of approximately 1 000 G protects the cylinder wall by deflecting the ions and guiding them into the energy sink. Figure 2 is a cumulative histogram of energy and particle depositions on the confining walls that shows the magnetic field functioning as intended. Because the values plotted in Fig. 2 must be divided by the element of the cone area at each axial location to obtain deposition per unit area, the surface load intensity increases as the cone vertex is approached and the ion stream is collimated along the reactor vessel axis. This suggests that an opening should be provided at the axis of symmetry through which the ions can escape. Their kinetic energy can be converted into useful form outside the vessel with a direct energy conversion device such as an MHD generator. If that option is exploited, the conical end of the cylindrical vessel need not be enlarged. The shapes of the expanding debris cluster and of the magnetic contour lines in such a cavity are shown in Fig. 3a, and the intensity of the fields is shown in Fig. 3b. Formation of the “magnetic funnel” that protects the material wall and directs the debris ions into the inlets to MHD channels is significant.
Fig. 1. Ion expansion in vacuum.
Fig. 2. Ion energy deposition in the energy sink.

Fig. 3. (a) Debris expansion in a 6-kG field. (b) Magnetic field intensity.

Fig. 4. Ion expansion and magnetic field displacement.
Fig. 5. Pressure wave formation.

Fig. 6. Radial velocity distribution.

Fig. 7. Axial velocity distribution in reactor cavity.

Fig. 8. Pressure distribution in reactor cavity.
Figures 4-8 illustrate the microexplosion-induced expansion of debris ions through a background fluid with an imbedded magnetic field. Figure 4 shows the correlation between the expanding debris front and the location of the maximum magnetic field intensity, and Fig. 5 shows the pressure wave generated by the interaction of pellet products with the background fluid. Figure 6 shows the corresponding radial velocity profile of the background fluid at the reactor cavity midplane.

A typical axial velocity distribution is shown in Fig. 7; evidently the background fluid acquires a nearly uniform axial velocity well suited to driving MHD generators.

The solutions indicate that the infinitely conducting background medium attaches "inertia" to the magnetic lines of force and inhibits their compression. Except for this indirect influence, the background fluid does not affect the ion trajectories significantly before the pressure waves reflect from the cavity walls. However, the ions impart such a high velocity to the background fluid that despite large energy deposition, the temperature and density inside the region of expanding ions decrease to very low values. Thus, the individual ions act analogously to a jet ejector, and the effect is quite strong. It reduces the density inside the expanding ions to a value less than one-thousandth of the initial ambient density. Figure 8 shows the pressure wave generated by the interaction of pellet products and background fluid and the low-temperature (because temperature is proportional to pressure) region that develops behind it as a result of the fluid expansion.

This analysis of the effectiveness of the magnetic protection of the first wall of the containment vessel must be supplemented by estimates of the growth rates of flute instabilities. Although these rates cannot be obtained within the framework of the present model, an independent analysis shown that the relevant doubling times exceed the time required to clear the cavity of the debris; therefore, these phenomena will not compromise the concept.

4. Radiation Effects, Fireball and Blast Wave. Energy transfer from the debris ions to the background fluid contained in the above ion expansion model is not the only mechanism capable of generating a pressure wave—radiation transport is another. In this section we discuss the effects of radiation transport to complement our analysis of ion-background fluid interactions.

Radiation energy transport influences cavity phenomena whenever the opacity of the background fluid induces absorption of enough energy to affect significantly the state of the fluid. Thus, accurate opacity tables and an accurate equation of state are essential for understanding the absorption of radiation energy and subsequent phenomena. These quantities are such complex and sensitive functions of the material and of the temperature that any quantitative discussion of radiation effects is valid only for a particular fluid and within particular ranges of temperature, density, and energy release of the fuel pellet. Therefore, the following discussion is necessarily limited to qualitative aspects of possible phenomena and to comments about the possibilities of their occurrence or nonoccurrence in specific circumstances.

The study of phenomena associated with very large energy releases in very small volumes was initiated by Bethe and his colleagues in Los Alamos and was extended and incorporated into a general treatment of high-temperature hydrodynamic phenomena by Zel'dovich and Raizer. The following discussion is based on the updated analysis of Bethe.

The D-T fusion reaction inside a fuel pellet gives rise to the following sequence of events. The liberated energy heats the pellet material and a sphere of surrounding fluid to a very high temperature (millions of degrees). The exact extent and state of this region are not known because it is very difficult to determine theoretically the transfer of energy from the pellet material to the surrounding fluid. Following the initial stage of energy deposition, the heated material radiates and expands until the temperature at its boundary decreases to a value at which the cavity medium becomes opaque to the dominant radiative emission. Inside the radiating and expanding surface
the material is transparent to its radiation; therefore, this region is isothermal. The density and temperature dependence of the absorption properties of the cavity fluid determines whether such a blocking layer develops at a radius smaller than the radius of the reactor cavity.

When the radiative energy loss from the heated mass is reduced to a diffusion-like process, the velocity of the radiative energy transport becomes much lower than the velocity of the shock wave. Therefore, the shock wave separates and propagates ahead of the luminous fireball. This shock may or may not be sufficiently strong to ionize the fluid, an action that depends on the properties of the medium and on the characteristics of the energy release.

Because of spherical divergence, the layer of shock-heated fluid expands adiabatically, and therefore its temperature decreases. This generates a "cooling wave" that propagates into the expanding fireball. The cooling wave is strong enough to reduce the fireball temperature to a value at which its surface again becomes transparent to the radiating temperature of the fireball. From then on, energy is lost by volumetric radiation. Again, this may or may not take place before the shock wave reaches the cavity wall.

In summary, the events outlined above lead to the development of up to five regions behind the shock. These regions are shown in Fig. 9, which is borrowed from Ref. 16. Figure 10 shows the propagation of the boundaries between these regions.

For a specific fluid and a specific energy release, we can estimate quantitatively the extent and properties of the regions depicted in Fig. 9. Unfortunately, the detailed estimates derived in Refs. 14-16 were obtained for energy releases of approximately 100 GJ in air. Therefore, they are not applicable to reactor studies because even though the results may be scaled with the energy yield, the thermochemical and optical properties of the cavity fluids considered are entirely different from those of air.

For example, in calculating the above phenomena applicable to ICF (light ion driver) cavity conditions (30 MJ of energy deposited inside a 10-cm radius in argon at a pressure of 50 torr and density of $1.114 \times 10^{-4}$ g/cm$^3$), Peterson and Moses$^{17}$ found that most of the energy escapes as radiation, so the shock, which separates from the fireball at a radius of approximately 270 cm, is very weak. Also, the cooling wave does not develop because the radiative loss and the expansion of the fireball are sufficient to reduce the radiating surface temperature below transparency, which, for noble gases (argon), is high relative to molecular gases. Thus, for these ICF reactor cavity conditions, Regions III and IV of Fig. 9 do not develop.
5. Similarity Solutions, Waste Energy. When certain cavity conditions and energy release characteristics are present, the shock separates from the fireball at a radius that is small compared to the cavity size, and the shock is too weak to ionize the fluid. Under these circumstances, shock propagation and characteristics can be determined from the Taylor-Sedov similarity solution. This solution is accurate provided the energy generating the shock and the effective adiabatic exponent of the medium are determined correctly.

The Taylor-Sedov solution is theoretically valid for point energy releases; in practice it is a good approximation if the mass swept by the shock is large relative to the mass of the pellet. In ICF applications, this approximation will be valid only for electron or light ion drivers when the ambient cavity pressures are nearly 1 atm. In general, the total mass of buffer gas in the cavity is expected to be only comparable to the pellet mass. A valid description of the blast wave in this general case has been obtained by Freiwald and Axford by modifying the classical Taylor-Sedov similarity solution to account for the non-negligible pellet mass. Although their analysis significantly improves the similarity solution when fluid and pellet masses are comparable, it requires numerical integrations, depends on ambient conditions, and, like the similarity solution, is sensitive to the effective adiabatic exponent of the medium. Therefore, their results must be evaluated for each specific case to obtain a quantitative description of the cavity phenomena. Details of the Freiwald-Axford analysis and representative results are contained in Refs. 1 and 19 and will not be discussed further here.

Of interest in the study of ICF reactor cavity phenomena is the concept of "waste energy" introduced by G. I. Taylor. In investigations of blast effects, this energy is defined as the energy remaining in the hot fluid traversed by the shock after the pressure decays to the ambient value. Because this energy is no longer available to drive the shock, it is considered "waste." In the study of cavity phenomena, a more useful definition is the internal energy of the fluid at the time when wave motion has dissipated and the medium has attained an approximately homogeneous state. With this definition, waste energy is the amount of heat that must be removed between successive pulses to ensure long-term steady-state operation.

The waste energy for the Taylor-Sedov similarity solution was calculated in Ref. 14 and found to increase with decreasing adiabatic exponent. The values of waste energy could reach a significant fraction (> 1/2) of the pellet x-ray and debris energy yield because the energy of the fusion reaction is released at a very high temperature, and most of it goes into heating the surrounding material. Therefore, when a gas buffer is used for first-wall protection, a substantial amount of heat must be removed from the cavity between pulses.

The waste energy (heat) can be removed either by radiation to the cavity wall or by convection (by circulation of the cavity fluid). Removal of heat by radiation requires operation at temperatures that may be higher than practicable. For example, the temperature required for argon was determined by Peterson and Moses to be approximately 8,000 K.

C. Restoration of Cavity Environment

After each pellet microexplosion, the cavity environment must be restored to its ambient pre-explosion conditions to ensure

- injection of the fuel pellet with required consistency,
- propagation of laser beams with required quality and accuracy, and
- long-term operation by maintaining the energy and mass content of the cavity at a constant average level.

Each of these requirements involves removing a certain amount of mass and heat during every cycle of reactor operation. It is impossible to identify in advance the dominant (controlling) constraint without considering a specific design configuration and mode of operation. In this section we derive general relations among different
cavity parameters, which provide a lower bound for the time required to remove the necessary amount of mass from the cavity. Heat transfer requirements and blanket phenomena are analyzed in a later section.

1. Reservoir Exhaust. We postulate that the mass is exhausted from the cavity through a convergent-divergent (DeLaval) nozzle and that the pressure on the downstream side (at the entrance to the heat exchanger or condenser) is maintained low enough at all times to ensure sonic flow at the nozzle throat.

The mass $M$ contained at the time $t$ in a reactor cavity of volume $V$ is

$$V_0(t) = V_0 - \int_0^t \frac{dM}{dt} dt,$$  \hspace{1cm} (18)

where the subscript $0$ denotes the initial state following completion of the pellet burn.

Equation (18) implies that

$$\frac{dM}{dt} \approx \frac{1}{V} \frac{dM}{dt}.$$  \hspace{1cm} (19)

We also have the relation

$$\frac{dM}{dt} = A_0 u^* = A_0 a^*,$$  \hspace{1cm} (20)

where $u$ is the particle velocity, $a$ is the sound speed, $A$ is the throat area, and the asterisk denotes conditions at the throat. For an ideal gas with a constant ratio of specific heats $\gamma$,

$$\rho^* = \rho \left( \frac{1 + \gamma}{\gamma \gamma} \right)^{\frac{1}{\gamma - 1}},$$

and

$$a^* = a \sqrt{\frac{2}{\gamma + 1}} = \sqrt{\frac{2\gamma \gamma}{\gamma + 1}} \frac{p}{\rho},$$  \hspace{1cm} (21)

where $p$ is the pressure; in this case, the value of the critical pressure ratio is

$$\gamma \left( \frac{\gamma + 1}{\gamma - 1} \right)^{\frac{\gamma - 1}{\gamma + 1}}.$$  

For an adiabatic process, which we assume,

$$\frac{p}{p_0} = \left( \frac{p}{p_0} \right)^{\frac{\gamma - 1}{\gamma + 1}}.$$  \hspace{1cm} (22)

Combining Eqs. (19) through (22), we obtain the differential equation

$$\frac{dM}{dt} = -\frac{1}{V} \frac{dM}{dt} \left( \frac{2}{\gamma + 1} \right)^{\frac{\gamma + 1}{\gamma - 1}} \sqrt{\frac{V_0}{p_0}} \frac{\gamma + 1}{\gamma - 1},$$  \hspace{1cm} (23)

which can be integrated between the limits

$$\rho = \rho_0 \text{ at } t = 0$$

and

$$\rho = \rho_a \text{ at } t = \tau_n,$$  \hspace{1cm} (24)

where the subscript $a$ denotes the desired ambient value and $\tau_n$ is the time required to complete the process.

Using the relation

$$\frac{\rho}{p} = \frac{m}{RT},$$  \hspace{1cm} (25)

where $m$ is the molecular mass, $R$ is the universal gas constant, and $T$ is the temperature, the result is

$$\tau_n = \frac{V}{A} F(\gamma) \sqrt{\frac{m}{R} \frac{\rho_0}{\rho_a} - 1},$$  \hspace{1cm} (26)

with the algebraic function $F(\gamma)$ given by

$$F(\gamma) = \left[ \frac{1}{2} \right]^{\gamma-1} (\gamma + 1)^{\gamma+1} \sqrt{\frac{\gamma}{\gamma - 1}} \frac{1}{\gamma - 1}.$$  \hspace{1cm} (27)

This function is plotted in Fig. 11; for small values of $\gamma$, the function decreases rapidly with increasing $\gamma$ and approximately levels off near the value 5 for $\gamma > 1.50$.

In reactor applications, the ratio of initial postexplosion temperature to ambient temperature, $T_0/T_a$, probably will be very high (for
example, $T_o/T_a > 100$). In that case, we can neglect $l$ in the last term of Eq. (26) and obtain an expression that does not contain the initial conditions attained after completion of the pellet burn but only the ambient temperature that the exhaust process is intended to reach:

$$\tau_n = \frac{V}{A} F(\gamma) \sqrt{\frac{m}{RT_a}}. \quad (28)$$

This result seems to indicate that $\tau_n$ does not depend on the initial (postexplosion) conditions, but this is not really so because the original restriction is on $\omega_d$. To determine this quantity from Eq. (28), we must know the pressure $p_a$ that is related to the initial pressure $p_0$ by the adiabatic expansion process.

Equation (28) shows the expected proportionality of $\tau_n$ to the volume of the cavity, $V$, and the inverse proportionality to the nozzle throat area $A$. It also shows that the time required to exhaust the cavity increases as the square root of the molecular weight $m$. Therefore, maximizing the frequency of the operation requires the use of a gas with the lowest possible molecular weight, in direct conflict with the requirement to use a high-atomic-number gas as a protective buffer that absorbs the pellet-emitted x rays and slows the debris ions.

To illustrate the time required to exhaust a sphere of $2\text{-m}$ radius ($V = 33.51 \times 10^6 \text{ cm}^3$), Eq. (28) is plotted in Figs. 12 and 13 for high ($1.52$) and low ($1.20$) values of $\gamma$ and for $m = 6.94 \text{ g/mol}$ as a function of nozzle throat area.

![Fig. 12. Dependence of exhaust time on nozzle size, high $\gamma$.](image)

![Fig. 13. Dependence of exhaust time on nozzle size, low $\gamma$.](image)
in the range 2000 cm\(^2\) \(\leq A \leq 10000\) cm\(^2\). This range corresponds to nozzle throat radii of 25.23 to 56.42 cm; the corresponding fractions of the surface area occupied by the nozzle throat range from 0.40 to 2.0%. These fractions are small because they are based on the nozzle throat area, but they will increase in proportion to the contraction ratio required for the appropriate nozzle design.

Note that the estimates shown in Figs. 12 and 13 were derived on the basis of choked flow and therefore cannot be decreased by the addition of larger capacity pumps. The estimates indicate that the exhaust time will determine the pulse repetition frequency for designs that require a substantial amount of gas in the reactor cavity.

2. Condensation Effects. In reactor cavity designs where liquid lithium serves as first-wall protection (for example, the wetted wall concept), condensation of vapor on the wall is an effective mechanism for mass removal from the cavity. We can easily estimate the rate of mass removal with this mechanism, within the framework of the above formulation, by substituting the condensation rate for the flow through the nozzle. In this case, the analogue of Eq. (20) is

\[
\frac{dM}{dt} = S(\phi_+ - \phi_-),
\]

where \(S\) is the effective (wetted) wall area, \(\phi_+\) is the flux of vapor toward the liquid surface, and \(\phi_-\) is the evaporation rate of the liquid. The sign convention is consistent with that of Eq. (19). An elementary diffusion approximation of the molecular transport process yields the following expressions\(^{20}\) for the fluxes.

\[
\phi_+ = \sigma_c p \sqrt{\frac{m}{2\pi RT}} \quad (30)
\]

and

\[
\phi_- = \sigma_e p_{vs} \sqrt{\frac{m}{2\pi R T_s}} \quad , (31)
\]

where \(\sigma_c\) and \(\sigma_e\) are condensation and evaporation (accommodation) coefficients, \(T_s\) is the liquid surface temperature, and \(p_{vs}\) is the vapor pressure corresponding to \(T_s\). The vapor flux \(\phi_+\) given by Eq. (30) is a conservative estimate because it does not contain the effect of convective velocity toward the wall. In the ICF reactor cavity, such a velocity will be induced by the microexplosion-generated shock wave, and its magnitude will be significant. Because experimental evidence indicates\(^{20}\) that \(\sigma_c \approx \sigma_e \approx 1\), we omit these coefficients from further analysis.

We now postulate that enough liquid lithium will be maintained and circulated in the reactor cavity to ensure that the inequality

\[
p_{\sqrt{T}} \gg p_{vs}/\sqrt{T_s} \quad (32)
\]

is satisfied at all times; consequently, we may neglect the evaporation rate of the liquid, \(\phi_-\). We also assume that the vapor remaining inside the cavity behaves as a perfect gas and follows the adiabatic process described by Eq. (22). Then, using Eq. (25), Eq. (29) becomes

\[
\frac{dM}{dt} = S \sqrt{\frac{R T_0}{2\pi m o_0}} \frac{\gamma+1}{\gamma \sigma} \cdot (33)
\]

its functional form is identical to that of Eq. (23). Remembering that integration is a linear operation and that \(\sigma\) is related to \(M\) by Eq. (19), we combine Eq. (23) with Eq. (33) and obtain the following equation to describe the change in density induced by simultaneous condensation and nozzle exhaust.

\[
\frac{d\rho}{dt} = -\frac{S}{V} \sqrt{\frac{R T_0}{2\pi m o_0}} \left[\frac{1}{\sqrt{\gamma}} + \frac{A}{S} \frac{2(\gamma-1)}{(\gamma+1)} \sqrt{\gamma} \right] \sigma \cdot (34)
\]

Equation (34) makes it convenient to compare the rates of mass removal by condensation and by exhaust through a nozzle. The condensation rate
is represented in the bracket of Eq. (34) by the term $1/\sqrt{\pi} = 0.399$ and the exhaust by the area ratio $A/S$ multiplied with a function of $\gamma$ that is plotted in Fig. 14 for all physically relevant values of $\gamma$. The plot shows that it never exceeds the value 0.75. Therefore, when the assumptions specified in the preceding discussion are satisfied, the mass removal rate through the nozzle is but a fraction of the condensation rate, and the value of the fraction is less than $A/S/\sqrt{\pi}$. Because for workable reactor vessel designs $A/S$ will not be larger than a few hundreds, it is justifiable to neglect vapor flow through the nozzle in preliminary estimates of the time required for the restoration of ambient cavity conditions. With this approximation, Eq. (34) integrated between the limits given by Eq. (24) yields the following expression for the time $T_c$ required to exhaust the cavity with the condensation process:

$$T_c = \frac{V}{S} \frac{2}{\gamma - 1} \sqrt{\frac{2 \pi}{R_0}} \left[ \sqrt{\frac{I_0}{\gamma_a} - 1} \right].$$  \hspace{1cm} (35)

This result differs from that given by Eq. (26) in the volume-to-area ratios and in the multiplicative functions of $\gamma$ that were shown not to differ grossly. Therefore, as expected, the time required to restore the cavity to ambient conditions by condensation, $\tau_c$, is approximately $A/S$ times shorter than that required for exhausting through a nozzle, $\tau_n$, that is, $\tau_c/\tau_n \approx A/S$. Because the functional forms of Eqs. (26) and (35) are the same, the observations made about $\tau_n$ apply also to $\tau_c$.

III. FIRST-WALL EFFECTS

The radiation and debris emitted during fuel-pellet burn, modified through interaction with the cavity medium, impinge on the first wall causing temperature increase, material loss, and stress waves. Thermal generation and propagation of stress waves are discussed in Sec. V in connection with load and stress analysis. Temperature increase and material loss are the topics of the present section.

A. Surface Temperature Increase

Pulses of energy deposited in ICF reactor walls are characterized by shallow penetration ($\sim 1\,\mu$m) and short duration (1 ns to 1 us). An analysis of the first-wall heating requires approximations that are valid for shallow depth of energy deposition and for short, intense pulses.21

1. Surface Flux Model. The most obvious way to approximate wall heating with an energy pulse whose depth of penetration is small relative to the wall thickness is to assume that the depth of penetration is zero and to model the pulse with a specified flux of energy, $F$ (erg/cm$^2$ s), across the surface. The evolution of temperature distribution inside the wall then is described by the heat conduction equation that, in one-dimensional approximation and for constant thermophysical properties, is

$$\frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial x^2}$$  \hspace{1cm} (36)

and by the boundary condition

Fig. 14. Effect of adiabatic exponent on exhaust rate.
\[ -\kappa \frac{\partial T}{\partial x} = F \text{ at } x = 0 \], \quad (37)

where \( T \) is temperature, \( t \) is time, \( x \) is space coordinate perpendicular to the surface, \( \kappa \) is thermal diffusivity, \( \rho \) is density, \( c \) is heat capacity, and \( F \) is flux of energy per unit surface area per unit time.

A constant temperature distribution usually is specified as the initial condition for the above system, but this is not essential; explicit solutions can be obtained for several distributions, and, if resort is made to numerical integration, the initial temperature distribution can be arbitrary.

For a constant initial temperature distribution, which may be assumed to be zero without any loss of generality, the surface temperature at time \( \tau \) (end of the pulse) resulting from the solution of Eqs. (36) and (37) is

\[ T_A(0,\tau) = \frac{2F}{oc\sqrt{\pi\kappa}} \sqrt{\tau} . \quad (38) \]

This solution frequently has been used to calculate first-wall evaporation rates in magnetically confined fusion reactors.

The derivation of Eq. (38) required the postulate that flux \( F \) is constant in the interval \( 0 \leq t < \tau \); therefore its value is given by \( 4\pi R^2F = yx/\tau \), where \( Y \) is the pellet yield and \( x \) is the fraction of yield in the energy pulse whose effects are being investigated. Substituting this value of \( F \) in Eq. (38) results in an expression for the surface temperature increment \( T_A \) that increases beyond bounds as the pulse duration \( \tau \) tends to zero. Thus, Eq. (38) is not valid for very short pulses; a quantitative estimate of the range of validity will follow from the volume source model and from the analysis presented in the next section.

2. Volume Source Model. To improve the above model, we replace the surface flux \( F \) with a volumetric energy deposition \( s \) extending to a depth \( \delta \). In that case, the temperature evolution is governed by the equation

\[ \frac{\partial T}{\partial t} = \kappa \frac{\partial^2 T}{\partial x^2} + \frac{s}{oc} \], \quad (39)

and by the boundary condition

\[ \frac{\partial T}{\partial x} = 0 \text{ at } x = 0 \], \quad (40)

where \( s \) is the rate of energy deposition per unit volume per unit time.

For the volume source specified by

\[ s(0 < t \leq \tau, 0 \leq x \leq \delta), \quad 0, \text{ otherwise} \]

the surface temperature increase (for an initially constant temperature) obtained from the solution of Eqs. (39) and (40) is

\[ T_B(0,\tau) = \frac{s_0 T}{oc\sqrt{\pi}} \left[ \text{erf} u - 2u^2 \text{erfc} u + \frac{2}{\sqrt{\pi}} e^{-u^2} \right] , \quad (41) \]

where

\[ s_0 = \text{constant}, \quad \delta = \text{depth of energy deposition}, \quad u = \frac{\delta}{2\sqrt{\kappa T}} . \]

Equation (41) can be simplified significantly when the nondimensional variable characteristic of heat transfer \( u \) is either small or large. For small \( u \), that is, \( u \leq 0.75 \), linear terms in power series expansions approximate exponential and error functions to within a few per cent. In this case,

\[ T_B(0,\tau) = \frac{4s_0 T}{oc\sqrt{\pi}} \left[ \text{erf} u - 2u^2 \right] , \quad (42) \]

Because for the pulse energy \( xy \) the constant source strength is \( 4\pi R^2s_0 = xy/\tau \), Eq. (42) is identical with Eq. (38); that is, predictions based on these two models agree. Clearly, the surface temperature increase is dominated by the heat conductivity of the wall material.

For large \( u \), that is, \( u > 1.75 \), \( \text{erf}(u) \approx 1 \), \( \text{erfc}(u) \approx 0 \), and \( \exp(-u^2) \approx 0 \); therefore,

\[ T_B(0,\tau) = \frac{s_0 T}{oc} \], \quad (43) \]

The surface temperature increase is dominated by heat capacity, and the result expressed in
Eq. (43) could be derived naively by equating the heat stored in a spherical shell of thickness $\delta$ (cm) to the pulse energy $xy$. It is reassuring to know that this naive result is also the limiting value of a rigorous general solution of the heat transfer equation.\(^{25}\)

Because Eq. (43) is independent of the pulse duration $\tau$, the surface temperature $T_B(0, \tau)$ does not increase indefinitely as the pulse duration tends to zero; however, it does so when the depth of energy deposition $\delta$ tends to zero. Thus we have exchanged the singular behavior with respect to pulse length for singular behavior with respect to the depth of energy deposition.

For $u$ in the intermediate range, that is, $0.75 < u < 1.75$, surface temperature increase should be determined by Eq. (41). Comparisons of temperature increases predicted for stainless steel by Eqs. (38) and (41) are shown in Fig. 15 for $F = \tau^{-1} \, (J/cm^2 \cdot s)$ and $\delta = 5 \, \mu m$. The plots illustrate the different behavior of the two solutions for short pulses. The surface flux model predicts that the surface temperature will increase as $\tau^{-1/2}$, and the volume source model predicts it will approach the value $Fr/pc0$, which is constant for fluxes inversely proportional to the pulse duration.

The comparison between the surface flux and the volume source models can be generalized by calculating the normalized difference $(T_A - T_B)/T_B$ for increasing values of $u$. Because the power series expansion of Eq. (41) yields $(T_A - T_B)/T_A = u + O(u^2)$, the discrepancy between the two models is equal to the value of the characteristic variable $u$ for small $u$. The exact relationship is plotted in Fig. 16.
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$k = 0.20 \, J/cm \cdot s \cdot K$

$\rho = 8.00 \, g/cm^3$

$c_p = 0.50 \, J/g \cdot K$

$\delta = 5.00 \times 10^{-4} \, cm$

$F = 10^{-4} \, J/cm^2 \cdot s$

Fig. 15. Surface temperature rise for stainless steel calculated with surface flux ($T_A$) and volume source ($T_B$) models.
Fig. 16. Normalized difference between surface temperature rises obtained from surface flux and volume source models.

Present estimates of energy deposition in ICF reactor walls by x rays and charged debris particles indicate thermal loadings consisting of several pulses, some of which may overlap in time and be short enough to fall into the regime where surface flux models are not sufficiently accurate. The wall response to such thermal loading can be analyzed by using the superposition principle to generalize the volume source model, Eq. (39), to a source composed of many pulses; that is, by setting

$$s = \sum_{i=1}^{n} s_i$$

(44)

with

$$s_i = s_{oi} \text{ for } 0 \leq x \leq \delta_i, \quad t_{i1} \leq t \leq t_{i2}$$

and

$$s_i = 0 \text{ otherwise.}$$

Figure 17 shows a source composed of two pulses. The first pulse is 0.1 µs long, penetrates to a depth of 5.8 µm, and has a source strength of $6 \times 10^9$ J/cm$^3$ s. The second pulse begins 0.5 µs after termination of the first pulse, lasts 0.6 µs, penetrates to a depth of 0.677 µm, and has a source strength of $1.71 \times 10^{10}$ J/cm$^3$ s.

The surface temperature history of a molybdenum wall subjected to these two pulses is shown in Fig. 18. It demonstrates the cooling between the pulses and the rapid temperature decrease at the end of the second pulse that is due to the good thermal conductivity of molybdenum. The temperatures predicted by the surface flux model at the end of each pulse also are indicated. As expected, the two predictions for the first pulse, for which $u = 1.41$, are very far apart. For the second pulse, $u = 0.07$, and the fractional surface temperature difference is about 9%, consistent with the result presented in Fig. 16. Shown in Fig. 19 are the temperature distributions inside the wall that correspond to the surface temperature history in Fig. 18.

The solution presented above has been obtained with the LaPlace transform technique. A general solution of the same problem also has been obtained by Conn and coworkers using orthogonal function expansions. Both analytic approaches become very cumbersome when the number of pulses in the source term exceeds three or more.

We emphasize that the solutions and their behavior are valid only as long as the thermophysical properties (for example, heat conductivity and heat capacity) of the wall material...
remain constant. If this is not a satisfactory approximation, explicit solutions cannot be found, and the governing equations must be integrated numerically.

B. Material Loss

Loss of material from the ICF reactor cavity wall is caused by two physical mechanisms: (1) evaporation or sublimation (thermal) and (2) erosion (mechanical).

1. Evaporation. To ensure economically acceptable lifetimes, ICF reactor vessel walls should last a substantial length of time. This requirement constrains thermal loadings to values that do not induce melting of the material. Even if melting occurs locally, the pulsed loads are too short for developing flow on a macroscopic scale. Under such conditions, the evaporation and sublimation processes are physically indistinguishable and can be described with one analytic expression.

A convenient and sufficiently accurate expression is obtained from the Langmuir quasi-equilibrium evaporation theory. In this theory, the diffusive transport of the vapor away from the surface is approximated with the equilibrium value determined for the vapor pressure at surface temperature, and the transport toward the surface (condensation) is neglected. The vapor pressure is specified with the Clausius-Clapeyron expression valid for low values of that quantity.

With these approximations, the rate of evaporation of surface material per unit area, \( E_{vr} \), is given by

\[
E_{vr} = \frac{\sigma v \sqrt{m}}{2 \pi RT} e^{-\frac{H}{RT}},
\]

where \( \sigma \) is an experimentally determined surface accommodation coefficient, \( m \) is the molecular weight, \( R \) is the universal gas constant, \( H \) is the heat of vaporization, and \( B \) is a constant determined from empirical vapor pressure data. The total amount of material evaporated during time \( \tau \) (usually \( \tau \) is the pulse or that part of the cycle during which the wall is at elevated temperature) is given by

---

Fig. 18. Surface temperature rise in response to two pulses.

Fig. 19. Temperature distributions inside cavity wall induced by thermal loading of two pulses.
Before discussing a procedure for evaluating Eqs. (45) and (46), it is useful to examine the dependence of the evaporation rate on surface temperature; an estimate of that dependence is necessary to motivate the procedure.

The expression for the evaporation rate, Eq. (45), contains as a multiplier the exponential function with a negative and numerically very large exponent that changes in inverse proportion to the temperature. Consequently, it is very sensitive to the surface temperature. For example, the ratio of evaporation rates for carbon at surface temperatures of 2,000 and 3,000 K is $e^{-14.16}$ or $0.71 \times 10^{-6}$. Because of this sensitivity, the evaluation of the evaporation rate with Eq. (45) and of total evaporation with Eq. (46) requires a very accurate determination of surface temperature history. Because the evaporation rate usually is significant at elevated temperatures at which the thermophysical properties of the material are affected, the use of constant values for these quantities during the evolution of the temperature distribution is unacceptable.

Therefore, an accurate determination of evaporative material loss requires that the temperature be calculated from the generalization of Eq. (39) to variable coefficients: that is, from

$$\alpha(T) \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left[ k(T) \frac{\partial T}{\partial x} \right] + s(x,t) \tag{47}$$

($k$ is the heat conductivity), supplemented with appropriate boundary and initial conditions. The source function $s(x,t)$ is determined from numerical calculations of energy deposition profiles for each component of the energy pulse.

The presence of variable coefficients and of a variable forcing function in Eq. (47), in general, precludes an analytic solution and requires numerical integration. In this integration it is convenient to translate the space grid continuously in such a way as to maintain a constant amount of mass between the source and each grid point; that is, use the Lagrangian mesh. Because of this procedure, the material evaporated during the early part of the pulse remains in the computational mesh and shields the solid surface during the later part of the pulse; therefore, it is not necessary to explicitly consider the changes in density if the density dependence is not indicated in Eq. (47). This approximation is valid as long as the effect of expansion velocity is negligible compared to the thermal effects. The dynamic effects are discussed in Sec. V in connection with the analysis of stress waves.

The necessity for numerical integrations in calculating evaporative mass losses and the extreme sensitivity of the results to initial conditions and material properties imply that analyses of this phenomenon must be specific with respect to both fuel-pellet and reactor-cavity designs.

2. Sputtering Erosion in Inertial Confinement Fusion Reactors.

a. Introduction. Explosive or near-explosive combustion of D-T fuel pellets in ICF reactors produces high-energy neutrons and plasma debris. The debris is composed of fast-traveling light and heavy ions; the heavy ions are obtained from the disintegration of structural shells that enclose fuel pellets. These energetic particles strike reactor cavity walls and transfer their momentum to the surface or subsurface atoms. When the amount of momentum transferred exceeds surface and bulk bonds, the atoms of the solid wall are eroded or sputtered away.

In this section we discuss the phenomenology of sputtering in general terms and show how the theoretically and experimentally acquired knowledge of this damage mechanism can be applied in engineering design calculations. We develop analytical estimates that show explicitly the dependence of erosion on fuel-pellet mass and yield and on the materials of the pellet shell and reactor wall. A computational procedure for detailed exact calculation of sputtering erosion also is included.

b. General Description. When an energetic ion strikes the surface of a solid, it gives up its momentum to the surface and subsurface atoms surrounding the point of impact. An atom of the solid near the surface may acquire sufficient momentum in the perpendicular direction to break the surface bond and escape. This phenomenon is known as sputtering; it is mechanical as opposed to thermal evaporation or sublimation.
Sputtering is encountered in many technologies. For example, aerospace vehicles may be damaged by sputtering caused by impinging inter-planetary dust particles, or cathodes may be eroded by ions of the electric arc. In controlled thermonuclear fusion, sputtering causes concern for two reasons. In magnetic confinement reactors, sputtering may introduce sufficient amounts of impurities into the plasma to inhibit or even prevent efficient burn. In inertial confinement reactors, pellet microexplosions generate energetic plasma debris that may cause considerable surface erosion.

The penetration depth of the impinging ions is small compared to the structural dimensions of reactor walls; therefore, the surface atoms in most cases escape in the direction from which the projectile ions arrive. This mechanism sometimes is called backward sputtering. Some impinging particles, however, may have sufficient energy to penetrate the solid and to escape on the opposite side, taking along the surrounding atoms. This phenomenon is termed forward or transmission sputtering. In ICF applications, only neutrons induce forward sputtering. Our analysis is limited to backward sputtering because damage from forward neutron sputtering is negligible compared to other neutron damage mechanisms.

Sputtering is described by the sputtering coefficient $S$, defined as the number of atoms knocked out of the solid surface by one projectile ion. This definition is used in theoretical calculations of $S$ that take into account collision energy and cross section, crystal lattice structure, and surface and bulk energy bonds.\textsuperscript{26-28}

However, it is not possible to perform an experiment corresponding to the above definition. Therefore, sputtering coefficients are determined by bombarding a surface with an ion beam of specified intensity $n$ (ions/s) and measuring the amount of sputtered material after a given length of time $t$. In this process, effects are present that are not accounted for in the theoretical definition of $S$; for example, modification of the surface properties by the implanted ions or redeposition of sputtered ions. Because the actual environment more closely resembles experimental conditions than the theoretical definition of $S$, theoretical determinations of sputtering coefficients are of limited value in practical calculations. They should be used only when experimental data are lacking or when they are needed to supplement inadequate experimental data. Later we indicate how the theoretical results are used in our work.

c. Dependence of Sputtering and Its Approximation. The amount of material sputtered from a surface depends on the mass, charge, energy, and angle of incidence of the striking ions, as well as on target properties, such as surface temperature and finish. The dependence on each of these parameters usually is determined by varying them in a series of experiments in which the remaining factors are kept constant.

Effects of surface temperature and roughness have not been investigated systematically. Data on the effect of target temperature on sputtering appear inconclusive and mostly limited to temperature recordings during investigations of other effects.\textsuperscript{29-31} Also, there is some evidence that the observed temperature-induced change in sputtering yield may be due to thermal evaporation\textsuperscript{32} or chemical removal.\textsuperscript{33}

The effect of surface deviations from a plane on sputtering yield has been reported in only one reference.\textsuperscript{34} In view of this lack of information, we postulate that the sputtering coefficient $S$ is independent of both target surface temperature and finish. The discussion of our approach will show that these effects can be incorporated easily into the analysis when adequate and reliable data become available.

Results of sputtering experiments customarily are reported as graphs or tables showing the dependence of sputtering yield on either ion energy or angle of incidence for a given pair of ion and target materials. It is natural, therefore, to postulate that the sputtering coefficient $S$ is in the form of a product of two factors: one describing its dependence on ion energy, and the other on ion angle of incidence. Accordingly, for a given ion-target combination, we set

$$S(E, \theta) = S_1(E)S_2(\theta)$$ \hspace{1cm} (48)

where $E$ denotes the energy and $\theta$ is the angle of ion incidence measured from the normal to the surface.
The dependence of sputtering on the energy of the striking ions is the most extensively studied aspect of the phenomenon. The literature is too vast to discuss here; the data obtained have been summarized and reviewed recently by Carter and Colligan and by Behrisch. The following dependence emerged from the numerous investigations. There is a threshold energy \( E_0 \) below which no sputtering occurs. Above \( E_0 \), \( S_1 \) rises gradually, becomes nearly linear with \( E \) in a certain range, reaches a maximum, and decreases asymptotically to zero as \( \frac{k n E}{E} \). This behavior is illustrated schematically in Fig. 20. It is physically plausible because \( E_0 \) is related to the energy required to break both the bulk and the surface bonds and because the decrease beyond maximum is due to the increasing depth of penetration of energetic ions, which makes it difficult for the effects to propagate back to the surface before dissipating.

The behavior of \( S_1 \) depicted in Fig. 20 can be described by

\[
S_1 = 0 , \quad e < 1
\]

and

\[
S_1 = S_0 \left( \frac{\ln(e)}{e^{1+b/c}} \right) , \quad e \geq 1 , \quad (49)
\]

where \( c \) is \( E/E_0 \) and \( S_0, b, \) and \( c \) are positive constants to be determined from empirical data. When sufficient data points are available (more than 5 to 10), the constants \( S_0, b, \) and \( c \) can be calculated to approximate most of the experimentally determined dependencies to within a few per cent. Agreement with particular data is demonstrated in the next section. However, when only a few experimental points are available, the determination of coefficients is not reliable and should be supplemented with physico-theoretical considerations.

In addition to approximating the experimental data, Eq. (49) correctly describes the asymptotic behavior of the sputtering coefficient at large energies. This behavior has been determined theoretically to be \( \frac{k n E}{E} \), and it is the limiting form of Eq. (49) as \( e \to \infty \). Also, \( S_1(E) \) given by Eq. (49) (with \( b > 0, \) \( c > 0 \)) has a vanishing slope at the threshold energy \( e = 1 \) and for \( e \to \infty \), as the experimental evidence seems to suggest.

The effect of the angle of incidence \( \theta \) on the sputtering coefficient \( S_2 \) has been studied by many investigators. They found that the reciprocal of \( \cos \theta \) generally reflects the behavior of \( S_2(\theta) \), but in some cases a negative exponent different from unity better approximates the data. Clearly, such an increasing behavior can persist only to a maximum value of \( S_2 \), which occurs for \( \theta \) in the neighborhood of 60 to 80°; after the maximum is attained, \( S_2(\theta) \) must vanish at \( \theta = 90^\circ \) because sputtering cannot be induced by ions traveling parallel to the surface. Thus \( S_2(\theta) \) must start from unity at \( \theta = 0 \) (by definition) with initially horizontal slope, increase to a maximum before \( \theta = 90^\circ \), and vanish precipitously at \( \theta = 90^\circ \). A function with these properties is given by

\[
S_2 = \left[ \exp(gx^2)(1 - x^2) \right]^h , \quad (50)
\]

where \( x = \frac{\theta}{\pi} \) and the parameters \( g \) and \( h \) specify the location \( x_m \) and magnitude \( S_2m \) of the maximum value of \( S_2(\theta) \). In terms of these quantities, \( g \) and \( h \) are given by

\[
g = \frac{1 - x_m}{x_m} \quad (51)
\]

and

\[
h = \frac{\ln S_{2m} - x_m}{gx_m^2 + \ln(1 - x_m^2)} .
\]
For specific computations, $x_\text{m}$ and $S_{2m}$ are chosen from experimental data. The angular dependence $S_2(\theta)$ given by Eq. (50) is shown in Fig. 21 for $S_{2m} = 2.5$ at $\theta_m = 75^\circ$ with the reciprocal cosine relation and experimental data from Ref. 37.

d. Determination of Constants. In our studies, the dependence of the sputtering coefficient on ion energy $S_1(E)$ given by Eq. (49) is determined in either of two ways. When sufficient empirical data are available, the constants $S_0$, $b$, and $c$ are calculated to obtain the least squares approximation to given experimental points. When the data are insufficient, we begin with a set of values for $S_0$, $b$, and $c$ obtained for some similar ion-target pair and vary them until the curve approximates the available data and its maximum occurs sufficiently near the theoretically predicted location of the maximum. (Locations of theoretically and experimentally determined sputtering maxima agree much better than the amplitudes of the maxima.) The results of Goldman and Simon, Sigmund, or Kanaya et al. are used in this process. The ability to change the approximation and determination of its acceptability is left to our judgment. The above procedure also is used when Eq. (48) with regressively determined coefficients has multiple maxima; this occurs rarely, but we were unable to exclude analytically ranges of coefficients where it occurs.

The dependence of the sputtering coefficient on the ion angle of incidence $S_2(\theta)$ given by Eq. (50) can be determined also in two ways. Either the constants $g$ and $h$ are calculated from Eq. (51) and from direct specification of the parameters $x_\text{m}$ and $S_{2m}$' or $g$ and $h$ are determined from a least squares approximation to available data.

e. Validity of the Approximation. Equations (49) and (50), which constitute our sputtering model, describe the correct qualitative variation of sputtering yield with ion energy and angle of incidence. Now we demonstrate the quantitative agreement of these expressions with theoretical and experimental results.

Figure 22 shows $S_1(E)$ for the bombardment of niobium with alpha particles [given by Eq. (49)] in which the constants $S_0$, $b$, and $c$ have been determined with a least squares regression to experimental data (indicated by crosses) reported by Carter and Colligan, Yonts, Rosenberg and Wehner, Sommers et al., and Kaminsky. Agreement appears to be within experimental error. The dashed curve in Fig. 22 is the theoretical dependence derived by Goldman.
and Simon based on the assumption of Rutherford scattering cross sections, which is a good approximation at high energies. The two curves are identical in the range in which the Goldman-Simon theory is valid; this agreement is real because the Goldman-Simon expression for sputtering has no adjustable parameters.

The maximum sputtering yield indicated by Eq. (49) is 0.12 atom/ion at 4750 eV. Theoretical modeling of the sputtering phenomenon indicates a maximum of 0.237 atom/ion at 3864 eV. Such correspondence is reasonable in view of the discrepancy between theoretical definition and experimental determinations of sputtering mentioned earlier.

Figures 23 and 24 show sputtering yield for iron and carbon bombarded with alpha particles predicted by Eq. (49), with coefficients determined from experimental results (indicated by crosses) reported by Carter and Colligan, Rosenberg and Wehner, and Kulinski et al. Again, agreement is excellent. However, the agreement with asymptotic behavior predicted by the analysis of Goldman and Simon is not as good as in the case of niobium, probably because for iron and carbon we had no data points for the high-energy "back" of the sputtering curve.

Equation (49) predicts a maximum sputtering of almost 0.30 atom/ion at 3000 eV for iron and of 0.19 atom/ion at 3000 eV for carbon. Theoretical analyses of Sigmund and Kanaya et al. predict a maximum of 0.482 atom/ion at 2207 eV for iron and of 0.129 atom/ion at 514 eV for carbon. In addition to the difference between theoretical and experimental sputtering, there are uncertainties about the type of carbon used in different experiments and its lattice orientation (if lattices existed) during ion bombardment; therefore, comparing theory and experiment for this material may not be meaningful.

These three calculations illustrate how well Eq. (49) approximates experimental data over the entire range of energy values.

The approximation by Eq. (50) of the angular dependence of sputtering is compared in Fig. 21 with experimental data and with the usually postulated reciprocal cosine relation; agreement is satisfactory. Because of insufficient empirical and theoretical results, this topic is not discussed further.

f. Erosion Rate and Erosion. For feasibility studies, preliminary design analyses, and other engineering applications, it is more convenient to know surface erosion than the sputtering coefficient itself. Surface erosion is determined.
by integrating the product of the sputtering coefficient and the ion flux over all energies and angles of incidence to obtain the erosion rate and then integrating the rate with respect to time. Thus, with $S(E, \theta)$ given by Eqs. (48), (49), and (50), the erosion rate $E_{rr}$ is given by

$$E_{rr} = \frac{a}{A_0} \int \int S(E, \theta)n(E, \theta, t)dEd\theta,$$

(52)

where $a$ is the atomic weight, $A$ is Avogadro's number, and $\rho$ is density of the target material.

The factor $a/A_0$ converts the units of erosion rate $E_{rr}$ from atoms/s to cm$^3$/s, which are more appropriate for engineering analyses. In some parametric studies, it is convenient to interpret the quantity $n(E, \theta, t)$ as ion flux per unit area (ions/s cm$^2$), so that the units of the erosion rate are cm/s, and $E_{rr}$ is a direct indication of the rate at which the surface recedes because of sputtering. For other applications, it may be convenient to also convert $n$ into mass flux with the factor $a/A$ appropriate for ions and thus to combine the effects of pellet mass and pulse repetition rate into one parameter.

Total erosion after any given length of time $\tau$ is given by

$$E_r = \int_0^\tau E_{rr}(t) \, dt.$$

(53)

### g. Dependence of Sputtering Erosion on Fuel-Pellet Characteristics, A Simple Version of $S(E)$

For parametric investigations of sputtering erosion, we use an approximate version of $S(E)$ that is sufficiently simple to allow analytic representation of the sputtering yield $E_r$. To derive this representation, we assume no angle of incidence dependence [$S_n(\theta) \equiv 1$, to be justified in the next section] and postulate that the sputtering coefficient depends on the energy of the impinging ion in the following way.

- $S(E)$ increases linearly from zero at $E = 0$ to $S_m$ at $E_m$, where $S_m$ is the maximum value of $S$ and $E_m$ is the ion energy at which sputtering reaches its maximum.
- $S(E)$ remains constant in the region $E_m < E < rE_m$, where $r \geq e = 2.718$ is an arbitrary constant (the restriction on $r$ is not essential and is explained later).
- $S(E)$ decreases as $\ln e/e$ for $E > rE_m$, where now $e = E/E_m$.

This behavior is represented schematically in Fig. 25. It is a reasonable approximation of the theoretically and experimentally determined functional dependence of $S(E)$. We assumed that the threshold energy for sputtering is zero. This approximation is satisfactory for the present analysis because the threshold energy is usually 10 eV and therefore negligible in comparison to $E_m$, which generally equals tens or hundreds of keV.

The physical quantities $E_m$ and $S_m$ are characteristic of the ion material and depend on its atomic number $Z$. We use Sigmund's theory to calculate that dependence. The results for molybdenum targets (cavity walls) are shown in Figs. 26 and 27; they indicate that $E_m(Z)$ is nearly quadratic and $S_m(Z)$ nearly linear in $Z$. Sigmund's results calculated for other target materials have similar behavior as shown by the plots of the same quantities for a carbon wall in Figs. 28 and 29. Accordingly, we set

$$E_m = KZ^2,$$

(54)

and

$$S_m = C_1 + C_2 Z,$$

(55)

where the constants $K$, $C_1$, and $C_2$ are obtained by matching Eqs. (54) and (55) with theoretically or experimentally obtained dependencies $E_m(Z)$ and $S_m(Z)$. For example, in the case of a molybdenum target (cavity wall), Figs. 26 and 27 indicate $K \approx 9000$, $C_1 \approx 2.0$, and $C_2 \approx 0.2$. 

![Fig. 25. Approximate energy dependence of the sputtering coefficient $S(E)$](image-url)
Fig. 20. Location of maximum sputtering $E_m$ for a carbon target.

Fig. 21. Location of maximum sputtering yield ($10^5$ eV).

Fig. 22. Maximum sputtering coefficient ($S_m$) for a carbon target.

Fig. 23. Maximum sputtering coefficient ($S_m$) for a molybdenum target.
Consistent with the approximations inherent in Eqs. (54) and (55), we also approximate the atomic weight $a$ by

$$a = 2Z + \delta Z^2 ,$$

(56)

where $\delta$ is a small number.

Equations (55) and (56) indicate that, as $Z$ increases, the atomic weight increases slightly faster than the maximum of the sputtering coefficient $S_m$. Therefore, sputtering erosion per gram (instead of per ion) of the pellet material should decrease as the atomic number of the dominant pellet material increases. That this is indeed so is shown in Fig. 30, where total erosion of the wall per gram of pellet material is plotted as a function of ion energy for light (a) and heavy (U) ions and two wall materials, iron (steel) and carbon. Sigmund's theoretical model of sputtering yield\(^27\) was used to calculate these results.

**h. Erosion Estimates.** At present, the composition and design of ICF fuel pellets have not been determined. Therefore, for reactor feasibility and systems studies, it is convenient to have expressions that estimate the amount of erosion per pellet microexplosion in terms of pellet material, mass $H$, and energy yield.

To derive such expressions, we assume that pellet composition can be characterized with adequate accuracy by an average atomic weight. Then the number of plasma ions generated by its microexplosion is

$$n_0 = \frac{MA}{a} .$$

(57)

If we assume that the fusion energy is distributed uniformly over all ions, the average energy per ion $E$ is

$$E = \frac{fY}{MA} ,$$

(58)

where $Y$ is the total microexplosion energy release in electron volts (eV) and $f$ is the fraction of yield deposited in plasma debris.

In this simple case, Eq. (53) for the total erosion reduces to

$$E_r = S n_0 .$$

(59)

To evaluate Eq. (59), we use the simple version of $S(E)$ introduced previously and shown in Fig. 25 and consider separately the three ion energy regimes: low, intermediate, and high (where the sputtering coefficient increases, remains constant, and decreases, respectively).

**i. Low-Energy Regime, $E < E_m$.** Plasma ions will be in the low-energy regime when the inequality $(fY/MA) < E_m$ is satisfied; in general, this inequality is satisfied when the pellet yield-to-mass ratio is low.

In this regime, the sputtering coefficient increases linearly with ion energy and is given by $S = (S_m/E_m)E$. Using this expression together with Eqs. (57) and (58) in Eq. (59), we obtain

$$E_r = \frac{S_m}{E_m} fY ,$$

(60)

which becomes, upon substitution for $E_m$ and $S_m$, expressions given by Eqs. (54) and (55),

$$E_r = \frac{C_1 + C_2 Z}{KZ^2} fY .$$

(61)

This result shows that in the low-energy regime (where the sputtering coefficient increases with ion energy), the total amount of material eroded is independent of pellet mass, directly proportional to the total ion energy, and for a constant
pellet yield decreases as the atomic number $Z$ of the pellet material increases.

j. Intermediate-Energy Regime, $E_m < E < rE_m$. In this regime, the ion energy satisfies the inequalities $E_m < (fY_a)/(MA) < rE_m$, and the sputtering coefficient is constant with ion energy. The amount of material eroded is given by

$$E_r = S \frac{MA}{m \alpha} .$$

(62)

Using Eqs. (55) and (56) to express $E_r$ in terms of atomic number, we obtain

$$E_r = MA \frac{C_1 + C_2Z}{Z^{-2} + \delta Z^2} .$$

(63)

This result shows that in the intermediate-energy regime (where the sputtering coefficient is independent of ion energy), the amount of eroded material does not depend directly on fuel-pellet yield, is proportional to pellet mass $M$, and for constant $M$ decreases with increasing $Z$. The decrease, however, may not be uniform for some combinations of values of $C_1$, $C_2$, and $\delta$.

k. High-Energy Regime, $E > rE_m$. Plasma ions are in the high-energy regime when the inequality $(fY_a/MA) > rE_m$ is satisfied; in general, this inequality is satisfied when the pellet yield-to-mass ratio is high.

Theoretical and experimental investigations indicate that in the high-energy regime, the sputtering coefficient decreases with increasing energy as $e^{-1} \ln e$ (this function decreases monotonically for $e \geq e$, hence the previous restriction on $r$); consequently,

$$S = \frac{rS_m \ln e}{k \alpha r} ,$$

(64)

where the multiplicative constant was determined from the continuity of $S$ at $E = rE_m$.

Substituting Eq. (64) for $S$, together with Eqs. (57) and (58), into Eq. (59), we obtain

$$E_r = \frac{r(\alpha \ln e)^2 E S_m}{fY_a k M A E_m} fY_a .$$

(65)

In Eq. (65), the product $E S_m$ increases as $Z^3$ [Eqs. (54) and (55)], and $\alpha^2$ increases as $Z^2$ [Eq. (56)]; however, no convenient estimate exists to reflect the variation of the logarithmic term with $Z$. The following considerations indicate the behavior of $E_r$. For low values of $Z$, $E_m$ is relatively small, making the argument of the logarithm large and the logarithm itself slowly varying with $Z$. Thus, the behavior of $E_r$ is determined predominantly by the factor $ES_m/a^2$, which increases with $Z$. For high values of $Z$, the argument of the logarithm decreases as $(Z)^{-1}$, and the logarithm diminishes more rapidly than the increasing factor $ES_m/a^2$. Thus, eventually $E_r$ decreases with increasing $Z$.

To verify the above deduced behavior and to obtain the value of $Z$ at which $E_r$ changes from an increasing to a decreasing function of $Z$, we evaluated Eq. (65) numerically using for $E_m(Z)$ and $S(Z)$ exact expressions from Sigmund's theory and for $\alpha(Z)$ exact values from the periodic table of elements. The calculation was carried out for $r = 2.80$, $f = 0.20$, $Y = 100$ MJ, and $M = 0.07$ g, chosen to put ions in the high-energy regime for $Z < 48$.

The result is plotted in Fig. 31. It shows that $E_r$ behaves as predicted: initially it

![Fig. 31. Variation of total sputtering erosion in the high-energy regime.](image)
increases with $Z$, reaches a maximum (at $Z = 8$ for the particular set of parameter values used in this computation), and then decreases as $Z$ increases. The curve is extended with dashes beyond $Z = 49$ to illustrate the trend. The behavior is not uniformly smooth, however, but has small undulations superimposed on the general trend near the maximum.

The complementary problem of determining the amounts of different wall materials eroded by a given ion flux has been investigated extensively by Wehner and his collaborators, and their findings are summarized in Sec. 7.4.2 of Ref. 29. Briefly, with minor exceptions the sputtering yield follows closely the state of electron concentrations in the "$d$" shells of target material atoms and also crudely resembles the reciprocals of the heats of sublimation. Thus, the yield varies almost periodically with target atomic number. The results presented in convenient-to-use graphs can be found in Ref. 29 (pp. 315-316) and are not reproduced here.

1. Dependence of Erosion Rate on Ion-Beam Characteristics. We conclude this discussion of sputtering with a brief study of the dependence of wall erosion rate on ion-beam characteristics and with a demonstration that the effect of angular dependence of the sputtering coefficient can be neglected in preliminary studies.

We use Eqs. (49) and (52) to calculate the dependence of erosion rate $E_{rr}$ on ion flux characteristics, and we specify a steady-state flux intensity in the form $n_1(E)n_2(\theta)$.

To isolate and investigate the effects of ion energy, we set $n_2(\theta) = 1$ and specify $n_1(E)$ to be a Maxwellian distribution given by

$$n_1(E) = 2n_0(2E_{m})^{-3/2}[E/m \exp(-E/2E_{m})]^{1/2}.$$  \hspace{1cm} (66)

Equation (66) is used only in the interval between the threshold energy $E_0$ and some high cutoff value (typically, 10 MeV), which must be finite for numerical evaluation of the integral in Eq. (52).

Calculations were performed for an ion beam of peak intensity $8 \times 10^{13}$ alpha particles per cm$^2$/s. Figure 32 shows the erosion rate as a function of peak energy for an ion beam with Maxwellian energy distribution incident normally on iron, niobium, and carbon targets. The erosion rate decreases rapidly with increasing energy because the energy range included in this graph is on the back side of the sputtering curve (see Fig. 20).

To isolate and investigate the effects of the ion angle of incidence, we set $n_1(E) = n_0$ (constant) and postulate that the beam intensity in different directions varies as $\cos \theta$ in the interval $0 \leq \theta \leq \pi/2$; that is,

$$n_2(\theta) = \frac{\cos(\theta - \theta_p)}{\cos \theta_p + \sin \theta_p},$$ \hspace{1cm} (67)

where $\theta_p$ is the location of the maximum intensity (also in the interval $0 \leq \theta_p \leq \pi/2$), and the denominator is the normalizing factor that makes $n_2(\theta)$ a probability distribution.
Results of calculations for different materials bombarded with beams of different energy are shown in Fig. 33. In the range of angles from 0 to 75°, the variation is small, not exceeding 25%; in these calculations, the sputtering coefficient $S_2$ has a maximum of 2.5 located at 75°. Thus, it appears that in preliminary analyses of reactor cavity configurations, the effects of the angle of incidence need not be considered.

IV. ICF REACTOR NEUTRONICS

A. Introduction

The energy released from the fuel (D-T) in the pellet during its explosive burn appears as the kinetic energy ($\sim 14$ MeV) of neutrons (approximately 65 to 80%), ionized pellet debris (approximately 20 to 30%), and x rays. Because most of the energy is in neutron kinetic energy, and it is not known at present how to utilize it directly, every functional ICF reactor must contain a component that

- converts neutron kinetic energy into conveniently usable form and
- produces ("breeds") tritium in a quantity that equals or exceeds the amount consumed; because tritium does not occur in nature, breeding is necessary to ensure self-sufficiency of the fusion power generation industry.

Both needs are satisfied by surrounding the source of neutrons with a "blanket" of lithium (liquid or solid compounds). The light element lithium converts neutron kinetic energy into thermal energy by scattering interactions, and tritium is produced by transmutation in a major fraction of reactions between neutrons and lithium atoms. Some of these reactions are exoergic and produce additional thermal energy. It is essential that as much of the neutron energy as possible be converted into high-grade thermal energy for ultimate conversion into electricity and that at least as much tritium be generated as is consumed and lost.

The energy of neutrons emitted from the fuel burning at the core of the pellet is modified as the neutrons pass through the unburned compressed fuel and the expanding pellet structure. Consequently, the spectrum of the neutron energy that arrives at the containment wall and passes into the blanket may be controlled to some degree by the pellet design; in a detailed determination of first-wall effects and blanket phenomena, the fuel pellet and the containment vessel should be viewed as a system. Such details, however, are beyond the scope of the present discussion.

In this section, we discuss neutron transport and its calculation, neutron energy conversion and the liquid blanket response, tritium breeding, materials effects, and an approach to parametric studies.

B. Neutron Transport

The range of neutron penetration is large; therefore, neutrons produce noticeable effects throughout the blanket and the unshielded reactor structure. These effects are of two kinds,
The kinetic energy of neutrons is transferred to blanket and structural materials primarily through elastic and inelastic scattering encounters and secondarily through exoergic neutron reactions. Because of the second contribution, the heat content of the blanket may exceed the available neutron energy. The ratio of these two quantities is sometimes called the blanket energy multiplication factor or blanket gain.

Because characterizations of neutron encounters resulting in energy transfer to blanket and structural materials are contained implicitly in the neutron transport equation, its solutions provide energy deposition distributions (or profiles if one-dimensional approximation is used). Neutron energy deposition in liquid lithium regions results in increased temperature and pressure. Because of energy deposition gradients in the lithium, pressure waves result that travel between structural components. An accurate determination of the hydrodynamic blanket response requires numerical integration of the heat-transfer and fluid-mechanics equations. However, an approximate solution can be obtained analytically that models the essential features of the wave phenomena.
Because the nonuniform energy deposition in the reactor blanket is volumetric, it induces a nonuniform temperature distribution, which results in an instantaneous pressure imbalance that is resolved with wave motion. Our model for its analysis is a liquid region between two immovable walls located at \( r = R_1 \) as shown in Fig. 34.

The instantaneous temperature distribution following neutron energy deposition induces an initial pressure perturbation, which may be approximated with an exponential profile \( p(r) \),

\[
p = p_1 e^{-[(r-R_1)/\lambda]},
\]

where \( \lambda \) is the e-folding distance of the exponential energy deposition profile (\( \lambda \approx 70 \) cm for lithium) and \( p_1 \) is the pressure generated at \( r = R_1 \),

\[
p_1 = \frac{8b}{c_p \rho^2 n(R_1 + R_2)^2} \frac{(1-f-x)Y}{\Delta}.
\]

In Eq. (69), \( b \) is the adiabatic bulk modulus, \( \rho \) is the volume coefficient of thermal expansion, \( c_p \) is the heat capacity, \( \rho \) is the density of the liquid medium, \( Y \) is the fuel-pellet energy yield, \( f \) is the fraction of yield in debris ions, and \( x \) is the fraction of yield in x rays. The derivation of these expressions is straightforward. Some details are in Sec. V and Ref. 47.

The motion of the liquid blanket medium resulting from the initial pressure imbalance is governed by the following set of linearized equations,

\[
\frac{\partial p}{\partial t} = \frac{a_0^2}{\rho_0} \frac{\partial^2 p}{\partial r^2},
\]

and

\[
\frac{\partial u}{\partial t} = \frac{1}{\rho} \frac{\partial p}{\partial r},
\]

where \( u \) is the fluid velocity, \( \rho_0 \) is the constant liquid density, and \( a_0 \) is the sound speed; the initial conditions at \( t = 0 \) are given by Eq. (68) and by \( u(0) = 0 \) and the boundary conditions by \( u(R_1,t) = 0 \). The general solution of Eq. (70) may be written in terms of outward and inward propagating waves as follows.

\[
p = a_0 \rho_0 \left[ f_1(r - a_0 t) - f_2(r + a_0 t) \right]
\]

and

\[
u = f_1(r - a_0 t) + f_2(r + a_0 t),
\]

where the arbitrary functions \( f_i \) are determined from initial and boundary conditions.

Using the standard Fourier series expansion, the solution is

\[
f_1 = \frac{1}{2} \sum_{n=0}^{\infty} b_n \sin \left( \frac{m}{\Delta} (r - a_0 t) \right) \sin \left( \frac{m}{\Delta} n \frac{R_1}{\Delta} \right)
\]

and

\[
f_2 = \frac{1}{2} \sum_{n=0}^{\infty} b_n \sin \left( \frac{m}{\Delta} (r + a_0 t) \right) \sin \left( \frac{m}{\Delta} n \frac{R_1}{\Delta} \right),
\]

where \( \Delta \) is the blanket thickness, \( \Delta = R_2 - R_1 \). Because of Eq. (71), the expression for the pressure perturbation can be written as

\[
\frac{p}{a_0 \rho_0^2} = \sum_{n=0}^{\infty} b_n c c_3 \left[ \frac{\pi}{\Delta} \frac{r - R_1}{\Delta} \right] \sin \left[ \frac{\pi}{\Delta} \frac{na_0 t}{\Delta} \right],
\]

where the Fourier coefficients \( b_n \) are
Several observations can be made based on this solution. First, the leading constant term \( b_0 \) gives the pressure rise that would obtain if the energy were added so slowly that waves did not develop. This agrees with the result obtained independently in Sec. V. Second, the first two terms describe the motion with less than 10% error; this is illustrated in Fig. 35, which shows approximations to the initial pressure distribution obtained by evaluating the series in Eq. (73) at \( t = 0 \) with 1, 2, 3, and 4 terms successively.

Because the first harmonic component characterizes the motion with sufficient accuracy for our purposes, we will examine the variation of its amplitude \( b_1 \) in some detail. Figure 36 illustrates the dependence of this amplitude on the blanket thickness \( \Delta \), normalized with the e-folding scale \( \lambda \). The current conceptual ICF reactor designs have values of \( \Delta/\lambda \) in the range between 1.0 and 1.5. Therefore, the amplitude of the pressure wave for these designs will increase steeply and approximately linearly with blanket thickness. This result indicates the incentive to design blankets that are as thin as possible, consistent with the needs of energy extraction. A more convenient form of this result is presented in Fig. 37, showing the ratio of the amplitude \( b_1 \) to the mean pressure rise \( b_0 \). Note that this ratio also increases with blanket thickness.

The impulse delivered by the first harmonic component to the inner shell is calculated easily by integrating the pressure at the wall, \( r = R_1 \), over the compression phase of the wave. The result is

\[
I_1 = \frac{2b_0}{a_o^2} \left( \frac{1}{2} + \frac{1}{\pi} \frac{b_1}{b_0} \right),
\]  

showing that the impulse is proportional to the blanket thickness \( \Delta \) and to the mean pressure rise \( b_0 \) and increases as the ratio \( b_1/b_0 \) increases. Substitution of explicit expressions for \( b_c \) and \( b_1 \) shows that the impulse is proportional to the inverse square of the acoustic impedance \( a_o b_0 \).
A fusion economy must be self-sufficient in tritium; that is, for each fusion reaction, at least one atom of tritium must be produced by nuclear transmutation of lithium. There are two tritium-breeding reactions of interest: $^7$Li$(n,n'\alpha)$ - 2.46 MeV, a fast-neutron reaction, and $^6$Li$(n,\alpha)$T + 4.79 MeV, which has a large thermal-neutron cross section. In addition, lithium is a relatively good neutron moderator, has good heat-transfer properties, and is reasonably abundant.

The ratio of tritium atoms produced to tritium atoms burned is called the tritium-breeding ratio. Because only one neutron is produced in each D-T fusion reaction, blankets must be designed for good neutron utilization. This requirement demands occasional use of neutron multiplying and moderating materials. The most important sources of neutrons in blanket regions are $(n,2n)$ reactions in structural and other materials such as beryllium and sodium that may be included for this purpose. Tritium production from $^7$Li also uses neutrons economically because each nuclear reaction results in the birth of a neutron that can be reacted with $^6$Li. Tritium-breeding ratios in the range 1.1 to 1.5 can be obtained in blankets consisting of structural materials and natural lithium with thicknesses less than 1 m. Breeding ratios exceeding 2 can be obtained in blankets containing lithium enriched in $^6$Li combined with a neutron multiplying and moderating material such as beryllium.

Significant increases in total energy released per fusion reaction can be obtained by including materials that undergo exergic neutron reactions. Tritium production by neutron capture in $^6$Li results in a net release of energy, so that total energy release per fusion reaction generally increases with increases in breeding ratio. Other nuclear reactions that amplify fusion energy include $(n,\gamma)$ reactions in structural materials.

E. Materials Effects

1. General Considerations. Possible blanket structural materials include such refractory metals as niobium, molybdenum, vanadium, and alloys of these materials. Stainless steels and sintered aluminum products also may be used. Considerations important in determining final choices include temperature limitations, corrosion resistance, fatigue strength, radiation damage effects, neutron-induced radioactivity and afterheat, and availability. Niobium is attractive because of its compatibility with lithium at high temperatures and its desirable neutronics characteristics. However, it may not be sufficiently abundant to satisfy requirements, and it has some long-lived neutron-induced radioactive isotopes. Molybdenum, which is abundant in the continental U.S., also is an attractive blanket structural material. It is compatible with lithium, has good high-temperature mechanical properties, is relatively impermeable to the diffusion of hydrogen isotopes, and has a large $(n,2n)$ cross section for high-energy neutrons. Some engineers are reluctant to use molybdenum for this application because of the difficulty of preventing brittle weld zones. However, significant progress has been made in the development of techniques for fabricating molybdenum and molybdenum alloys, and it may prove to be the preferred structural material for high-temperature reactor blanket and primary-loop heat exchanger systems. Two materials, vanadium and sintered aluminum products, offer significant.
advantages with respect to neutron-induced radioactivity. It is not known whether vanadium (or vanadium alloys) has sufficient strength and lithium-corrosion resistance for use in fusion applications. Sintered aluminum products and stainless steels are limited to operation below ~750 K because of lithium corrosion and strength limitations. Corrosion of stainless steel at high temperatures might be alleviated by refractory-metal cladding.

2. Damage. The extent to which structural materials are damaged by the products of fusion reactions is largely unknown, but it will be very important in determining material choices and component lifetimes. Large amounts of protium and tritium will be produced in the structural materials and lithium coolant. The formation of hydrides and the resulting embrittlement could be a serious structural problem. Niobium and vanadium form stable hydrides at low temperatures, but hydrogen solubility in these materials decreases rapidly with increasing temperature. If reactor cooldowns can be programmed to allow hydrogen to diffuse out of these materials before ambient temperatures are reached, the hydrogen embrittlement problems may not be severe. Molybdenum does not form hydrides and has a very low hydrogen solubility.

Neutron primary damage is most severe for the wall surrounding the central cavity. For niobium, the often-specified first-wall material, Fig. 38 (Ref. 48) shows the number of atomic displacements per atom, the amount of niobium destroyed by transmutations (98% of which is transmuted to zirconium), and the amounts of hydrogen and helium produced in one year of operation with a pulse rate of one 100-MJ microexplosion per second--all plotted versus cavity diameter.

Some neutron energy is deposited directly in structural components, and, in addition, (n,x) reactions occur throughout the reactor system. The gamma-ray energy is deposited primarily in high-density structural regions. Energy deposition in structural components results in thermal gradients that, in turn, give rise to thermal expansion and thermal stresses. Also, temperature gradients are superimposed in the blanket because of coolant flow. Modeling and analysis of thermal and mechanical stresses are discussed in Sec. V.

3. Activation and Afterheat. The activity induced in reactor structural materials by neutron irradiation poses a threat to workers and necessitates remote operations. Assessing requirements for remotely operated maintenance and handling equipment requires estimates of these induced activities. Estimates of activity in waste material resulting from first-wall change out and the replacement of other structural parts that result in waste depend on such activation estimates. In this connection, it has been shown that induced activity and afterheat in a fusion reactor are relatively small compared to those in fission reactors.

F. Parametric Studies

Preliminary and scoping analyses of ICF reactor concepts require parametric studies of the
neutronic effects to assess sensitivity to variations in neutron spectra and other parameters. Unfortunately, in general, neutronic calculations are laborious and time-consuming. The computational labor needed to perform some parametric studies (for example, to investigate effects of different pellet neutron spectra on blanket response) may be reduced significantly by exploiting the properties of the adjoint of the neutron transport operator. The approach is outlined below.

Let us represent the neutron transport equation in symbolic form

\[ L \psi = S, \quad (77) \]

where \( L \) is the transport operator, \( \psi \) is the neutron flux, and \( S \) is the source.

In general, we seldom are interested in the detailed behavior of the solution but only in the responses to the neutron flux \( \psi \) that can be characterized with a single number, such as the tritium-breeding ratio or the blanket heat production. These responses are represented symbolically as functionals \( f \) of \( \psi \) given by

\[ f = (\psi, R), \quad (78) \]

where \( R \) is the appropriate response function and the parentheses indicate the inner product, that is, the integral of the product over the appropriate region.

From the theory of differential operators, we know that \( L \) has an adjoint \( L^* \) such that

\[ (L \psi, \psi^*) = (\psi, L^* \psi^*) \quad (79) \]

for any function \( \psi^* \). Let \( \psi^* \) be the solution of the adjoint equation with the source given by the response function \( R \); that is,

\[ L^* \psi^* = R. \quad (80) \]

Then, using Eqs. (77) and (80) in Eq. (79), we obtain the equality

\[ (S, \psi^*) = (\psi, R), \]

which, because of Eq. (78), implies that

\[ f = (S, \psi^*). \quad (81) \]

Thus, the desired response \( f \) can be calculated for any given neutron source \( S \) from the solution \( \psi^* \) of the adjoint Eq. (80).

The advantage of Eq. (81) over Eq. (78) is that it enables us to determine responses to any number of sources with only one solution \( \psi^* \) of the adjoint transport Eq. (80). Therefore, once the adjoint solution \( \psi^* \) has been calculated, the effects of a varying pellet spectrum \( S \) can be investigated parametrically with very little effort; the additional computations require only evaluations of definite integrals indicated by Eq. (81).

We illustrate this advantage with two examples. Figure 39 shows the neutron spectrum corresponding to a pellet composed of 1 mg of pure, equimolar D-T compressed uniformly to a radius at which \( \rho R = 1 \text{ g/cm}^2 \). The spectrum was calculated with the Los Alamos National Laboratory discrete-ordinates code ONETRAN-DA in \( S_{6/3} \) approximation and required a few seconds of CDC 7600 computer time. The calculation used 30

Fig. 39. Pellet leakage spectrum.
group cross sections processed from the nuclear data file ENDF/B-IV with the Los Alamos processing code system NJOY. The spectrum is normalized to one D-T source neutron and contains three regions: a 14.1-MeV fusion peak, a region of first- and second-collided flux, and a 1/E tail. Because of the presence of \(n,2n\) reactions, the area under the histogram is slightly larger than unity. Spectra for pellets of \(\rho R = 2\) and \(4 \text{ g/cm}^2\) were similarly calculated. Each spectrum represents a source term \(S\), which is to be folded with the adjoint function \(v_l^*\).

We first illustrate the rapid calculation of tritium-breeding ratio for pellets of varying \(\rho R\). In this case, the adjoint source is the response function for tritium production with the cross sections for natural lithium. The energy-dependent cross sections are multiplied by the lithium atom density in a typical commercial reactor blanket. Solutions of the adjoint to the transport equation give the adjoint function for tritium production, shown in Fig. 40. The extreme right-hand side of the plot shows the value of the tritium-breeding ratio expected for a pure 14.1-MeV source, approximately 1.35; this value agrees with the direct determination using Eq. (77) with a 14.1-MeV source. However, the adjoint function contains implicitly the tritium-breeding ratio for all possible pellets. In particular, the tritium-breeding ratio for pellets of \(\rho R = 1, 2, \text{ and } 4 \text{ g/cm}^2\) was determined by folding the adjoint function shown in Fig. 40 with the pellet spectra, such as Fig. 39, in a simple desk calculator operation. The result is shown in Fig. 41. Note that for very high values of \(\rho R\) the tritium-breeding ratio falls to near unity. Generating the same figure by direct calculations of the tritium-breeding ratio from Eqs. (77) and (78) would have required several solutions of the transport Eq. (77).

The adjoint function also can be used in tailoring pellet spectra to produce a given blanket response or to mitigate an undesirable response. The method is illustrated by showing how helium production in the first wall of the vessel can be minimized by use of high-\(\rho R\) pellets. Here the energy-dependent helium production in niobium is multiplied by the niobium atom density to obtain the response function (that is, the source for the adjoint equation). The adjoint function plotted in Fig. 42 shows a sharp threshold; pellet spectra degraded below this threshold should give sharply reduced helium production. The first-wall helium production as a function of pellet \(\rho R\) shown in Fig. 43 confirms the behavior predicted by the adjoint function. However, the effect is not very dramatic: a four-fold increase in \(\rho R\) (from 1 to 4) reduces the helium production by not much more than 60%.

The examples demonstrate use of the adjoint function in reducing computational effort in investigating effects of pellet spectra on blanket response and in tailoring pellet spectra to achieve a desired blanket response.
V. LOAD AND STRESS ANALYSIS

A. General

At present, the characteristics of ICF pellet energy releases are not known sufficiently well to examine specific containment vessel designs. It is more appropriate to formulate the impulse containment problem in general and to derive results in the form of explicit expressions from which magnitude estimates and parametric dependencies (trends) can be inferred conveniently and rapidly. To carry out this task, we use assumptions and approximations as required to perform the analysis.

The general ICF impulse containment problem may be formulated in the following way. For a total pellet energy release $Y$, the energy to be contained is $(f + x)Y$ where $(f + x)$ is the fraction of energy yield in debris and x rays (that is, $1.0 - f - x$ is the fraction of energy release that escapes the containment vessel as high-energy neutrons). Assuming that the response of the containment vessel remains in the elastic regime (necessary for long-term repetitive operation) and that its wall thickness $\delta_1$ is small in comparison to the radius $R_1$, the elastic energy stored in the volume of the containment vessel material as two-dimensional membrane strain is given by

$$2(4\pi R_1^2 \delta_1) \frac{Ee^2}{2(1 - \nu)} = F[(f + x)Y] . \quad (82)$$

Our objective is to derive the dependence $F$ and thus to obtain explicit expressions relating energy yield $Y$ to containment vessel parameters.

The function, $F$, depends on the mechanism of energy transfer from the cavity medium into the wall material. It is clear that $F$, in general, is not an identity function because it is not possible to transfer the entire energy content of the cavity into the wall. This circumstance is analogous and related to the fact that in ICF only a fraction (5 to 50%) of the pusher kinetic energy can be transferred to the thermonuclear fuel. To determine $F$, it is necessary to investigate a specific containment model and momentum coupling between the energy release and the vessel wall.

B. The Model

The containment vessel model most suitable for obtaining explicit results consists of two concentric spherical shells with a layer (blanket) of liquid between them as shown in Fig. 34. To
proceed with the analysis we make the following assumptions.

- Structural shells are spherical.
- Shell thickness \( \delta_i \) is small relative to the shell radius \( R_i \).
- Blanket thickness \( \Delta \) is small relative to the radius.
- Structural shell responses remain in the elastic regime.
- Load pulses are short relative to the period of free (elastic) shell vibrations.

The last assumption permits us to approximate with Dirac delta functions loads applied to the vessel wall. It is a very good approximation because load pulse durations in ICF are estimated to be in the microsecond range, whereas periods of free shell vibrations are in the millisecond range for radii exceeding 1 m. The use of thin-shell approximations in stress calculations for the containment vessel walls is justified because in practical (commercial) applications these walls will be thin relative to the vessel radius \( \delta_i/R_i < 0.01 \) to avoid excessive neutron energy deposition and material cost.

To obtain conservative estimates that are valid when voids or bubbles develop in the liquid blanket or when the blanket is absent, we omit the hydrodynamic coupling term in the equation governing the elastic response of a thin shell to the impulse per unit area \( I \) and obtain the following formulation.

\[
\alpha \frac{d^2 w_i}{dt^2} + \frac{2E}{(1-v)R_i^2} w_i = 0 , \tag{83}
\]

where \( w_i \) is the radial shell displacement related to the tensile or compressive strain \( \varepsilon \) by the geometric compatibility relation

\[
\varepsilon_i = w_i/R_i \ , \tag{84}
\]

and \( t \) is the time elapsed after impulse application.

The initial conditions for the solution \( w_i(t) \) are given by

\[
w_i(0) = 0 \text{ and } \frac{dw_i(0)}{dt} = \frac{I}{\delta_i} \ . \tag{85}
\]

The effect of hydrodynamic coupling of the shell to the liquid blanket will be discussed later.

The solution of Eq. (83) that satisfies compatibility condition Eq. (84) and initial conditions Eq. (85) is

\[
\varepsilon_i = \sqrt{\frac{1-v}{2E}} \frac{I}{\delta_i} \sin \sqrt{\frac{2E}{(1-v)R_i^2}} t \ ; \tag{86}
\]

therefore the maximum strain is

\[
\varepsilon_{im} = \sqrt{\frac{1-v}{2E}} \frac{I}{\delta_i} . \tag{87}
\]

Using Eq. (87) and Eq. (82), we obtain an expression for the dependence of \( F \) on the impulse applied to the wall,

\[
F = 2\pi R_i^2 \frac{I^2}{\delta_i} . \tag{88}
\]

To complete the analysis, we examine different mechanisms by which the energy released in a pellet microexplosion generates an impulse at the vessel wall, and we derive the corresponding expressions for \( I \) in terms of \( Y \).

C. Impulse Generation

Thermonuclear burn of D-T fuel in an ICF fuel pellet releases energetic (14-MeV) neutrons, x rays, and energetic ionized pellet debris. These energy forms apply impulse to the wall through evaporation recoil, debris impact, blast wave reflection, and blanket thermal expansion.

In addition to the above mechanisms, excitation of stress waves in the vessel wall generates stresses different from membrane stresses; we will analyze them in a separate section.

1. Evaporation Recoil. The pulse of x rays produced in a fusion microexplosion is absorbed in a thin layer of wall material, part of which may evaporate and thus generate an impulse at the wall. The magnitude of the recoil impulse per unit area \( I_r \) maximized with respect to the mass of material evaporated is given by

\[
I_r = 2\pi R_i^2 \frac{I^2}{\delta_i} \ . \tag{89}
\]
where $H$ is the heat of vaporization of the wall material and $n$ is the effectiveness coefficient that accounts for the fact that not all vapor moves away from the wall with maximum attainable velocity; for example, for a particular model, namely that of a Riemann wave extending to vacuum, $n = 0.15$.

With this expression for impulse, Eqs. (82) and (87) result in the following radius-yield relation.

\[ R_i = \left( \frac{E}{(1 - v)Ho} \right)^{1/4} \sqrt{\frac{Yx}{8\pi \sigma \gamma}} n, \]  

(90)

in which the strain $\varepsilon_{im}$ has been eliminated in favor of maximum allowable stress $\sigma_m$ using

\[ \sigma = \frac{Ee}{1 - v}. \]  

(91)

2. Impact of Pellet Debris. The kinetic energy of the high-velocity fuel pellet debris delivers to the vessel wall an impulse per unit area, $I_d$, whose magnitude is

\[ I_d = \frac{\sqrt{\gamma Y}}{2\sqrt{\sigma_m \gamma}}, \]  

(92)

Here $M$ is the fuel-pellet mass. Equation (92) is conservative because it is based on the assumption that all kinetic energy is converted into impulse. In practice, part of the kinetic energy will appear as heat and will produce a recoil impulse whose magnitude can be estimated from Eq. (89) with an appropriate value for the energy fraction $x$. The two recoil impulses cannot be combined because, in general, they occur at different times.

In this case, the radius increases as the fourth root of the energy yield.

\[ R_i = \frac{1}{2} \sqrt{\frac{1}{\pi \sigma \gamma}} \left( \frac{EMYf}{(1 - v) \sigma} \right)^{1/4}, \]  

(93)

3. Blast Wave Reflection. When the ambient density in the cavity exceeds about $10^{14}$ atoms/cm$^3$, the pellet microexplosion will generate a spherical blast wave. The impulse experienced by the reactor vessel wall during blast wave reflection is easily estimated as the product of the pressure at the wall behind the reflected wave, Eq. (7) of Ref. 47, and the pulse duration, which we approximate with the transit time of a sound wave through the shock compressed layer of the ambient cavity gas. The resulting expression for the impulse per unit area $I_b$ is

\[ I_b = \frac{\sqrt{\gamma Y - 1}}{8\pi} \sqrt{\frac{YF_0}{R_i}}, \]  

(94)

where $\rho_0$ is the ambient mass density of the cavity medium and $\gamma$ is the constant ratio of specific heats in that medium. In the derivation of Eq. (94), the Taylor-Sedov similarity description of the blast wave was used. The validity of this solution deteriorates as the pellet mass increases and approaches the mass of the ambient cavity medium; at that point, a modified blast wave theory should be used to obtain accurate results. Unfortunately, any analysis of the blast phenomena that is more complex than the Taylor-Sedov description precludes obtaining an analytic impulse estimate analogous to Eq. (94).

When the above assumptions are valid, the radius is directly proportional to the yield with the proportionality constant depending on the ambient cavity density $\rho_0$.

\[ R_i = \frac{1}{10\pi} \frac{3\gamma - 1}{1 - v} \frac{E\rho_0}{a\sigma^2 \gamma} Yf. \]  

(95)

4. Thermal Response of the Blanket. Lithium blankets, both liquid and solid compounds in pellet form, are designed to convert neutron kinetic energy into thermal energy and will expand during reactor operation. The mean pressure increase caused by confinement of a liquid lithium blanket is

\[ p = \frac{Bb}{c_v \rho_L} Y(1 - f - x), \]  

(96)

where $p$ is the pressure increase, $B$ is the adiabatic bulk modulus, $b$ is the volume coefficient of thermal expansion, $c_v$ is the heat capacity of liquid lithium, $\rho_L$ is the density of liquid lithium, and $\gamma$ is the constant ratio of specific heats in that medium.
lithium, and $V$ is the blanket volume. This estimate is based on the assumption that neutron energy deposition is sufficiently slow or uniform and does not induce dynamic imbalances in the process. Actually, neutron energy is deposited with an exponentially decreasing intensity in a time that is short relative to the hydrodynamic response time and therefore generates pressure waves in the liquid blanket. To analyze these waves and to model their effect, we solved the acoustic equations (in the plane wave approximation) for pressure $p$ and velocity $u$, perturbations in a liquid medium between two concentric shells shown in Fig. 34. The medium was initially at rest with an exponentially decreasing (from the inner shell $R_1$ to the outer shell $R_2$) pressure distribution induced by a postulated instantaneous neutron energy deposition with the scale depth $\lambda$ ($\lambda \approx 70$ cm for liquid lithium). The details of the solution and the neutronic analysis are presented in Sec. IV, together with the neutronic analysis. Here we recapitulate the conclusions relevant to the present discussion.

- The mean pressure rise and the first harmonic component account for nearly 90% of the deposited energy and therefore provide an approximate description of the phenomena that is adequate for the purpose of this report.
- The ratio of the amplitude of the first harmonic to the mean pressure rise increases nearly linearly with the nondimensional blanket thickness $\Delta \lambda$ for values of $\Delta \lambda < 4$, as shown in Fig. 37. At the typical value of the blanket thickness, $\Delta \lambda \approx 1.6$, that ratio is approximately 0.50. Therefore, in stress calculations the mean pressure estimate given by Eq. (96) should be multiplied by a factor of 1.50 to account for the transient overpressure.

The analysis presented in Sec. IV also verified the intuitively expected fact that the pulse duration to be used with Eq. (96) to estimate the impulse at the wall is given by $\tau = \Delta \lambda \bar{a}$, where $\bar{a}$ is the sound speed in the blanket liquid given by $\bar{a} = \sqrt{\beta c_\lambda}$. Using these results, the expression for the impulse delivered to the vessel wall because of confining the thermal expansion of the blanket becomes

$$I_t = \frac{1.5 a \bar{b}}{4 \pi c \lambda^2} Y(1 - f - x) . \quad (97)$$

$I_t$ is independent of the blanket thickness $\Delta$ because of the approximation $V \approx 4 \pi R_1^2 \Delta$.

Using this expression for the impulse with Eqs. (82) and (87) results in the following radius-yield relation,

$$R = \left[ \frac{E \beta}{2(1 - v) \sigma_0} \right]^{1/4} \left\{ \frac{1.5 b}{4 \pi \sigma_1 c \lambda^2 \lambda_m} Y(1 - f - x) \right\} . \quad (98)$$

D. Elastic Stability

The pressure increase in the blanket not only generates tensile and compressive stresses in the structural shells, but also tends to buckle the inner shell. Assuming that the critical value of the pressure for this mode of failure is the same as that developed for a static load application and substituting an expression for it into Eq. (96), we find that the radius of the vessel cancels out and the wall thickness, $\delta_1$, required to prevent buckling, increases as the square root of the yield.

$$\delta_1 = \sqrt{\frac{\sqrt{3(1 - \nu^2)}}{2 \epsilon} \sqrt{\frac{\beta b}{c \lambda \sigma_0}} \sqrt{\frac{1.5 b}{4 \pi \sigma_1 c \lambda^2 \lambda_m}} Y(1 - f - x) \frac{1}{Y}} . \quad (99)$$

For a cylindrical vessel the corresponding formula is

$$\delta_1 = (1 - \nu)^{3/10} \left[ \frac{\beta b}{c \lambda \sigma_0} \frac{1.5 L Y(1 - f - x)}{0.807 \epsilon Y} \right]^{2/5} \left( \frac{R_1}{1} \right) . \quad (100)$$

Here $V$ is again the blanket volume and $L$ is the unsupported cylinder length. Equation (100) depends on the cylinder radius $R_1$, but the dependence is weak; for example, when the blanket volume corresponding to the length $L$ is approximated with $V \approx 2 \pi R_1 L \Delta$, then $\delta_1 \sim R_1^{1/5}$. 45
Equations (99) and (100) are applicable only when the vessel design does not provide for the relief of thermally induced blanket pressure increase and when it is impractical or undesirable to provide stiffening ribs or flanges.

E. Sample Results

The radius-yield relations developed above are evaluated in the range of parameters applicable to ICF, and the results are presented in Fig. 44. The constants used in the evaluation are listed in Table I.

In these calculations, the shell thickness is \( \delta = 1 \text{ cm} \), the pellet mass is \( M = 0.5 \text{ g} \), and the ambient density of the cavity medium is \( \rho_0 = 1.5 \times 10^{-7} \text{ g/cm}^3 \), which corresponds to approximately 0.1 torr of argon at 500 K. This density apparently is the highest that may allow satisfactory propagation of the laser beam through the cavity. We see that the structural strength requirements for an unprotected containment vessel wall are dominated by evaporation recoil and elastic buckling and that the blast wave effects are negligible.

The magnitudes of the results show that the structural requirements of ICF impulse containment are mild; the radii required are less than 1 m.

Therefore, the design of containment vessels will be determined not by the structural integrity constraints but by lifetime considerations that depend on first-wall material loss and neutron damage mechanisms.

F. Hydrodynamic Coupling

The natural oscillations of a structural shell described by Eq. (86) are modified significantly when the shell is surrounded by a blanket because of the transfer of kinetic energy from the shell to the liquid. This energy-loss mechanism, which is much more effective than the internal damping in the shell material, will be estimated in this section.

In an unbounded fluid, the pressure pulses generated by an oscillating sphere carry the energy away in the form of sound waves. In a fluid blanket of finite thickness, the pulses are reflected at the outer shell, and the wave interaction pattern must be determined to obtain a complete description of the phenomena. Here we limit the analysis to a time before the first
reflected wave returns to the inner shell. With this restriction, we explicitly model the coupling of the shell to the liquid blanket and show that the motion is over-damped.

The differential equation governing the elastic motion of a shell hydrodynamically coupled to the surrounding fluid is obtained by adding to Eq. (83) a term representing the pressure exerted by the fluid. When the fluid is inviscid and the propagation of spherical waves can be approximated with locally plane wave fronts, this term is \( a_k \frac{\partial w}{\partial t} \), where \( a_k \) is the sound speed in the liquid and \( a_k \) is known as the acoustic impedance of the medium. With this addition, the differential equation for the radial shell displacement is

\[
0 \frac{d^2 w_i}{dt^2} + \frac{a_k a_k}{\delta_i} \frac{dw_i}{dt} + \frac{2E}{R_i^2(1 - \nu)} w_i = 0 \quad (101)
\]

and the boundary conditions are given by Eq. (85) supplemented with the condition of no cavitation.

The solution of this system is

\[
w_i(t) = C_i \left( e^{-\omega_1 t} - e^{-\omega_2 t} \right) \quad (102)
\]

with the characteristic roots given by

\[
\omega_{1,2} = \frac{a_k}{2\delta_i} \left[ \left( \frac{a_k a_k}{2\delta_i} \right)^2 - \frac{2E}{\alpha R_i^2(1 - \nu)} \right]^{1/2} \quad (103)
\]

and the constant \( C_i \) by

\[
C_i = -\frac{1}{2\delta_i} \left[ \left( \frac{a_k a_k}{2\delta_i} \right)^2 - \frac{2E}{\alpha R_i^2(1 - \nu)} \right]^{-1/2} \quad (104)
\]

In ICF applications the inequality

\[
\frac{(a_k a_k)^2}{2\delta_i} \gg \frac{2E}{R_i^2(1 - \nu)} \quad (105)
\]

is usually satisfied and therefore Eq. (102) is exponential and not oscillatory.

Equation (102), although explicit, is too complex to allow convenient interpretation. To understand the physical meaning of different terms and thus to identify parameters that determine its behavior, we use Eq. (105); it implies that the isolated shell response represented by the term \( 2E/\alpha R_i^2(1 - \nu) \) may be neglected in comparison to the hydrodynamic coupling effect \( (a_k a_k)^2/(2\delta_i)^2 \), except in \( \omega_2 \) where the ratio of these terms is the dominant contribution. With this approximation and an appropriate expansion of the square root, the result simplifies to

\[
\omega_1 \approx \frac{a_k a_k}{\delta_i}, \quad (106)
\]

\[
\omega_2 \approx \frac{\delta_i}{R_i^2(1 - \nu)a_k a_k} \quad (107)
\]

and

\[
C_1 = -\frac{1}{a_k a_k}. \quad (108)
\]

These terms have physical interpretations: \( \omega_1 \) is the ratio of the hydrodynamic impedance to the shell mass per unit area, \( \omega_2 \) is the ratio of the shell elastic stiffness to the hydrodynamic impedance modified by the aspect ratio \( (\delta_i/R_i) \), and \( C_1 \) is the negative of the ratio of applied impulse to the hydrodynamic impedance.

To illustrate the behavior of the shell-blanket system, we evaluated Eq. (102) for \( I = 183 \text{ dyn-s/cm}^2 \), \( R_i = 500 \text{ cm} \), and \( \delta_i = 1.35 \text{ cm} \) (the values of the remaining parameters are listed in Table 1) and plotted the result in Fig. 45. It shows that the time, \( t_m \), given by

\[
t_m = \frac{\delta_i(\omega_1/\omega_2)}{\omega_1 - \omega_2} \quad (109)
\]

at which the strain (and stress) peaks occurs well before the return of the first pressure wave given by \( t_r = 2\delta_i a_k \) and that the stress reaches its maximum value very rapidly in comparison to the subsequent relaxation. For the conditions of this example, the maximum stress is \( \sigma(t_m) = 4.17 \times 10^6 \text{ dyne/cm}^2 \); this value is approximately 10 times lower than the corresponding value for an isolated shell given by Eq. (87). Such a result is physically obvious. The inertia of the liquid blanket inhibits shell expansion and thus reduces strain and stress.
The shell relaxation time indicated by Fig. 45 is very long in comparison to the hydrodynamic wave transit time $\Delta a_k^2$. Therefore, in some investigations, approximating the wave motion in the blanket with reflections from stationary shells may be justified.

Analysis of this problem requires simultaneous solution of Eq. (101) for the inner $(i = 1)$ and for the outer $(i = 2)$ shells and of the linearized wave equation describing the motion of the liquid between the shells.

\[
\frac{\partial^2 u}{\partial t^2} - a_k^2 \frac{\partial^2 u}{\partial r^2} = 0, \tag{110}
\]

where $u$ is the local particle velocity in the liquid medium.

The initial conditions for $w_1$ at $t = 0$ are given by Eq. (85) and for $w_2$ at $t = \Delta a_k^2$ by

\[
w_2(\Delta a_k^2) = 0 \quad \text{and} \quad \frac{dw_2}{dt}(\Delta a_k^2) = \frac{I_2}{a_k^2}, \tag{111}
\]

where $I_2$ is the impulse transported by the wave across the blanket to the outer shell. The initial and boundary conditions for Eq. (110) are

\[
u \equiv 0 \quad \text{at} \quad t = 0, \tag{112}
\]

and

\[
u = \frac{dw_1}{dt} \quad \text{at} \quad r = R_1, \tag{113}
\]

Equation (113) expresses the assumption that cavitation does not occur.

The pressure perturbation in the liquid blanket is given by the acoustic relations

\[
p = \begin{cases} + a_k^2 u, & \text{outward waves} \\ - a_k^2 u, & \text{inward waves} \end{cases},
\]

where the boundary conditions for Eq. (110) are presented separately.

1. $0 < t < \Delta a_k^2 < t_b$; in this time interval the outward (§) propagating wave has not yet reflected at $r = R_2$; therefore $G \equiv 0$ and

\[
u = \begin{cases} - \frac{w_1}{a_k^2} [R_1 - (r - a_k t)] \\ - \frac{w_2}{a_k^2} [R_1 - (r - a_k t)] \\ + \frac{w_2}{a_k^2} [R_1 - (r + a_k t)] \end{cases} \quad \text{at} \quad r > a_k t, \tag{116}
\]

The impulse delivered to the outer shell equals the integral of the pressure at $r = R_2$ from the time when the wave reflection begins, $t_b$, to the time when it ends, $2t_b$; that is,
Substituting Eqs. (114) and (116) into (117), we easily calculate

\[ I_2 = \int_{t_b}^{2t_b} p(R_2, t) dt \]  

(117)

A sample result illustrating the shape and amplitude of the propagating wave described by Eqs. (114) and (116) is shown in Fig. 46 for \( I = 183 \text{ dyne}\cdot\text{s}/\text{cm}^2 \) and \( \delta_1 = \delta_2 = 1.5 \text{ cm} \); the liquid is lithium \((c = 0.53 \text{ g/cm}^3)\).

\[ \frac{2}{3} t_b < t < 2t_b \]  

At time \( t_b \), the head of the wave arrives at the outer shell \((r = R_2)\) and begins to be reflected. In this process the front part of the wave accelerates the shell so that the remainder of the profile is reflected from a moving boundary. A rigorous determination of the motion precludes an explicit closed-form solution; however, the process can be modeled by postulating that a fraction \( x \) of the impulse carried by the wave accelerates the shell and that the remainder \((1 - x)\) is reflected. Accordingly, when \( I_2 \) in Eq. (111) is replaced by \( x I_2 \), the solution in the interval \( t_b < t < 2t_b \) is

\[ I_2 = c_1 e^{\omega_1 t_b} - e^{-\omega_2 t_b} \]  

(118)

Here \( \Omega_1 \) and \( \Omega_2 \) are the characteristic roots given by Eq. (103) for the outer shell. \( i = 2 \). In Eq. (119), the terms containing the variable \((r + a_t)\) represent the reflected wave and therefore vanish identically for \( r < R_2 + \Delta - a_t \).

Of particular interest for the stress analysis is the value of the impulse \( I_3 \) returned to the inner shell. It is given by the integral of the pressure at \( r = R_1 \) over the time interval \( 2t_b < t < 3t_b \). Using Eq. (119) and the acoustic relations of Eq. (114), we obtain the simple expression

\[ \frac{I_3}{I_2} = 1 - \frac{\frac{\Omega_1}{\Omega_2} e^{-\omega_1 t_b} - e^{-\omega_2 t_b}}{c_1 (e^{-\omega_1 t_b} - e^{-\omega_2 t_b})} \]  

(120)

This expected result shows that the impulse \( I_3 \) returned to the inner shell approaches the value \( I_2 \) delivered by the wave to the outer shell as the amount of impulse absorbed by the outer shell diminishes \((x = 0)\) because of increasing rigidity. Also, when the shells are geometrically and elastically similar \((C_2 = C_1)\);
\( \Omega_1 \approx \omega_1; \quad \Omega_2 \approx \omega_2 \), the impulse returned is diminished by the factor \( 1 - \chi \), which, therefore, may be termed the reflection coefficient and \( \chi \) the absorption coefficient.

The dependence of the reflected wave on the absorption coefficient \( \chi \) is presented in Fig. 47 for the incident wave shown in Fig. 46. The result shows strong dependence, so \( \chi \) must be known before the second impulse can be estimated. Unfortunately, we have not yet determined the appropriate value of \( \chi \) analytically; it probably will depend on the relative magnitudes of the acoustic impedance, elastic stiffness, and inertia of the shell. We have, however, estimated the value of \( \chi \) by comparing the analytic solution with the as yet unpublished exact numerical calculations of the nonlinear blanket-shell interaction by R. R. Karpp of Los Alamos National Laboratory. The comparison shows that for the range of parameters of interest in ICF reactor studies, \( \chi \approx 0.5 \). The shape and the propagation of the reflected wave for that value of \( \chi \) are illustrated in Fig. 48. With a known value of \( \chi \), the successive wave reflections can be followed for as long as desired. However, this is best accomplished with a computer program because the algebra very rapidly becomes unmanageable.

![Fig. 47. Dependence of the reflected wave on the absorption coefficient \( \chi \).](image1)

![Fig. 48. Shape and propagation of reflected wave.](image2)

We close the discussion of impulse-generated wave motion with a few remarks about the effects of spherical geometry. To include the effect of spherical divergence in the analysis, Eq. (110) could be written and solved in spherical coordinates at a cost of more laborious algebraic operations, and the solution would be more complex. It is simpler to approximate the effect by superimposing on Eqs. (116) and (119) the radial divergence and convergence as required. The results will be sufficiently accurate for many purposes when the blanket is not thick compared to the radius. It is also true that in one round trip of the wave the effects of the spherical divergence and convergence almost cancel.

G. Stress Waves, Thermal Stress

Thermal stresses arise in a structure because thermal distortions of its different parts are, in general, incompatible. In a thin shell with a steady-state linear temperature variation, the temperature difference \( \Delta T \) across the faces induces the maximum stress at the surface given by

\[
\sigma = \frac{E \Delta T}{2(1 - \nu)},
\]

where \( E \) is the elastic modulus, \( \nu \) is Poisson's ratio, and \( \Delta T \) is the temperature difference across the faces.
where $\alpha$ is the coefficient of linear thermal expansion. The factor 2 appears in the denominator because of the linear antisymmetric stress distribution; that is, half of the shell thickness is in tension and half is in compression. In a thin surface layer with one side attached to inextensible ($e = 0$) bulk of material, the surface stress developed is \[\sigma = \frac{E\alpha \Delta T_s}{1 - v}, \tag{122}\]

where $\Delta T_s$ is the instantaneous surface temperature increase.

The expression for the surface temperature increase $\Delta T_s$ to be used in Eq. (122) was developed in Sec. III (also Ref. 21) for the heat-capacity-dominated regime.

\[\Delta T_s = \frac{Y x}{4 \pi R^2 \delta c_1}, \tag{123}\]

where $c_1$ is the heat capacity of the shell material and $\delta$ is the depth of the heated surface layer. When the stress given by Eq. (122) is interpreted as the allowable value $\sigma_m$ and Eqs. (122) and (123) are combined, we obtain the radius-yield relation analogous to Eqs. (90), (9a), (95), and (98),

\[R_1 = \sqrt{\frac{E \alpha y X}{8 \pi (1 - v) \delta c_1 \sigma_m}}. \tag{124}\]

Two comments about the above relation are in order. First, the estimate of $\Delta T_s$ given by Eq. (123) may be high because in its derivation no allowance was made for the fact that part of the energy $xy$ may be used up to melt and vaporize some of the material. Second, because the temperature increase persists for only approximately $10^{-9}$ s and is localized to a depth of less than a few micrometers, it is not clear that a catastrophic failure would occur if the surface material yielded locally or even melted for a short time. Clearly, theoretical and experimental investigations are needed to determine allowable values of stress to be used in Eq. (124) for the indicated loading characteristics.

A possible approach to the determination of allowable transient thermal stress is through the analysis of stress wave propagation in the vessel wall. A surface layer of depth $\delta$ heated sufficiently rapidly to a high temperature does not have time to expand and consequently experiences a compressive stress $\sigma_0$ that is relieved by a stress wave rather than by heat conduction. This can be seen from the following simple estimates. The characteristic time to propagate the effect elastically through a distance $\delta$ is given by $t_w = \delta/a_i$ ($a_i$ is the wave speed in the wall material); for steel and $\delta \approx 10^{-4}$ cm, $t_w = 2 \times 10^{-10}$ s. The characteristic time for heat conduction is $t_c \approx \delta^2/\kappa$ ($\kappa$ is the coefficient of thermal diffusivity); for the same material and $\delta$, $t_c \approx 2 \times 10^{-7}$ s. Hence the effect of the thermal pulse will propagate elastically approximately a thousand times faster than by conduction.

Instead of giving a standard mathematical description of wave propagation, we summarize graphically in Fig. 49 the characteristics of thermally excited stress waves. Shown are the initial compressive stress $\sigma_0$ induced by the temperature increase $\Delta T_s$ in the surface layer of depth $\delta$, the resulting stress during reflection from the inner face of the wall, and the same wave at the time $\delta/a_i$ when the reflection process is completed. The resulting wave propagating through the wall consists of a compression phase.

![Fig. 49. Stress wave propagation: + tensile, - compressive.](Image)
of length $\delta$, followed by an equally long tensile phase, the amplitudes of both phases being equal to $a_0/2$. Clearly, this wave produces tensile and compressive stresses equal to $a_0/2$ at the inner and outer faces of the wall and, therefore, its amplitude should be limited to an allowable stress level to avoid spallation.

To resolve uncertainties indicated in the comments following Eq. (124), J. D. Jacobson (Los Alamos National Laboratory) has been investigating numerically the characteristics and propagation of thermally generated stress waves by using model constitutive relations that admit phase transitions and tensile strength in liquid phases (for example, Tillotson, Redlich-Kwang). Even though the study is far from complete, preliminary results suggest certain conclusions. First, the magnitude of the impulse generated with the blow-off of wall material appears to be independent of the nonequilibrium effects at phase changes of the equation of state and of the spall strength of the material. Therefore, Eq. (89) (with the proper value of n) is a valid estimate of the impulse. Second, the rapid temperature and pressure increases in the thin layer into which the energy is deposited send a shock wave into the cold material, with the pressure behind it equal to approximately one-half the value in the hot layer. This value exceeds the yield strength of the shocked material. Third, the shock is attenuated very rapidly; its amplitude decreases by more than half in 16 $\mu$m (3 ns). This is a consequence of the cumulative effect of many short wavelengths ($\ll 1$ $\mu$m), which is nonnegligible when the ratio $a_0/2\kappa$ is large (this is the case in ICF reactor studies) even though the thermoelastic coupling constant and, therefore, the logarithmic decrement are small.

Fatiguing

Cyclic operation of ICF reactors implies that fatigue strength (with appropriate safety factors) should be used as the allowable working stress. Fatigue strength is determined by threshold values of stress concentrations at microscopic fatigue cracks and equals that value of the stress at which the growth rate of the size of fatigue cracks vanishes for all practical purposes.

If thermally generated elastic stress waves are determined to be the governing phenomenon in the design of ICF reactor vessels [Eq. (124)], then the usual fatigue strengths of materials may be increased because of extreme shortness of stress wavelengths of these waves. In a recent paper, Weertman$^{51}$ pointed out that current theories of fatigue failure may not be valid when the stress wavelength is smaller than the fatigue crack and proposed an appropriate formulation. Results of this modified formulation indicate that increased levels of fluctuating stresses may be tolerated when stress wavelengths are very small. This area requires additional study.

1. Concluding Remarks

In the analysis of loads and stresses presented in this section, we separated the different effects and investigated each in isolation. Such a procedure helps to obtain insights into and estimates of the dominant effects and is justified when the shell response is in the linear (elastic) regime where the superposition principle may be applicable. In reality, however, all effects are present simultaneously, and the transition of dominance from one effect to another occurs not abruptly but gradually; therefore, it is desirable to investigate certain combinations of effects to understand better the response behavior in transition regimes.

An example of such transition is shown in Fig. 50, which is the plot of strain developed in the walls of a spherical reactor vessel (shown in Fig. 34) for increasing buffer gas densities inside the inner shell. This result has been obtained by R. R. Karpp (Los Alamos National Laboratory) by numerically integrating the coupled equations of gas dynamics (inside the inner shell), elastic shell response, and hydrodynamics (between the shells). In the calculation the shell radii were 200 and 300 cm, the shell thicknesses were 1 cm, and the material was steel. The pressure pulse was generated with a 30-MJ energy release from an explosive charge of 0.5 g; the adiabatic exponent of the gas was 1.2. The curves in Fig. 50 show that at low buffer gas densities $a_0$ the debris impact dominates and therefore the strain is approximately independent of the
density [Eqs. (87) and (92)]; at higher densities the strain increases with $\rho_0$ but not as rapidly as predicted by the blast wave theory [$\sqrt{\rho_0}$, cf. Eqs. (87) and (94)]. Thus, the calculation shows that for the conditions anticipated inside ICF reactor cavities the blast wave theory will overestimate the wall impulse. Consequently, the modified solution of Freiwald and Axford should be used to obtain accurate load estimates. Part of the reduction of strain below values predicted by the blast wave theory is attributable to the presence of liquid lithium between the shells as determined in Sec. V.F.

ICF reactor systems integration efforts must interact with research and technology development activities. In this process research results are used to arrive at feasible systems configurations and to deduce functional relationships among parameters characterizing different components (scaling laws). The scaling laws are used to infer the tradeoffs, which, in turn, indicate directions of greatest payoff for the research and development activities. In this way, the systems and technology requirements can be made increasingly more precise.

Systems integration is analogous to solving a variational problem with boundary constraints. One boundary constraint is the research result that specifies the relationship between pulse energy of the driver beam and yield of the fuel pellet. Because the ratio of the pellet yield to the beam-pulse energy is called the pellet gain, this relationship is called the gain curve. The second boundary constraint is the desirable or at least economically acceptable size (that is, capacity) of the power plant, which will be determined by market analyses and experience of power utilities. An integrated functional power plant should

VI. SYSTEMS INTEGRATION

A. Introduction

Successful commercialization of ICF requires integration of the subsystems listed in Sec. I into the functional, reliable, and efficient electric power generating plant shown in Fig. 51. The procedure should take into account the fact that, at present, the scientific feasibility of this process has not yet been established and the ICF program is in its research phase. Therefore,
ELECTRIC POWER GENERATION REQUIRES INTEGRATION OF UNIQUE ICF SUBSYSTEMS WITH CONVENTIONAL POWER PLANT TECHNOLOGY

Fig. 51. ICF electric power plant elements.

satisfy these boundary constraints and, in addition, should minimize an objective function (for example, the levelized busbar cost of power or some other economic indicator).

The process of systems integration and optimization also must be subjected to the additional constraints of the subsystems' performance characteristics dictated by the availability of the necessary technologies. Investigations of the dependence of the value of the objective function on these constraints determine the potential payoffs from technology developments.

Following the analogy with the variational problem, finding a solution should begin with the establishment of its existence. As in most practical problems, it is advisable to establish this existence with a construction; in the present case, with a point design. Successive variations then can be performed exploiting the scaling laws to reduce the value of the objective function. Although this process may not necessarily converge to a unique configuration, it will lead to an economically competitive or acceptable design and will indicate possible tradeoffs.

B. Systems Integration Procedure

The bases for the systems integration into a point design of an electric power generating station and for successive optimizations are energy and mass flows within the power plant. The principal energy paths, indicated in Fig. 52, are

54
Fig. 52. Energy and mass flows in an ICF reactor.

- net energy production path (fuel-pellet yield + energy conversion + energy diversion, for example, beam power supply + heat rejection + power grid);
- driver circuit (beam-pulse energy + fuel-pellet yield + energy converter + beam power supply + beam-pulse energy); and
- ancillary equipment branch (fuel-pellet yield + energy converter + ancillary equipment; for example, pumps, controls, separators).

The principal mass flow circuits (Fig. 52) are

- the primary heat transfer loop (reactor vessel + steam generator or heat exchanger + reactor vessel);
- the secondary heat transfer loop (steam generator + turbine + condensor + steam generator); and
- the fuel supply path (pellet injection + products separation + processing + fuel - pellet manufacture + fuel-pellet injection).

The mass flow rates in the primary and secondary loops are determined not only by the required heat transfer rates, but also by the characteristics of the fluid carriers.

The system integration procedure consists of writing the energy and mass transfer rates that are mutually consistent and satisfy the boundary conditions for each path; these are the relations that the system parameters must satisfy. They must reflect not only the characteristics of each path element but also of the interfaces between individual elements (for example, reactor cavity-driver interface). Examinations of these mutual dependencies and the sensitivity of the value of the objective function to changes in characteristic system parameters indicate directions of parameter variations that lead toward design optimization.

System integration is carried out most conveniently with computer modeling, which allows inclusion of many more details than would be otherwise possible. However, it is also possible and useful to develop insights into ICF reactor systems integration and to derive trends by using simple analytic considerations. This approach is illustrated in the present section. The results obtained may be used as general technical guidelines for parametric system optimizations.

1. The Model. The subsequent analysis is based on the postulate that variations in reactor cost with pellet yield and driver pulse energy are dominated by changes in the vessel and driver costs.

We have shown previously\(^{52}\) that the capital cost of the reactor vessel is proportional to the \(3/2\) power of the pellet yield \(Y\). More detailed cost studies\(^{53}\) show that the exponent in this cost proportionality is less than \(3/2\) but greater than unity, which is sufficient for the validity of the conclusions derived below.

Cost studies indicate that a proportionality to the \(\alpha\) power of the pulse energy \(E\) may approximate the driver cost with adequate accuracy; the economy of scale exponent \(\alpha\) is most likely to be in the range \(0.4 \leq \alpha \leq 1.0\).

The gain curve usually is given as

\[
Y = Y_0 E^\beta .
\]
with $Y_0$ and $\beta$ constant and $\beta > 1$. In the following analysis, this relation is used also in the form

$$E = KY^{1/\beta}, \quad (126)$$

where $K$ is another constant related to $Y_0$ and $\beta$.

In reference to Fig. 52, energy exceeding that required to operate the plant produced by each pellet microexplosion is given by $Y_n(1 - q) - E/\eta_D$, where $\eta_T$ is the conversion efficiency, $q$ is the fraction of energy lost through the structure, and $\eta_D$ is the driver efficiency.

Using the above expressions for the costs of reactor vessel and driver and eliminating $E$ in favor of $Y$ by Eq. (126), we obtain the following expression for the unit capital cost of power $u$ that is the objective function in further analysis.

$$u = \frac{nC_V \sqrt{Y} + C_D Y^{\alpha/\beta - 1}}{N[\eta_T(1 - q) - (K/\eta_D)Y^{1/\beta - 1}]}, \quad (127)$$

where $n$ is the number of reactor vessels, $N$ is the driver repetition frequency, and $C_V$ and $C_D$ are cost constants.

2. Effect of Gain Curve, Boundary Constraints. We analyze the effect of the gain curve on the average unit cost of power and use the results to demonstrate that the boundary constraints play an essential role in the determination of parametric dependencies (trends) and therefore must be included and discussed in all optimization studies.

When studying the effects of the gain curve, it is customary to make comparisons for a constant pulse energy, $E$. In our model, making these comparisons corresponds to determining the variation of the pellet yield $Y$ with $\beta$ from Eq. (125) for constant $Y_0$ and $E$. (We assume that variation of the gain curve is modeled by variation in the gain exponent $\beta$.)

The denominator in Eq. (127) changes slowly with $Y$ both because the recirculating fraction $(E/\eta_D)$ is small and because it is weakly dependent on $Y$ (since the exponent is small, that is, in general, $\beta$ is not far from unity).

Therefore, the variation of $u$ with $\beta$ is given primarily by variations of the numerator. The calculation of that variation using Eq. (125) results in the following expression for the change in unit cost $\delta u$ corresponding to the change $\delta \beta$.

$$\delta u = \left\{ \frac{1}{2} \left[ nC_V \sqrt{Y} \delta nY \right] - (C_D Y^{\alpha/\beta - 1}) \left[ (1 - q) \delta nE + \frac{\alpha}{\beta} \delta Y \right] \right\} \delta \beta, \quad (128)$$

In general, the driver cost $(C_D)$ dominates the reactor cost and $\alpha/\beta < 1$; therefore, Eq. (128) shows that the unit cost decreases as $\beta$ increases and the amount of decrease is proportional to the cost. This result was expected. Because of the economy of scale, the driver cost per unit power output decreases as $Y$ increases with $\beta$ for constant pulse energy, $E$. However, because of the diseconomy of scale in reactor vessel cost (exponent greater than unity), the unit cost would increase with increasing $\beta$ (that is, $Y$) if the vessel cost was dominant. This result also is evident from Eq. (128). This behavior is confirmed by the results of numerical modeling with the TROFAN code and is illustrated in Fig. 53.

![Fig. 53. The effect of the gain exponent on unit cost of power.](image-url)
To illustrate the essential nature of boundary constraints in parameter optimizations, we now recalculate the effect of changing \( \beta \) on the unit power cost when the net power output is held constant. For a constant driver repetition frequency \( N \), the requirement of constant power [see Fig. 52 or the expression following Eq. (126)] implies a functional relationship \( Y(\beta) \) from which we easily calculate the expression

\[
\frac{dY}{d\beta} = \left[ Y_n (1 - q) - \frac{E}{\beta n_B} \right] \frac{dY}{d\beta} = -\frac{K}{\beta n_B} Y^{1/\beta+1} \frac{dY}{d\beta} .
\]

This result indicates that \( dY/d\beta \) is always negative, which means that, to maintain a constant net power output, the yield \( Y \) must be decreased as the steepness of the gain curve increases because of the decrease in the recirculating power fraction. This is an intuitively anticipated result.

The effect of a change in \( \beta \) on \( u \) now can be inferred from Eq. (127) directly without additional calculations. A decrease in the yield \( Y \) with an increase in \( \beta \) (\( dY/d\beta < 0 \)) implies an increase in the unit cost (because \( \alpha/\beta < 1 \)) when the driver cost dominates (as it usually does) because of the economy of scale in driver cost. (The opposite would be true if the reactor cost was dominated by the vessel cost for which there is a diseconomy of scale). This apparently counterintuitive conclusion may be a consequence of the omission of the balance of the plant from the analysis. For constant net power output, a decrease in the recirculating power fraction implies a smaller and less expensive turbogenerator. Whether the resulting reduction in cost is sufficient to overcome the effect of the increased unit driver cost will depend on relative magnitudes and scalings of these two costs.

These simple considerations show that the change in the unit capital cost with changing slope of the gain curve \( \beta \) can be either downward or upward, depending on whether the driver pulse energy \( E \) or the reactor power output is kept constant, and thus demonstrate the essential dependence of optimization on boundary constraints.

3. Optimal Pellet Yield. It is useful to begin the ICF reactor system studies with a derivation of guidelines pertaining to the desirable size of the pellet yield and of the driver to be developed. This is accomplished easily by using Eq. (127). When the denominator does not vary significantly, the minimum of the numerator for a constant number of vessels \( n \) occurs at

\[
Y_m = \left[ 2 \left( 1 - \frac{\alpha}{\beta} \right) \frac{C_D}{n C_V} \right]^{2 - 2 \alpha/\beta} .
\]

This result shows that the value of the pellet yield \( Y_m \), which minimizes the average unit power cost, depends only on the ratio of the economy of scale to gain exponents, \( \alpha/\beta \), and on the ratio of the cost constants, \( C_D/n C_V \). In general, the values of the ratio \( \alpha/\beta \) are near 1/2, so that the exponent in Eq. (130) is near unity. Therefore, \( Y_m \) increases approximately linearly with the ratio of the cost constants.

The variation of the optimal pellet yield in the relevant range of parameters is shown in Fig. 54. For relatively high driver costs and high values of \( \alpha/\beta \) (that is, either large \( \alpha \), meaning little economy of scale, or small \( \beta \), meaning shallow gain curve), the values of \( Y_m \) become unmanageably high. However, for values of
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\( \alpha/\beta \) near 1/2 and lower, the optimal yield is acceptable for any value of the cost ratio.

For representative values \( \alpha = 0.6 \), \( \beta = 1.2 \), \( C_D = 350 \text{ M} \), and \( n_C = 2 \text{ M} \), the optimal yield is 175 MJ. This value of \( Y_m \) agrees closely with the results obtained with detailed computer modeling using the TROFAN Code for the reactor design that uses wetted wall containment vessels.

4. Reactor Configuration. For a given power plant output, one of the first questions to be answered is, Should the reactor consist of one large or several small containment vessels? The answer is readily determined from the previously introduced expressions for the costs of the reactor vessel and the driver.

The vessel cost for a one-vessel design is

\[ C(1) = C_v^{3/2} \quad (131) \]

If there is no technical constraint precluding the possibility of increasing the driver repetition frequency to the required level, the vessel cost for an \( n \)-cavity design is

\[ C(n) = nC_v(Y/n)^{3/2} = C(1)/\sqrt{n} \quad (132) \]

because the yield per cavity is \( Y/n \). Therefore, it is advantageous to use several small cavities in place of one large cavity, provided the resulting system complexity (for example, piping and beam switching) does not negate the above scaling.

The corresponding saving in driver cost is determined analogously. The driver cost for a one-cavity design is

\[ D(1) = C_D \alpha^{\alpha/\beta} \quad (133) \]

and for an \( n \)-cavity design it is

\[ D(n) = C_D(Y/n)^{\alpha/\beta} = n^{-\alpha/\beta}D(1) \quad (134) \]

(Note that in this case the economy-of-scale argument does not apply because the driver repetition rate does not remain constant.) Because \( \alpha/\beta > 0 \), the above result indicates a cost reduction that will be realizable provided it is not cancelled by the required increase in the frequency capability and system complexity resulting from the addition of beam-switching devices.

In the derivation of the above simple cost estimates, the net power output remained constant. Consequently, the design policy of using several small containment vessels in place of one large vessel will lower the average capital cost of power, which is one objective of engineering optimizations.

5. Containment Vessel Size, Lifetime Tradeoff. The lifetime of an ICF reactor vessel is governed, in general, either by the neutron fluence or by the material loss, both of which are inversely proportional to the first-wall surface area. Therefore, it is natural to look for a tradeoff between vessel size and its lifetime. The required analysis is illustrated with the derivation of the answer to a specific question. If the expenses associated with the need for \( n \) containment vessel replacements during the plant lifetime can be eliminated by increasing its size, how large can the increase be before it is no longer cost effective?

A plausible estimate of the reactor vessel cost with necessary replacements is

\[ C(n) = C_vR^2d(1 + nr) t_o/t_p \quad (135) \]

where \( C_v \) is a constant, \( R \) is the vessel radius, \( d \) is its wall thickness, \( r \) is the fractional replacement cost (including installation), and \( t_o/t_p \) is the productive fraction of the reactor lifetime \( t_o \). The cost of a large vessel not requiring replacements is

\[ C(0) = C_vR_o^2d \quad (136) \]

it will be cost effective, provided the inequality

\[ \frac{R_o^2d}{R^2d} \leq \frac{t_o}{t_p} (1 + nr) \quad (137) \]

is satisfied.

This analysis can be refined in several ways. One way is to postulate that the number of replacements \( n \) is inversely proportional to the
surface area $4\pi R^2$ and to derive a corresponding estimate for the productive fraction $t_p/t_0$. However, the inequality derived above suffices to indicate the approach.

We illustrate the result with an example. Suppose the containment vessel has to be replaced every 3 years during a reactor lifetime of 30 years (that is, $n = 10$). Suppose further that only the first and the inner structural walls need be replaced at 30% of the original reactor vessel cost (that is, $r = 0.30$) and that 10% of the lifetime must be devoted to replacement activities (that is, $t_p/t_0 = 0.90$). If, in addition, we postulate for the sake of definiteness that $d_0 = d$, then the inequality reduces to

$$R_0 < 2.1 R.$$ \hspace{1cm} (138)

The result means that increasing the radius by any factor less than 2 to avoid replacements is cost effective; if, however, the radius must be more than doubled to avoid replacements, then it is not cost effective.

C. Concluding Remarks

The discussions of trends and tradeoffs presented in this section are not intended to be complete and exhaustive, but only to illustrate one possible approach for arriving at a starting point of a design and for indicating directions of parameter variations that may reduce the value of the objective function. Analyses of this kind, when used judiciously, will provide insights into parametric interdependencies and will contribute to the understanding, appreciation, and proper assignment of priorities to technical problems encountered in the development of ICF reactors.

The technical, economic, and operating characteristics of complete central electric power generating stations can be modeled acceptably in detail only with computer codes such as the previously mentioned TROFAN (Tradeoff and Analysis). The explicit results derived and illustrated in this section are intended to supplement the computer modelings and to save time and computational effort by indicating trends and sensitivities to be exploited in optimization studies.
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