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Introduction

For many technical purposes it suffices to know only the first moment, $<v>$, ("nubar"), of the neutron multiplicity probability, $P_v$, that $v$ prompt neutrons are emitted in a fission.

Certain applications however do require knowledge of the higher moments of the $P_v$ distribution. A case in point and the immediate reason for the present work are several methods for the analysis of nuclear material by what amounts to an autocorrelation performed on the pulse train from a detector exposed to the unknown sample. Then it can be shown that the second factorial moment $<v(v-1)> = \sum v(v-1)P_v$ is proportional to the fission rate in the sample, and that the third factorial moment $<v(v-1)(v-2)> = \sum v(v-1)(v-2)P_v$ can be of use in disentangling spontaneous fission (which can be related directly to the amount of material present), from induced fission, which is only partly related with the amount of material, since it is also a function of geometry, density, and other artifacts.

Calculating the effects of induced fission in the sample, i.e., fission caused by either spontaneous fission generated neutrons or those produced by $(\alpha,n)$ processes, or, in the case of certain nuclear material assay systems, by neutrons from an external source bombarding the sample, clearly requires knowledge of these moments for neutron energies ranging from the thermal to the fast (fission) neutron energy region.¹

¹This work was performed under the auspices of the U.S. Department of Energy, Contract No. DE-AC02-76CH00016.
While it has been possible to glean from the published literature much information (though never enough!) for nuclides undergoing spontaneous fission induced by thermal or tens of keV neutrons, we are unaware of any published \( P_v \) data for fission induced by neutrons in the few MeV range which are crucial to calculations of fast induced fission correlation.

We became aware though of extensive unpublished work by Frehaut and collaborators in which neutron multiplicities were derived for the fast neutron induced fission of \(^{235}\text{U}\), \(^{238}\text{U}\), and \(^{239}\text{Pu}\), three most interesting nuclides from the nuclear material assay standpoint. The reason this \( P_v \) data, despite its uniqueness and importance, was unpublished is that it is obviously flawed, due mainly it is presumed, to poor counting statistics and the way in which counting statistical uncertainties propagate in the transformations connecting experimentally observed neutron multiplicities with the \( P_v \) distributions (see below). Certain of the \( P_v \) at some energies are negative, physically and mathematically impossible for a probability, and, considered as a function of energy, the \( P_v \) often exhibit fluctuations obviously related to poor counting statistics rather than to any real physical process.

**Scope and Methodology**

Our task then has been to salvage from this data kindly furnished by Frehaut (and to our knowledge the only such existing), the multiplicity \( P_v \) as a function of incident neutron energy \( E_n \). The overall procedure may be described as data smoothing guided by general physical and mathematical principles. These will be described immediately below and justified with particular cases cited later on.

Though the data furnished covers up to \( E_n \sim 25 \text{ MeV} \), results will be quoted only over the range 0-10 MeV, as in the region 10-15 MeV and certainly for the
higher energies the data become prohibitively unreliable even though smoothing processes are employed. Another problem is that the furnished data only begin at $E_n = 1.36$ MeV. Fortunately comparatively accurate thermal neutron induced fission cross sections do exist for ($^{235}$U + n) and ($^{239}$Pu + n); more on this point later.

Any of the $P_v$ as a function of $E_n$ has the appearance of a bell-shaped curve or a portion of one. For the smaller $v$ values only the decreasing tail of the bell appears, starting at $E_n = 0$. For intermediate values of $v$ the whole bell shaped curve appears except the ascending part cut off at $E_n = 0$; the function rises to a maximum and then declines, presumably approaching zero for high enough $E_n$. The $P_v$, being probabilities, must sum to unity at any energy. Therefore, the only way for $\langle v \rangle$ to increase monotonically, as it is well known to do from experimental results, is for there to be an increase in the $P_v$ for higher values of $v$ with a corresponding decrease in the relative importance of those $P_v$ for smaller values of $v$. There is no evidence from the data of Frehaut et al. for any more complicated behaviour of any of the $P_v$ as a function of $E_n$ than this.

Therefore a basic premise of the fitting procedure was that each $P_v$ for any $v$ was considered to be a smooth function of neutron energy describable by a low order least squares fit polynomial in $E_n$. In fact, in the region 0-10 MeV it will be seen below there was no need for polynomials higher than the fourth order. In some cases these polynomial fits are good representations of the data for energies beyond 10 MeV, though in other cases the fit rapidly becomes unusable after 10 MeV.

In the fitting procedure the attempt was made, however, to use data beyond $E_n = 10$ MeV to help establish the trend in the data up to that point.
Similarly, thermal neutron data for $^{235}\text{U}$ and $^{239}\text{Pu}$ was used to anchor the start of the various $P_v$ curves for these nuclides, since the Frehaut data starts only at $E_n = 1.36$ MeV. Not surprisingly, there is no thermal neutron data for $(^{238}\text{U} + n)$ as the cross sections are too small below the effective threshold for induced fission. Here instead the fit obtained to the data between $E_n = 1.36$ MeV and $E_n = 10$ MeV was extrapolated down to $E_n = 0$ to yield an estimate for the multiplicity distribution between $E_n = 0$ and $1.36$ MeV for the system $(^{238}\text{U} + n)$.

After least squares fitting the $P_v$ as a polynomial in $E_n$, the $P_v$ set at a given energy will depart slightly from the normalization condition $\sum P_v = 1$, and so they were renormalized.

The average value for $v$, $<v> = \sum vP_v$, has been determined as a function of $E_n$ by independent experiment to a greater accuracy than can be determined from the $P_v$. These experiments basically determined a gross count rate $G$ in terms of a detector efficiency $\varepsilon$, and a source strength $q$:

$$G = \varepsilon<v>q. \quad (1)$$

The renormalized $P_v$ at any given energy predict a $<v> = \sum vP_v$ close to but not precisely equal to the best available values for $<v>$ determined as a function of $E_n$ from Eq. (1). The differences were reconciled by considering them formally as though they had arisen due to error or uncertainties in the efficiency of a (hypothetical) detector in an experiment determining the $P_v$.

In such an experiment, the observed neutron multiplicity, $Q_n$, that $n$ neutrons are observed from a given fission event is related to the $P_v$ by

$$Q_n = \sum P_v(n)\varepsilon^n(1-\varepsilon)^{v-n}, \quad (2)$$
where $\varepsilon$ is the detector efficiency. The $P_v$ are obtained from this expression by inverting the relation:

$$P_v = \sum Q_n(h)\varepsilon^{-n}(\varepsilon-1)^{n-v}. \quad (3)$$

As applied in this instance the normalized $P_v$ derived from the least squares fitting the Frehaut et al. data were used to obtain a hypothetical set $Q_n$ based on an assumed value for $\varepsilon$. The normalized set $P_v$ defines a value $<v> = \sum vP_v$. A set $P_v'$ such that it would yield a value $<v>' = \sum vP_v'$ considered more correct can be though of as being related to a detector efficiency $\varepsilon'$ such that $<v>' \varepsilon' = <v> \varepsilon$, since experimentally $<v>$ and $\varepsilon$ are inversely related. Then the hypothetical $Q_n$ can be used to obtain the set $P_v'$ corresponding to $\varepsilon'$ from

$$P_v' = \sum Q_n(h)(\varepsilon')^{-n}(\varepsilon'-1)^{n-v}. \quad (4)$$

Note that the values $Q_n$ and $\varepsilon$ may be considered dummy variables involved in a transformation from a set $P_v$ to a set $P_v'$. This transformation (Eqs. 2,3,4) preserves normalization, and, it can be shown, the values of such quantities (independent of $\varepsilon$) such as $<v(v-1)>/\langle v \rangle^2$, $<v(v-1)(v-2)>/<v>^3$, etc.

This procedure then produces a normalized set of $P_v'$ as a function of $E_n$ which yields the proper value of $<v>' = \sum vP_v'$ at any given $E_n$ and can be considered to be related to the same set of observables $Q_n$ as the original set $P_v$ that was smoothed and renormalized.

The $P_v'$ are expected to be close to the least squares fits to the $P_v$, and indeed do. In principle a new least squares fit could be made to the $P_v'$, the results renormalized, and again reconciled to the best values available for $<v>$. This process is rapidly convergent, so much so that the result-
ant changes in $P_v$ would be a marginal improvement considering the precision of the original data.

**Data Smoothing (Polynomial Fitting) Procedure**

The statistical uncertainties in the $P_v$ are naturally greater the fewer the observations of a given multiplicity are. The larger $P_v$ therefore have better statistical precision. Since all observed $Q_n$ with $n < v$ can be considered as stemming from a multiplicity $v$ with probability $P_v$ because the efficiency $\epsilon$ is less than 1 (see Eqs. 2 and 3), the error propagation from the observed $Q_n$ to the derived $P_v$ is not simple. Nevertheless there is a qualitative correspondence between the magnitude of the $P_v$ and the "smoothness" of the data points. Thus $P_3$, $P_4$, $P_5$, which are comparatively large in the region 0-10 MeV were relatively easy to fit while $P_0$, $P_7$, and $P_8$ were the most difficult. $P_0$ is small to begin with ($\approx 0.01$) at thermal energy and decreases rapidly to zero at roughly 10 MeV. $P_7$ and $P_8$ start out even smaller at thermal energies; while they increase rapidly, another difficulty that manifests itself is an increase in the general variability of the data at higher energies which is not explicable on the basis of the number of fissions observed at a given energy being inferior for high energies ($\approx 10$ MeV) compared to low energies ($\approx 2$ MeV). In fact, the higher energy data has significantly more fissions analyzed, for example, for $(^{235}\text{U} + n)$ there were 4,532 fissions analyzed for $E_n = 1.87$ MeV, but 11,374 fissions analyzed for $E_n = 9.74$, and these are typical of their respective neighboring values. (Incidentally, a typical modern $P_v$ experiment for spontaneous fissions or thermal neutron energies would involve $10^5$ or $10^6$ fissions. This points out the basic problem of the Frehaut data, lack of sufficient statistics.)
It is not practical to present every case treated, but the problems encountered and solutions adopted in reducing the data to useable form can best be illustrated with actual examples, using \((^{239}\text{Pu} + n)\) for \(v = 0\) to 8 and \((^{235}\text{U} + n)\) for \(v = 7,8\) as fairly representative.

These cases are illustrated in Fig. 1-10. The general format of these is to show the raw data (i.e. thermal plus Frehaut data points) above and the data plus the fitted polynomial in powers of \(E_n\) below.

The polynomial used was the lowest order which would give a good fit. Although the (Hewlett-Packard 9845) software for polynomial fitting routine also produced mathematical goodness of fit parameters, the criteria that proved practical in deciding the goodness of fit were those based in the general knowledge of how the \(P_v\) functions of energy behaved, and that the fitted curve should intercept the \(P_v\) axis close to the thermal value, since these are assumed to be one of two orders of magnitude more accurate than the typical data for \(E_n>0\).

The curve fitting routine did not allow for weighting the data points according to statistical uncertainty, but a simple subterfuge, entering a data pair more than once, produced the same effect. The only points weighted this way were the thermal values. It was found that giving the thermal value a weight of 5 or 10 tended to improve the agreement of the fitted curve at \(E_n = 0\), while not noticeably affecting the goodness of fit among the Frehaut data points which start at \(E_n = 1.36\) MeV. In a few cases, choice of the order of the polynomial between otherwise equivalent fits was decided on the basis of which gave best agreement with the thermal value. However, in all cases where there was a thermal value available, there was no difficulty in fitting a low order polynomial (fourth or less) to the thermal value and the Frehaut data, a point which will be commented on later.
Though the resulting fits are meant to be considered representations of the respective $P_\nu$ only in the region 0 to 10 MeV, data points for $E_n$ up to about 14 MeV were used in order to be able to make more certain the course of the function in the neighborhood of 10 MeV. In some of the Figs. (1-10), the fitted polynomial is shown extending beyond 10 MeV. In some cases, the particular $P_\nu$ continues to be represented by the fitted curve beyond 10 MeV, but in other cases the formal analytical extension of the polynomial is clearly non-physical, as the curve would depart from zero when it should remain there, or reverse direction when it should continue monotonically. This point will also be discussed later.

In a relatively few situations, data points were discarded when they seemed to lie off the tentatively fitted curves by what seemed to be significantly more than the typical variability in the data for that particular $P_\nu$ and seemed to interfere with the goodness of fit to the rest of the data.

Some particular remarks: The curve for $P_0$ (Fig. 1) illustrates the inadequacy of a finite order polynomial representation for more than a limited range, as the data indicates $P_0$ is statistically zero from about $E_n = 10$ MeV on. Similarly for $P_1$ (Fig. 2) where the best fit to the data over the whole region tends to change direction at $E_n = 13$ MeV, while (considering the data up to $E_n = 10$ MeV) it should asymptotically approach zero.

Fig. 5 ($P_w$) illustrates that a higher order least squares fitted polynomial, while a better fit by the least squares criterion, is not necessarily better physically, so that the third order polynomial was chosen as the better representation.

$P_8$ (Fig. 9) had two problems, the extreme scatter of the data points (upper part of the figure) though a trend is clearly visible, and the absence
of a thermal value to serve as an "anchor point." The effect of scatter was
greatly reduced by averaging groups of points with respect to ordinate and
abscissa, and fitting the curve to these points as plotted in the lower part of
the figure.

The fitted curve for $P_8$ predicts a small nonzero value for $P_0$ at $E_n = 0$
which is not inconsistent with the zero value reported considering the assigned
standard deviations for that data.

Fig. 10 illustrates $P_7$ and $P_8$ for $(^{235}U + n)$. A nonzero thermal value is
reported for $P_7$, but not for $P_8$, for this system. As can be seen, the Frehaut
data for $(^{235}U + n)$ is consistent with $P_8 = 0$ even beyond $E_n = 10$ MeV. How-
ever in agreement with the non-zero thermal value for $P_7$, the Frehaut data does
show a small non-zero component for $P_7$ from $E_n = 1.36$ to about 6 MeV, fol-
lowed by what seems to be an abrupt rise starting about $E_n = 8.5$ MeV, with
however much scatter to the data. It was decided that the abrupt rise is an
artifact due to chance occurrence of three consecutive low values in the region
$7 - 8$ MeV. Therefore a curve was fit which agrees with the thermal values
and extrapolates to an average of the Frehaut data in the region 10 to 11 MeV.

"Normalizing" the Smoothed Data

Here normalized will be used to mean that $\sum P_v = 1$ and $\sum vP_v = <v>$,
where $<v>$ is a prescribed value.

After smoothing each $P_v$ treated as a function of $E_n$ by least squares
fitting a polynomial to the data, the $P_v$ at a given energy will no longer
sum to unity although they are close, about a percent or so off.

The renormalized data are then subjected to the transformation according
to Eqs. (2), (3), and (4), subject to the condition that they produce the value
of $<v>$ appropriate to that energy.
The values of $\langle \nu \rangle$ vs. $E_n$ used in principle could have been those evaluated from all the literature. In the present situation it was thought better to ensure consistency and minimize uncertainties due to the as yet untried technique for evaluating the data, by using $\langle \nu \rangle$ for the three nuclides as determined by the same group that furnished the $P_\nu$ data.

A second choice made was to smooth the $\langle \nu \rangle$ data rather than use the quoted experimental points. This is because as long as one stays away from an energy region roughly less than 1 MeV, there is no indication of any structure in $\langle \nu \rangle$ vs $E_n$; the relation seems quite linear, with the exception of what seems to be a definite jog between 4 and 7 MeV for ($^{235}U + n$) (Fig. 11). Thus, with the exceptions noted, deviations from linearity could be considered statistical (Figs. 12 and 13).

The process of normalizing in both senses the smoothed distributions is illustrated in Tables I and II, for ($^{235}U + n$) and ($^{239}Pu + n$) respectively, using the data at $E_n = 0$. Column (a) contains the smoothed data at $E_n = 0$ normalized only in the sense $\sum P_\nu = 1$. Column (b) contains the data normalized additionally so that $\sum \nu P_\nu = \langle \nu \rangle$, where the value of $\langle \nu \rangle$ was evaluated independently. Column (c) shows $P_\nu$ at $E_n = 0$ from our earlier evaluation of thermal $P_\nu$ data, together with the standard deviations assigned at that time.

Final Results and Evaluation

The final results of this process of data evaluation are presented in tabular form (Tables III, IV, V) and graphically (Fig. 14 and 15) to show the general truncated (on the abscissa scale) bell-shape. The $E_n = 0$ $P_\nu$ for ($^{238}U + n$) are obtained of course by extrapolation of the fitted functions. The ($^{238}U + n$) curves are qualitatively similar to those for ($^{239}Pu + n$) and so are not presented.
The important question at this point is how accurately this salvaged data represents reality. There is only $P_v$ data for $E_n = 0$ and then only for $(^{235}\text{U} + n)$ and $(^{239}\text{Pu} + n)$. As mentioned above, the smoothed data of Frehaut extrapolates very well to those $E_n = 0$ values in the two cases where such are available, even before weighting those points (although in recognition of their superior statistical precision and accuracy, they were accordingly weighted in the final fitting process). This argues that the lack of smoothness in the Frehaut data is statistical and that there may not be any serious systematic errors. Then a smoothing procedure which tends to level statistical fluctuations would have validity.

Another indication of validity in the procedure is that in the two cases (Tables I and II) where the thermal values obtained by the data processing procedure could be compared with $P_v$ values obtained independently, the two sets are well within the uncertainties assigned to the independently obtained $P_v$ values, even without weighting the $E_n = 0$ values.*

Finally, each $P_v$ set was derived independently on at least two occasions widely enough separated in time so that some of the subjective details of the process, such as which points to drop from the fitting procedure, how far beyond 10 MeV should points be included, what was the lowest order best fit, etc., were forgotten. Nevertheless, aside from minor differences due to our acquiring improved skills at fitting, the respective derived $P_v$ sets were all essentially equivalent well within the attributed uncertainties.

* The data in Tables I and II do have weighting for the thermal values, which of course increases the apparent agreement.
It would be very desirable to compare the Frehaut data as processed above with $P_v$ values derived from new experiments. However, it was the lack of such experiments together with the low probability in the present state of reactor physics or nuclear data research that such experiments would be performed that was a major reason for the present work.

All things considered, we do feel the present set of data will prove adequate for safeguards work, and the kind of methodology used may even indicate how to design future $P_v$ experiments so as to most economically and efficiently utilize experimental time and facilities.

The lack of a thermal $P_v$ set to "anchor" the fitted curves does however reduce the reliability of $(^{238}\text{U} + n)$ compared to the others.

Further Remarks

A reason for our interest in $P_v$ is the hope that some information regarding the systematics of neutron multiplicity in fission would result. This could be important both from the standpoint of improving the theory of the fission process and to compensate for the lack of experimental data in many instances.

The more we have delved into the details of $P_v$ the more it seems to be so that such systematics as are noticed (e.g. Terrell, et al.) are true only in a fairly approximate sense and are not necessarily accurate enough relations to be useful in many technical applications, such as neutron correlation counting.

In the present paper it is seen that for two nuclides $<v>$ is quite linear over the range $E_n > 1$, say, for two of the nuclides, but must be represented by two lines joined by a smooth transition for the third nuclide. That same
nuclide has no discernable $P_8$ component in the studied region, whereas the other nuclides, only 3 and 4 nucleons away have small but definitely non-zero $P_8$ components.

On the other hand, a plot of the second factorial moment $\langle \nu(\nu-1) \rangle$ for the three nuclides reveals a curious consistency which we are at a loss to explain as being some artifact of the data smoothing process (Fig. 16). The three plots of $\langle \nu(\nu-1) \rangle$ each seem to be made up of two straight line segments with a smooth transition between. The extrapolations of these straight line portions seem to all intersect between 4 and 5 MeV.

These and other speculations can ultimately only be satisfied with more experimental work.
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Table I

Comparison of $P_v(E_n = 0)$ for ($^{235}$U + n), derived in different ways

a) curve fitted, $\langle v \rangle = 2.41052$.
b) curve fitted, normalized to $\langle v \rangle = 2.41400$.
c) consensus data, normalized to $\langle v \rangle = 2.41400$.

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>$P_v$</th>
<th>$P_v$</th>
<th>$P_v$</th>
<th>$\text{std. dev.}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>.0319004</td>
<td>.0316520</td>
<td>.0317223</td>
<td>.0015</td>
</tr>
<tr>
<td>1</td>
<td>.1725213</td>
<td>.1718003</td>
<td>.1717071</td>
<td>.0014</td>
</tr>
<tr>
<td>2</td>
<td>.3361397</td>
<td>.3357926</td>
<td>.3361991</td>
<td>.0031</td>
</tr>
<tr>
<td>3</td>
<td>.3038798</td>
<td>.3044640</td>
<td>.3039695</td>
<td>.0004</td>
</tr>
<tr>
<td>4</td>
<td>.1266155</td>
<td>.1271582</td>
<td>.1269459</td>
<td>.0036</td>
</tr>
<tr>
<td>5</td>
<td>.0261843</td>
<td>.0263510</td>
<td>.0266793</td>
<td>.0026</td>
</tr>
<tr>
<td>6</td>
<td>.0026170</td>
<td>.0026383</td>
<td>.0026322</td>
<td>.0009</td>
</tr>
<tr>
<td>7</td>
<td>.0001421</td>
<td>.0001436</td>
<td>.0001449</td>
<td>.00006</td>
</tr>
</tbody>
</table>

$\langle v \rangle$ | 2.4105200 | 2.4140000 | 2.4140000 | .007 |
$\langle v(v-1) \rangle$ | 4.6231073 | 4.6364655 | 4.6382 | .0297 |
$\langle v(v-1)(v-2) \rangle$ | 6.7769876 | 6.8063813 | 6.8176 | .1683 |
$\langle v(v-1) \rangle/\langle v \rangle^2$ | .7956325 | .7956325 | .79593 | .00510 |
$\langle v \rangle^2 - \langle v^2 \rangle$ | 1.2230207 | 1.2230695 | 1.2248 | .0297 |
$\langle v^2 \rangle$ | 7.0336273 | 7.0504654 | 7.0522 | .0297 |
<table>
<thead>
<tr>
<th></th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>std. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{\nu} )</td>
<td>( P_{\nu} )</td>
<td>( P_{\nu} )</td>
<td>( P_{\nu} )</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.0108819</td>
<td>0.0108593</td>
<td>0.0108601</td>
<td>0.0003</td>
</tr>
<tr>
<td>1</td>
<td>0.0993848</td>
<td>0.0995994</td>
<td>0.0993044</td>
<td>0.0028</td>
</tr>
<tr>
<td>2</td>
<td>0.2747747</td>
<td>0.2749800</td>
<td>0.2748737</td>
<td>0.0003</td>
</tr>
<tr>
<td>3</td>
<td>0.3269322</td>
<td>0.3268549</td>
<td>0.3270500</td>
<td>0.0041</td>
</tr>
<tr>
<td>4</td>
<td>0.2046922</td>
<td>0.2044754</td>
<td>0.2047660</td>
<td>0.0087</td>
</tr>
<tr>
<td>5</td>
<td>0.0727458</td>
<td>0.0726004</td>
<td>0.0727220</td>
<td>0.0133</td>
</tr>
<tr>
<td>6</td>
<td>0.0097395</td>
<td>0.0097138</td>
<td>0.0097430</td>
<td>0.0027</td>
</tr>
<tr>
<td>7</td>
<td>0.0006463</td>
<td>0.0006452</td>
<td>0.0006310</td>
<td>0.0009</td>
</tr>
<tr>
<td>8</td>
<td>0.0002726</td>
<td>0.0002716</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

\( \langle \nu \rangle \) 2.8773708 2.8750000 2.8760000 0.09
\( \langle \nu(\nu-1) \rangle \) 6.7569620 6.7505254 6.7435 0.0184
\( \langle \nu(\nu-1)(\nu-2) \rangle \) 12.6350212 12.6169716 12.5447 0.0539
\( \langle \nu(\nu-1) \rangle / \langle \nu \rangle^2 \) 0.8161309 0.8161309 0.81528 0.00223
\( \langle \nu^2 \rangle - \langle \nu \rangle^2 \) 1.3550705 1.3551498 1.3481 0.0184
\( \langle \nu^2 \rangle \) 9.6343328 9.6265254 9.6195 0.0184
<table>
<thead>
<tr>
<th>$E_n$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0317223</td>
<td>0.0237898</td>
<td>0.0183989</td>
<td>0.0141460</td>
<td>0.0115208</td>
<td>0.00784988</td>
<td>0.0046272</td>
<td>0.0024659</td>
<td>0.0012702</td>
<td>0.0007288</td>
<td>0.0004373</td>
</tr>
<tr>
<td>1</td>
<td>0.1710712</td>
<td>0.1555556</td>
<td>0.1348991</td>
<td>0.1194839</td>
<td>0.1039264</td>
<td>0.08902010</td>
<td>0.0763321</td>
<td>0.0630957</td>
<td>0.0516909</td>
<td>0.0416979</td>
<td>0.0316163</td>
</tr>
<tr>
<td>2</td>
<td>0.3361991</td>
<td>0.3216515</td>
<td>0.3062123</td>
<td>0.3026666</td>
<td>0.3013668</td>
<td>0.30151975</td>
<td>0.2990407</td>
<td>0.3015070</td>
<td>0.2982537</td>
<td>0.3033023</td>
<td>0.2949390</td>
</tr>
<tr>
<td>3</td>
<td>0.2659459</td>
<td>0.3150433</td>
<td>0.3217566</td>
<td>0.3266568</td>
<td>0.3323426</td>
<td>0.3330175</td>
<td>0.3290407</td>
<td>0.3210507</td>
<td>0.3123950</td>
<td>0.3258251</td>
<td>0.3342611</td>
</tr>
<tr>
<td>4</td>
<td>0.0667933</td>
<td>0.0356013</td>
<td>0.0455792</td>
<td>0.0569113</td>
<td>0.0674456</td>
<td>0.0789124</td>
<td>0.0845974</td>
<td>0.0822576</td>
<td>0.0752450</td>
<td>0.0685690</td>
<td>0.0600909</td>
</tr>
<tr>
<td>5</td>
<td>0.0026322</td>
<td>0.0034339</td>
<td>0.0055694</td>
<td>0.0099426</td>
<td>0.0129824</td>
<td>0.0155916</td>
<td>0.0165604</td>
<td>0.0060887</td>
<td>0.0052349</td>
<td>0.0051737</td>
<td>0.0065090</td>
</tr>
<tr>
<td>6</td>
<td>0.0014490</td>
<td>0.0004546</td>
<td>0.00011093</td>
<td>0.00019504</td>
<td>0.00027307</td>
<td>0.00039148</td>
<td>0.00079244</td>
<td>0.0107009</td>
<td>0.0135376</td>
<td>0.0175099</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE III.** $P_v$ vs. $E_n$ (MeV) for $^{235}U$
<table>
<thead>
<tr>
<th>$E_p$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.039684</td>
<td>0.299076</td>
<td>0.022651</td>
<td>0.017023</td>
<td>0.012493</td>
<td>0.0088167</td>
<td>0.0058736</td>
<td>0.0035997</td>
<td>0.0019495</td>
<td>0.0008767</td>
<td>0.0003271</td>
</tr>
<tr>
<td>$\nu(\nu-1)$</td>
<td>0.252954</td>
<td>0.2043215</td>
<td>0.1624020</td>
<td>0.1272992</td>
<td>0.0984797</td>
<td>0.0751744</td>
<td>0.0585985</td>
<td>0.0420460</td>
<td>0.0309087</td>
<td>0.0226587</td>
<td>0.0166184</td>
</tr>
<tr>
<td>$\nu(\nu-1)(\nu-2)$</td>
<td>0.295354</td>
<td>0.2995886</td>
<td>0.2957263</td>
<td>0.2840540</td>
<td>0.2661975</td>
<td>0.2436570</td>
<td>0.2179252</td>
<td>0.1904095</td>
<td>0.1625055</td>
<td>0.1356058</td>
<td>0.1111114</td>
</tr>
<tr>
<td>$\nu^2(\nu-1)/\nu^2$</td>
<td>0.264470</td>
<td>0.2914889</td>
<td>0.3119098</td>
<td>0.3260192</td>
<td>0.3349338</td>
<td>0.3379111</td>
<td>0.3368663</td>
<td>0.3314576</td>
<td>0.3217392</td>
<td>0.3076919</td>
<td>0.2892434</td>
</tr>
<tr>
<td>$\nu^2-\nu^2$</td>
<td>0.111758</td>
<td>0.1301480</td>
<td>0.1528786</td>
<td>0.1779579</td>
<td>0.2040116</td>
<td>0.2297901</td>
<td>0.2515753</td>
<td>0.2760413</td>
<td>0.2943792</td>
<td>0.3080166</td>
<td>0.3160166</td>
</tr>
<tr>
<td>$\nu^2$</td>
<td>0.0312261</td>
<td>0.0363119</td>
<td>0.0434233</td>
<td>0.0526575</td>
<td>0.0640468</td>
<td>0.0759717</td>
<td>0.0933127</td>
<td>0.1112075</td>
<td>0.1313074</td>
<td>0.1536446</td>
<td>0.1782484</td>
</tr>
<tr>
<td>$\nu^2$</td>
<td>0.0050436</td>
<td>0.0006947</td>
<td>0.0000318</td>
<td>0.0013467</td>
<td>0.0020308</td>
<td>0.0030609</td>
<td>0.0045431</td>
<td>0.0065387</td>
<td>0.0091474</td>
<td>0.0124662</td>
<td>0.0166066</td>
</tr>
<tr>
<td>$\nu^2$</td>
<td>0.0001158</td>
<td>0.0001751</td>
<td>0.0003159</td>
<td>0.0005405</td>
<td>0.0008730</td>
<td>0.0013626</td>
<td>0.0020931</td>
<td>0.0031316</td>
<td>0.0046284</td>
<td>0.0067176</td>
<td>0.0095665</td>
</tr>
</tbody>
</table>

**TABLE IV.** $P_\nu$ vs. $E_p$ (MeV) for $^{239}$U
<table>
<thead>
<tr>
<th>( E_n )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v )</td>
<td>( v_{(v-1)} )</td>
<td>( v_{(v-1)}(v-2) )</td>
<td>( v_{(v-1)/(v-2)} )</td>
<td>( v_{(v-1)^2/v^2} )</td>
<td>( v_{(v-1)}(v-2) )</td>
<td>( v_{(v-1)^2/v^2} )</td>
<td>( v_{(v-1)}(v-2) )</td>
<td>( v_{(v-1)^2/v^2} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.0108826</td>
<td>0.0084842</td>
<td>0.0062555</td>
<td>0.0045860</td>
<td>0.0032908</td>
<td>0.0022750</td>
<td>0.0014893</td>
<td>0.0009061</td>
<td>0.0004647</td>
<td>0.0002800</td>
<td>0.0002054</td>
</tr>
<tr>
<td>1</td>
<td>0.0994916</td>
<td>0.0790300</td>
<td>0.0611921</td>
<td>0.0477879</td>
<td>0.0374390</td>
<td>0.0291416</td>
<td>0.0222369</td>
<td>0.0163528</td>
<td>0.0113283</td>
<td>0.0071460</td>
<td>0.0038056</td>
</tr>
<tr>
<td>2</td>
<td>0.2748839</td>
<td>0.2536175</td>
<td>0.2265508</td>
<td>0.1983002</td>
<td>0.1704196</td>
<td>0.1437645</td>
<td>0.1190439</td>
<td>0.0968110</td>
<td>0.0775201</td>
<td>0.0615577</td>
<td>0.0492548</td>
</tr>
<tr>
<td>3</td>
<td>0.3269196</td>
<td>0.3296700</td>
<td>0.3260637</td>
<td>0.3184667</td>
<td>0.3071862</td>
<td>0.2928006</td>
<td>0.2756297</td>
<td>0.2558524</td>
<td>0.2335926</td>
<td>0.2089910</td>
<td>0.1822078</td>
</tr>
<tr>
<td>4</td>
<td>0.2046061</td>
<td>0.2328111</td>
<td>0.2589354</td>
<td>0.2792811</td>
<td>0.2948565</td>
<td>0.3063902</td>
<td>0.3144008</td>
<td>0.3194566</td>
<td>0.3213289</td>
<td>0.3200121</td>
<td>0.3154159</td>
</tr>
<tr>
<td>5</td>
<td>0.0726834</td>
<td>0.0800161</td>
<td>0.0956070</td>
<td>0.1158950</td>
<td>0.1392594</td>
<td>0.1641647</td>
<td>0.1892897</td>
<td>0.2134988</td>
<td>0.2356614</td>
<td>0.2545846</td>
<td>0.2687282</td>
</tr>
<tr>
<td>6</td>
<td>0.0097292</td>
<td>0.0155581</td>
<td>0.0224705</td>
<td>0.0301128</td>
<td>0.0386738</td>
<td>0.0484343</td>
<td>0.0597353</td>
<td>0.0729739</td>
<td>0.0868183</td>
<td>0.1072344</td>
<td>0.1295143</td>
</tr>
<tr>
<td>7</td>
<td>0.0006301</td>
<td>0.0011760</td>
<td>0.0025946</td>
<td>0.0048471</td>
<td>0.0078701</td>
<td>0.0116151</td>
<td>0.0160828</td>
<td>0.0213339</td>
<td>0.0274895</td>
<td>0.0347255</td>
<td>0.0432654</td>
</tr>
<tr>
<td>8</td>
<td>0.0001685</td>
<td>0.0003469</td>
<td>0.0005205</td>
<td>0.0007233</td>
<td>0.0010466</td>
<td>0.0014140</td>
<td>0.0020017</td>
<td>0.0028246</td>
<td>0.0039531</td>
<td>0.0054784</td>
<td>0.0075217</td>
</tr>
</tbody>
</table>

**TABLE V.** \( P_v \) vs. \( E_n \) (MeV) for \(^{239}\text{Pu}\)
$P_\nu$ vs. $E_n$ for $^{235}\text{U} + \text{n}$

$E_n$ (MeV)

$P_\nu$

$\nu = 0$

$\nu = 1$

$\nu = 2$

$\nu = 3$

$\nu = 4$

$\nu = 5$

$\nu = 6$

$\nu = 7$

FIGURE 14
\[ \langle \nu(\nu-1) \rangle \text{ vs. } E_n \]

- \( (239\text{Pu} + n) \)
- \( (235\text{U} + n) \)
- \( (238\text{U} + n) \)

\( E_n \) (MeV)