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I. INTRODUCTION

In spite of the importance of DNA replication in both the duplication of the

genome, as well as in its rearrangements, the dynamics of (DNA ) polymerase action

still remains largely unexplored ( Komberg, 1988 ). More surprising stilt is that while

the most frequent mode of eukaryotic gene control is at the' transcriptionat level

(Darnell, 1982 ), the factors contributing towards the underlying regulation of the rate

of movement of RNA polymerascs ( r ) remain elusive.
t

ABSTRACT

One aspect of the strong relationship that is known to exist between the processes of DNA

replication and transcription is manifest in the coupling of the rates of movement of the replication

fork (77) and RNA polymerase (rj). We address two issues concerning the largely unexplored area

of polymerase dynamics:

(i) The validity of an approximate kinematic formula linking Tf and r, suggested by ex-

periments in which transcription is initiated in some prokaryotes with the antibiotic streptolydigin,

and

(ii) What are the molecular bases of the kinematic formula?

An analysis of the available data suggests possible molecular bases for polymerase dy-

namics. In particular, we are led to a hypothesis: In active chromatin rt may depend on the length

(A,) of the transcript of the primary messenger RNA (pre-mRNA). This new effect is subject to

experimental verification. We discuss possible experiments that may be performed in order to test

this prediction.
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The problem brought into the foreground of molecular biology by Komberg's remarks

is clearly of deep significance but, at the same time of great complication. What we are

able to learn much more easily ( by inspection of the available data ) concerns

polymerase kinematics rather than polymerase dynamics . By scrutinizing the data

certain relationships between the rate of movement of the replication fork ( r ) and r

f t

appear with striking regularity throughout phytogeny ( cf.. Sec. l(b) and table 1 ).

Our hope is that in trying to find physical phenomena underlying purely kinematic

relations, some insights may be gained into polymerase dynamics. This will be the

main theme of this work.

We begin the next subsection with a review of the main properties of the r
f

and r parameters,
t



(b) Some aspects of polymerase kinematics may be inferred from

data obtained throughout phylogeny.

There are certain aspects of the data concerning transcription and DNA

replication that are well established:

(i) rf for prokaryotes is generally much larger than for eukaryotes ( cf.,

table I ).

(ii) r for prokaryotes is generally much larger than for eukaryotes ( cf.,

table 2).

(iii) rf is normally larger than r( ( cf., tables 1 and 2, and Kriegstein &

Hogness, 1974 ).

(iv) In prokaryotic cells the coupling of r and r is suggested by
f t

streptotydigin-induced inhibition of r which, in turn, leads to a decrease of r,.

(Pato, 1975 ).

(v) Altough there is a priori a high probability of frequent encounters between

DNA polymerases and RNA polymerases while engaged in their polymerization

actions, somehow genomes have avoided this possibility by appropriate orientation of

transcription units; this is clear at least in the chromosome of the bacterium Escherchia

coli ( Brewer, 1988 ).

(vi) There seems to be temperature dependence of r(; its value in the case of

DNA replication in the spermatocytes of the amphibian Triturus vulgaris (the

European smooth newt) indicates that a 40% reduction in temperature induces a 50%

reduction inr,- ( Callan, 1972, and table 1 ).

Due to our present limitations, a general predictive algorithm that may

encompass (i) to (vx) lies beyond the scope of the present note. A more feasible line

of research is preferred: We propose to search for empirical rules restricted to

kinematics ; then if we succeed to justify our empirical results, the physical arguments

used in the justification may give us some insights into polymerase dynamics. Our

present attempt is limited to only four of the above-mentioned aspects of the data (ie.,

(i) to (iv)).

(c) An outline of the remaining part of this work.

The rest of this note is distributed as follows:

In Sec. 2 we present our basic hypothesis: to wit, a kinematic formula ( cf.,

Eqn. (3) ). The remaining part of this section discusses possible theoretical bases that

may support the validity of the kinematical formula.

In Sec. 3 we face the problem of searching for the molecular bases of the

kinematic formula. The central argument in this section is presented in terms of the

possible occurrence of phase transitions in the genome after the initiation of DNA

replication, since some experiments have previously suggested that phase transitions

may occur as possible triggers for the initiation of DNA synthesis.



In Sec. 4 we discuss the experimental support of the kinematic formula and, on

the strength of the evidence, we suggest the existence of a new effect concerning the r

parameter ( cf., Eqn (23)).

Finally, in Sec. 5, we summarize our main conclusions. The appendices

contain a more technical discussion, which is relevant to the theoretical support of the

kinematic formula.

2, THE FIRST ISSUE IN POLYMERASE DYNAMICS

(a) Is there a kinematical formula linking the r and r
f t

parameters?

We have referred in Sec. l(a) to the evidence (cf., Sec. l(b), (i) to (iv)) which

suggests a linear relationship between Tj. andr . We thus hypothesise that:

H r
o t

(1)

From the data displayed in tables 1 and 2 we may infer that |i<, is expected to

be greater than 1 in eukaryotic celts, and much greater than 1 in prokaryotic cells. The

dimensionless parameter fi shall be assumed to be given by the ratio of two

dimensional length parameters:

(i) A characteristic length which is associated with replication, namely the

replicon size X^. In other words ( Hand, 1978 ), the characteristic length that

concerns us here corresponds to a genetic element such as an episome, or

chromosome, that replicates as a whole with a unique origin of replication (ori). It is

at this particular DNA segment where the process of duplication of DNA is initiated.

This process proceeds linearly until the element is copied. In table 3 we have gathered

together values of X^ for a variety of organisms.

(ii) A characteristic length X that may be associated with the transcription of a

given gene. We take this length to be that of pre-messenger RNA (pre-mRNA).

The simplest hypothesis for constructing the dimensionless parameter n in

terms of the characteristic lengths X^ and X( guided by the data in tables 1 and 2, is

that:

|i= V [ U A ] (2)
f t

We consider in Sec. 3 the physical bases that may suppoi t this conjecture. In

other words, the hypothesis in Eqn. (1) may take the form:

r = V [<X /A. ] r
f f t t

(3)

but we anticipate, in the next subsection, some possible bases for this formula.



(b) Towards the molecular b ses of the kinematic formula.

A remarkable aspect of polymerase dynamics may be appreciated by ~ecalling the

duration fo the S phase in the life cycle of Xenopus: It is less than 25 minutes in early

embryos compared with many hours in adult cells ( Callan, 1972 ). Several

experiments have yielded some data supporting the view that the control of the rate of

DNA synthesis is accompanied by controlling the frequency with which new forks are

initiated, rather than by controlling the speed r, with which the forks move ( Ward &

Glaser, 1969; Blumenthal et al, 1974 ). The remark on the apparent constant value of

Tf should perhaps be seen in the context that once a leading strand starts at ori it

advances continuously, while the bared opposite strand becomes the template for

discontinuous synthesis of the lagging strand ( Komberg, 1978 ). From these

remarks we would like to highlight two aspects of the rf parameter:

(i) rp maintains a constant value, even in the case of early embryogenesis,

when the rate of DNA synthesis is greatly magnified.

(iij Tr represents a continuous rate of advancement, in spite of the size of the

multienzyme complex involved ( i.e., the large mass of the replicating fork-about 1

MDa- does not seem to be a factor that may deviate ly from keeping a continuous rate of

advancement),

These two properties of the r, parameter are remarkable, particularly if we recall

that before the many polypeptides making up the replicating fork are assembled at or

near ori, their effective motion may be assumed to have been random. This change in

the constituent polypeptides suggests a physical phenomenon which will be introduced

in the next subsection.

(c) Can phase transitions occur in the genome?

Several experiments concerning limiting factors on DNA replication may help to

understand the molecular bases of the kinematic formula, Eqn. ( 3 ):

-Cell shape has been shown to be critical for DNA synthesis ( Folkman &

Moscona, 1978 ).

-The addition of a calcium dication ionophore to the intracellular medium has

been shown to be a mitogenic factor for lymphocytes (Maino et al, 1974 ).

-Cultures of nontransformed and transformed mammalian cells were induced to

synthesize DNA by mere addition of CaClj to the medium ( Dulbecco & Elkington,

1975 ), even in the absence of additional growth factors.

-In rat liver-cell nuclei shape (measured in terms of volume ) has been shown

to display abrupt transitions as function of ion concentration; these ion-induced abrupt

transitions have also been shown to occur in chromatin structure ( Nicolini et al,

1984) : This experiment has suggested to its authors treating the chromatin structural

changes in terms of phase transitions. This proposal is in analogy with a form of

condensed matter intermediate between solid and liquid, i.e., a gel, whose phase

transitions were already described in terms of mean field theory ( Sun et al, 1980). In

this context it should be pointed out that phase transitions have independently been

shown to occur in biological systems other than the genome ( Mizutani et al, 1976 ). A

cellular organelle, the melanosorne, once isolated from human melanoma tumors, show

specific heat anomalies; the data was fitted to the usual equation:

C = yT + JIT + ...

A discontinuity at about 1,9K was observed, in fact the hallmark of a phase

transition. To sum up, the above experiments suggest to us two important new ideas:



(i) Phase transitions may occur in the genome, and

(\\) This phenomenon may be discussed in terms of mean field theory,

(d) Polymerase dynamics may be understood by means of a phase

transition in the genome.

In view of the two ideas mentioned in Sec 2(c) (i.e., (i) and (ii) ), we make the

following assumptions:

(i) Once DNA synthesis is initiated, a phase transition may occur in active

chromatin. We should recall that inactive chromatin is complexed with various

transcription and initiation factors. This particular form of condensed matter, to wit,

active chromatin, is assumed to undergo a phase transition, which shall be described in

detail in Sec. 3(c) below. In other words, instead of drawing on an analogy with gels

( cf., Sec. 2(c) ), which helped us to understand the phase transition induced by

raising ion levels in the nucleus, we now draw on an analogy with other forms of

condensed matter ( cf., Sec. 3(a) below).

(ii) We treat, in the appendices, our second type of phase transitions with mean

field theory, based on an earlier work ( Ginzburg & Landau, 1950).

3. THE SECOND ISSUE IN POLYMERASE DYNAMICS:

WHAT ARE THE MOLECULAR BASES UNDERLYING THE

KINEMATIC FORMULA?

(a) Chromatin may be analogous to other forms of condensed

matter where thermodynamic and macroscopic-quantum-mechanical

concepts may be applied.

Two aspects of chromatin structure deserve particular attention:

(i) The packing ratio T\ of chromatin may be conveniently defined as:

= VL2 (4)

where Lj denotes DNA length in the fully extended state, and L2 denotes DNA

length in the coiled, or folded state achieved at any state of condensation. For example

( Finch & Klug , 1976 ), in the nucleosome we have 166 base pairs (bps) of DNA

rolled over a histone core; in this case:

L = 600 A

This DNA segment is compressed into a coil of height

L = 55 A

Thus, with Eqn. (4) we find the packing ratio:

T| (nucleosome ) = 10 (5)

A further example illustrates the point better; in heterochromatin ( Weisbord,

1982):

T| ( heterochromatin ) = 4000 (6)

These two examples illustrate the intimate relationship between the processes of

DNA replication and packaging.

(ii) The tight packing of chromatin, as evidenced by the highest values of 1\

yields DNA concentrations (denoted by p ) within localized regions of interphase

nuclei of ( Olins & Olins, 1974 ),

p = 200gm/cm

10

(7)



The above two remarks, (i) and (ii) invite comparison between chromatin and

various forms of condensed matter, in which comparable densities may occur. The

disordered structure of chromatin (i.e., lacking for instance translational invariance )

are reminiscent of disorder that does occur in amorphous materials. For this reason in

this, and foltowing sections, we approach the problem of polymerase dynamics in

terms of thermodynamics, since this subject is well known to apply satislactorily to all

forms of condensed matter. Thermodynamics applies particularly well to phenomena

typical of macroscopic quantum mechanics, such as superconductivity ( Chela-Flores

et al, 1988 ), or superfluidity ( Chela-Flores & Ghassib, 1986 ), In the following

subsections we discuss the possible relevance of macroscopic quantum mechanics in

molecular genetics.

(b) A thermodynamic approach applicable to phase transitions in

many forms of condensed matter may well apply to changes in chromatin

structure due to gene expression.

We base our approach to polymerase dynamics on the following question:

What happens to the inactive chromatin free energy when it is turned into active

chromatin?

In order to answer this question we recall thai according to Gibbs all systems

change in such a way that the free energy G is minimized. An expression for G,

which is given in Appendix A may be anticipated from the following remarks:

(i) G may depend explicitly on temperature:

G = G(T)

1 I

(8)

since normal transcription ( i.e., transcription at the homeostatic temperature T )
H

generally occurs below a certain temperature T , at which heat-shock proteins

(hsps) are synthesized ( Lindquist, 1986 ): T
hsp

< T (at T inhibition of
H hsp

normal genes occur, while new hsps are induced). Therefore, we may conclude that

the G function depends on temperature T.

(ii) G may depend on chromatin compaction, since replication is delayed for

high values of the packing ratio i\, for instance for heterochromatin (Lima-de-Faria &

Jaworska, 1968 ). Hence,

G = G(p) (9)

In Sec. 4(c) we will appreciate that at the onset of activation of ori, there is a significant

change in the structure of inactive chromatin. We assign a Gibbs free energy Go to

inactive chromatin, and G to active chromatin; we then treat this significant structural

change as a phase transition ( cf., Sec. 2(d) ). The change in the system will be

denoted by:

AG = G - Go (10)

On the other hand, since the process of initiating DNA replication at ori must

occur spontaneously, then:

AG < 0 (11)

The expression AG depends on the concentrations of the reactants: In the

present example of DNA -eplication coupled to transcription, the reactants are:

12



-For DNA replication: The DNA polymerase complex ( i.e., the replicating

fork, or replisome), and the parental strand to be replicated.

-For transcription: The RNA polymerase ( and the various transcription

factors), and the DNA segment to be transcribed into pre-mRNA.

To sum up: AG in Eqn. (10) indicates how far the reaction is from

equilibrium. It is given a very negative value ( cf., Eqn. (11)), due to a large extent

to the hydrolysis of abundant ATP molecules which, in turn, arose from efficient

conversion of ADP and P; in mitochondria. A specific form of AG in Eqn. (10) is

discussed in Sec. 3(c), and developed in the appendices.

(c) A phase transition may occur when the polymerases interact

with chromatin

The hypothesis we have been led to in the work above is that in chromatin there

may occur a phase transition as in other forms of condensed matter, namely in the solid

state ( superconductivity ), or in the liquid state ( superfluidity ). Indeed, this

possibility was first raised by Delbruck, who was considering the question "whether

or not something very peculiar from the quantum mechanical point of view, like

superconductivity or superfluid helium, will come up. If strange cooperative

phenomena can happen at room temperature in very special molecules..., then certainly

life would have discovered this" (Delbruck, 1963 ).

The 'strange cooperative phenomena' referred to by Delbruck is normally

called a phenomenon of ( Bose ) condensation. However, since in genetics the term

condensation sometimes is used when referring to various degrees of chromatin

compaction, we prefer to reserve the term 'condensation' to the well-known physical

phenomena ( two examples of which were already alluded to by Delbruck ).

Condensation was invoked again in modelling the cell membrane ( Frohlich, 1977 ).

13

In the question of the origin of life, the possibility of condensation occurring in genetics

was first raised a few years ago (Chela-Flores, 1985 ).

Tht most recent application of condensation in biology is in the problem of the

origin of chirality in amino acids ( Salam, 1991 ). In this work the state of an amino

acid has been represented by a second quantized field: What was done more precisely

was to take the wavefunction for the electronic ground state of one enantiomer of a

chiral molecule ( MacDermott & Tranter, 1989 ). In the present work we prefer to use

a somewhat less microscopic concept, that of an effective amino acid wavefunction

V (x ), which is later idtntified with an order parameter for the onset of condensation.

Since condensation implies that every state is given by the same y ( Chela-

Flores, 1975 ), then the whole polypeptide complex making up any of the polymerases

involved in the r and r parameters is given by an y wavefunction. We assign the
f t

complex functions V for the replication fork, and \|f for the RNA polymerase
f t

associated with r (i.e., RNA polymerase for prokaryotes and RNA polymerase II

t

for eukaryotes ). Then, following a standard procedure { Ginzburg & Landau, 1950),

we write the complex variable \f as a modulus R and a phase S:

= R exp (iS )
f f f

= R exp(iS
t t t

(12)

(13)

and equate the 'superfluid' velocity with the gradient of the phase of the wavefunction:

(14)r = I -ihVS I / m
f f f

r = I -ihVS I / m
t t t

(15)

Then, if the phase transition is of the second order (ie., as in the case of

14



superconductivity), we may identify y and y with the order parameter in the
f t

expansion in Eqn, (10), corresponding to the free energy for either polymerase. For

instance,

AG = AG ( v
f f f

AG AG ( y
t t

(16)

(17)

Assuming that the homeostatic temperature of a given organism ( T ) is
H

beneath the critical temperature (T ) for the phase transition into the condensed mode,
c

we may expand A G near T , as we have done in Appendix A ( cf., Eqn. Al ).
c

This work provides us with convenient expressions for the evolution of y , where
f.t

we have used an abbreviated expression for both order parameters. This, in turn

implies

that we can study the evolution of the S . Finally, in view of the expressions in
f.t

Eqns. (14) and (15) , we are able to obtain expressions for the genetically relevant

parameters, to wit, r and r .
f t

(d) A consequence of the hypothesis of polymerase activity

triggering a phase transition from inactive into active chromatin.

We have assigned order parameters y and y to the replication fork and
f t

RNA polymerase respectively. According to the arguments given in Sec. 3(a) these

functions may depend on:

(i) The chromatin concentration p , and

15
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(ii) On whether the chromosome is transcriptionally active (i.e., euchromatic ),

or transcriptionally repressed ( i.e., heterochromatic ). The ordir parameters satisfy,

therefore, the following inequality:

f,t
( p, haterochromatin ) I »

f,t
( p, euchromatin ) I (18)

(e) A possible derivation of the kinematic formula.

The evolution of the order parameters \i may be studied as functions of the
f,t

chromatin concentration p and the position variable x ( cf., appendices A and B ).

With the further assumption that the degree of compaction of the polymerases is

approximately equal in both cases { cf., Appendix C, Eqn. (C.3) ), we may readily

obtain:

(19)r =
f 0 t

where, according to Eqn. (C.8), we have:

1/2
fi = (X IX ) (m /m )

0 t f t f
(20)

where the m-variables represent the polymerase masses ( cf., Eqn. (A.2) ). On the

other hand, according to Eqn. (C.5), we have:

M. = X IX (21)
f t

Hence, Eqns. (20) and (21) show that Eqn. (19) corresponds to the kinematic

formula ( cf., Eqn. (3) ). The approximate validity of Eqn. (19) will be further

discussed in Sec. 4, and confronted with some data that has been obtained from

eukaryotes.

16



4. DISCUSSION

(a) Limitations to the application of the kinematic formula.

Since prokaryotes do not have histories playing a major role in gene expression,

we omit their discussion in terms of the kinetic formula; the theoretical arguments

sketched in the appendices are based on chromatin structure, and may not apply to these

single cell organisms.

The interesting alterations of X^ observed in Drosophila in embryonic cells

(cf., Table 3), as compared with somatic cells ( Kriegstein & Hogness, 1974 ) are not

discussed in detail in terms of the kinematic formula; for it is clear that the particular

embryonic stage in which the experiments were performed was prior to the midblastula

transition: This particular stage of ontogenesis represents an abrupt physiological

change, in which the onset of appreciable transcription is initiated by RNA polymerase

II and III; RNA polymerase I begins slightly later, at least for Xenopus ( Watson

el at, 1987, p. 756 ),thereby rendering a discussion of the Drosophila developmental

data futile, since the formula applies to the coupled processes of transcription and DNA

replication.

(b) Experimental support of the kinematic formula.

In this subsection we consider the experimenral evidence that, to a certain

extent, may support the kinematic formula ( cf., Eqn. (3) ). In Table 5 we have

gathered some values of the polymerase masses for both prokaryotes and eukaryotes.

This evidence does not rule out the approximate validity of Eqn. (19), for the following

reasons:

17

(i) In prokaryotes (he molecular weight of DNA polymerase III is about

8xlO5 Da (Darnell et al, 1990, p. 461); thus, we may take:

(prok) -
m = 8x10 Da

f

whereas in yeast ( Watson etal, 1987, p. 566 ):

(euk)
4kDa < m < 6kDa.

f

(ii) In prokaryotes the mass of RNA polymerase is given by ( Watson et at,

1987, pp. 366-367; Darnell et al, 1990, p. 231 ):

{prok)
4.5 kDa < m < 5 kDa

t

whereas for the yeast cell (Watson et al, 1987, p. 566):

(euk)
4 kDa < m < 6 kDa

t

Therefore, from (i) and (ii) we may assume the approximate equality m =
f

m and we may then infer then, from Eqn. (19) that,
t

1/2 1/2
r « {X IX) (X IX ) r = (X IX ) r
f t f f t t ft t

thus justifying the approximate validity of the kinematic formula, Eqn. (3).

(c) Chromatin structural changes may be an important

mechanism in the regulation of DNA replication and transcription.

There are some general considerations on DNA replication and transcription in

chromosomes that may help to clarify the preliminary understanding of polymerase

dynamics, which we have initiated in this note:

18
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(i) The time required to replicate all DNA and, hence, the duration of the S

phase in somatic cells, seems to be controlled by the distribution of oris, rather than by

any change in r (Blumemhal et at ,1974; Ward & Glaser, 1969).
f

(ii) Origin (of DNA replication ) spacings may be determined by some aspect

of chromomeric structure in the interphase chromosomes ( Blumenthal eta!, 1974 ), a

view which is reinforced by the fact that heterochromatization of the regions next to the

centromere- observed in somatic cells- does not appear in embryonic cells. This is in

agreement with the observed disappearance of centromeric heterochromatization after

the onset of Drosopkiia embryonic cellularization as the blastoderm stage is initiated.

To sum up, the relative in variance of r may be controlled by specific chromatin
f

structural changes.

(iii) It also seems likely that the stimulatory effect of the transcriptionat

elements on DNA replication may be due , at least in pan, to effects of chromatin

structural changes. Some evidence in this respect is the following: In Simian Virus

40 (SV40) genomes the binding of transcriptional activator proteins may perturb the

local distribution of nucleosomes, so that the DNA in the adjacent core region is

relatively nucleosome free, thereby allowing initiation proteins, such as the T antigen,

to interact with the core origin (Challberg & Kelly, 1989 ); in fact, it may 1 -. that even

when there is no concurrent DNA replication, the nucleosome structure may be

transiently and locally disrupted during the act of transcription ( Keller etal, 1977 ).

(d) Structural changes due to chromatin activity suggests a new

effect.

Replication over nucleosomes demands major chromatin structural changes (

Alberts & Stemglanz, 1977 ), which may be considered as an impediment for RNA

19

polymerase movement. This phenomenon hints at possible variations in r , which
t

shall be discussed below ( cf., Eqn. (23)). The changes in chromatin are not only

bound to the replicating process of DNA, but there also seems to be a difference related

to transcription in the manner of spacing the nucleosomes:

(i) The transcriptionally active chromatins (for example, yeast and HeLa cells)

may have linker DNA of of variable length, while the transcriptionally inactive

chromatins ( for instance, chicken erythrocyte ) have more regular linker DNA ( Lohr

et al, 1977 ).

(ii) The presence of highly-mobile group proteins in the spacer region of

chromatin might determine the position and length of the spacer regions themselves,

thus contributing to the unique structure of transcriptionally active regions of

chromatin. This phenomenon has been confirmed by experiments with cells from

rainbow trout testis (Levy et al, 1977 ).

(e) Significant alterations in r may occur in active chromatin.
t

When a sample of various genes from a single organism is analyzed, for

instance, in the case of Homo sapiens ( cf., Table 4 ), we have to recall that

experiments impose upon us at least the following set of criteria:

(i) The r parameter is given approximately by the values reported in Table I.

(ii) The replicon size, for organisms at a definite stage of ontogenesis ( for

instance, in the adult form ) is given by the values reported in Table 2 .

In order to retain (i) and (ii), and understand the diversity of values in Table

6, we are led to conclude that r may vary according to the length of the gene being
t

20



transcribed. In Table 2 we have given a reasonable value of r , which is expected to
t

be valid in eukaryotes.

On the other hand, the data of tables 1 to 6 implies that in a certain range of

values of the X parameter, for instance, for
t

X » 100 kb
t

(22)

the structure of chromatin may act as a source of retardation for RNA polymerase; this

may be understood as follows: Since the chromatin repeat length r is such that

r - 200 bp

then for a gene such as dystrophin ( cf.. Table 4 ), RNA polymerase will have to

proceed past some thousand nucleosomes, which will be a factor retarding its rate of

movement. Therefore, we are led to consider the possibility that:

r = r {X ) (23)
t t t

This effect may be tested, by recalling that the r parameter may generally be

assumed to be constant ( cf., Sec. 2(b)); thus, for instance, for H, sapiens we may

use the data in Table 4, and infer (using Eqn. (3)):

2r (PKC) - r (LDL receptor)
t t

(24)

5. CONCLUSIONS

In Table 6 we have gathered together the numerical implications of the kinematic

formula (Eqn. (3)). Some aspects of these results deserve some comments:

21

For the shorter genes in H. sapiens the kinematic formula explains the data

satisfactorily (for example, for p-globin and for insulin); but it should be recalled that

the expected value of r for eukaryotes ( cf., Table 2 ) is only intended to be an

t

approximate result. The same reasonable agreement may be claimed for Xenopus.

On the other hand, although the Drosophila and yeast numerical results are rather

small, no definite conclusion may be inferred in these two cases due to our only

approximate knowledge of the r parameter. The more interesting aspect of the data is
t

the radical deviation obtained, for instance, for dystrophin ( i.e., two orders of

magnitude). In these extreme cases two possibilities may still arise:

(i) The kinematic formula is indeed approximately valid; This situation forces upon us

the new effect predicted in Eqn. (23), which would then be valid in gene expression.

This phenomenon, we have argued, may be due to chromatin structural changes. The

continuous and constant nature of r is supported by the well-established genetic

control on the multiplicity of oris, rather than the control of the r parameter itself ( cf.,
f

Sec. 2(b) ). The variability of r (cf., Eqn. (23)) is hinted at the molecular level by
t

the variability of the length of linker DNA in rranscripa'onally active chromatin, which

displays a unique conformation (cf.. Sec. 4(d)).

(ii) The theory supporting the approximate validity of the kinematic formula

may still be correct (i.e., condensation may be present in active chromatin structural

changes, which may occur due to the coupled processes of replication and transcription;

but the effect predicted in Eqn. (23) is not seen in experiments. In this case a more

rigorous solution to the equation of motion, beyond the linear approximation, may be

needed ( cf., Eqn. ( B.5)).

Although the theory sketched in the appendices can clearly be made more

rigorous, the objective of the present note is limited only to pointing out a possible

approach to the important problem of identifying the mechanisms governing

2 2



polymerase dynamics: We are suggesting (hat condensation in chromatin ( in the

sense of Sees. 3(a) and 3(c)) may underlie the kinetics of polymerase advancement.

Finally, we would like to mention that the new effect predicted in Eqn. (23) may be

tested by measuring fluctuations in the r parameter for the transcription of two genes
t

in H. sapiens , as pointed out in Eqn. (24).
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APPENDIX A

(a) A thermodynamic representation for the chromatin structural

changes.

Following Gibbs, we assume that when chromatin is changed from an inactive

to an active state, the underlying structural change is such that the free energy is

minimizeed. Thus if we let G denote the ( two ) Gibbs free energies
f,t

corresponding, respectively to the processes of DNA replication and transcription, then

we have:

6G = 0
f,g

23

Making the usual expansion in terms of the order parameters

corresponding to a second order phase transition into a condensed mode, we have:

2

f.t

g = a I v I + 1/2 PI y 1 4 +. . .
f,t f,t f.t f.t

(A.I)

where g = G / £1 , i.e. g denotes the Gibbs free energy per unit volume,
f,t f,t f,t

and the dots represent further contributions, including kinetic energy terms. In those

regions of space where the \|/ functions may vary , a further term is needed; in fact, this

new term is a kinetic one:

•dn 2
g [ y ] = ( l / 2 m ) I -ih V \jf I

f,t f,t f.t f.t
(A.2)

where m represents the mass (i.e., the molecular weight) of the replication fork; m
f t

represents the RNA polymerase mass ( h shall be taken in this note to be Planck's

constant divided by 2Jt ).

Equations (A.I) and (A,2) may be taken to be a reasonable representation of

the Gibbs free energy of the whole system, genome and polymerases:

2 4
g = g ( 0 ) + a ! V I + (P / 2 ) I v I +

f,t f,t f,t f.t

kin
+ g [ V

f,t f.t
(A.3)

where g denotes the free energy for active chromatin, whereas g ( 0 ) denotes
f,t f.t

the corresponding free energy for inactive chromatin.

(b) The equations of motion.

From the usual procedure we have, for variations of both order parameters

that we obtain the following two equations of motion:
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y + p t Y ! V
f,t f,t f,t f,t f,t

+ ( 1/2 m ) I -ihV | Y = 0
f,t f,t

(A.4)

Taking ori as our origin of coordinates ( for the f-order parameter ), and the

starting point of transcription ( for the t-order parameter), we have that:

(A.5)
f,t

V (P, 0 )
f,t

From the equations of motion (A.4), we obtain the first pair of constraints:

2
l y (p, 0)1

f,t
-a / p

f,t f,t
(A.6)

On the other hand, at the onset of replication (transcription ) we may consider

the Gibbs free energy expressions per unit volume; since the order parameters vanish,

we may write:

kin
g = g (0 ) , g = 0
f,t f,t f,t

(A.7)

We let the further contributions to the free energies ( arising from factors other than the

polymerases themselves) be denoted by E . Therefore, the general form of the
f,t

Gibbs free energy ( G ) may be wrttten as:

g + E
f,t f,t

(A.8)

where g is given by Eqn. (A.3). Once again, at the ori and at the starting point of
f,t

transcription we are led to a second pair of constraints:
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2 4
a 1 Y (P . 0 ) I + (P / 2 ) 1 Y ( P. 0 ) I +

f,t f,t f,t f, t

+ E = 0 (A.9)

Therefore, from Eqns. (A.6) to (A.9) we obtain:

E = a /2P
f,t f,t f,t (A.10)

Using the first pair of constraints in the equations of motion (A.4), we obtain

2 2
(h / 2m ) 7 Y (p . x ) = -p 'Y ( p . O ) l Y ( p, x ) +

f,t f,t f,t f,t f,t

+ P IY (p, x ) I v (P. x ) (A.11)
f,t f.t f,t

which may be conveniently written as
2 2 2

( h / 2 m ) V Y ( p , x ) = p [ - I Y ( p , 0 ) I +
f,t f,t f,t f,t

f,t f,t
(p .x .O)

Using a new rescaled order parameter:

V ( p . x ) = Y ( P , x ) / V ( P . * )
f,t f,t f,t

(A. 13)

we are led to a convenient form of the equations of motion:

2 2 2
V "P = K [ -1 + I«P \ ] x ¥

f,t f,t f,t f.t
(A. 14)

where,
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2 2
K = ( 2 m p / h ) I y ( p , o ) l

f,t f.t f.t f.t
(A.15)

However, the conditions a < 0 must be taken into account because at the
f,t

minimum of the Gibbs function (i.e., 6G = 0 ):
f,t

G < 0 (A. 16)

Hence writing l a I = a , in Eqn. (A.6), we obtain:
f,t f,t

a = p l\|f (p , 0)
f,t f.t f,t

(A. 17)

From Eqns . (A,17) and (A.10) we may solve for P :
f,t

i = 2E / l y ( p , 0 ) l
f.t f.t f.t

(A.I 8)

Then, introducing Eqn. (A. 18) in Eqn. (A.15), we obtain:

2 2 2
K = 4 m E / h l y ( p , 0 ) l

f,t f,t f,t f,t
(A. 19)

2 7

S-M-m ••••

APPENDIX B

(a) A solution of the equations of motion.

We are now in a position to search fca1 solutions of Eqns (A. 14) close to the

initiation of genetic activity (i.e., DNA replication at ori, or initiation of transcription ).

For this purpose we write the *F parameters in terms of their moduli i and
f,t

phases:

F = R exp(iS
f.t f.t f.t

(B.I)

Since the problems of both DNA replication and transcription are essentially

unidimensional, we may replace the x variable by the unidimensiona! x variable, but

instead it is mone convenient to work with a dimensionless variable z, where

z = X/3L (B.2)
f,t f,t

In the one-dimensional approximation the equations of motion (A. 14) may be

rewritten keeping in mind Eqns (B.I) and (B.2):

-2 -2
A. I"1 = X { R" + 2iR' S1 + iR S"

f,t f,t f,t f,t f,t f,t f,t f,t

-R (S' ) } exp(iS )
f,t f,t f,t

(B.3)

where the prime symbol means differentiation with respect to the z-variables. This

result represents the left-hand side of the equation of motion (A. 14), since clearly:

2 2 -2 2 2
d / dx = \ (d / dz )

f,t f,t
(B.4)
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We may linearize Eqn. (A. 14) sufficiently close to the phase transition; thus,

ihe right-hand side of the linearized equation t ' motion is:

-K R exp ( iS )
f,t f,t f,t

(B.5)

Equating both sides of the equations of motion (i.e., Eqns. (B.3) and (B.5)),

we obtain four real equatiions by equating real and imaginary parts:

2 2 2
R" - R (S ' ) = -K X R

f,t f,t f,t f,t f,t f,t
(B.6)

as well as:

2R' S' + R S" = 0
f,t f,t f,t f,t

(B.7)

We study a particular integral of this pair of coupled differential equations:

f,t
constant

S1 = K X
f,t f,t f,t

(B.8a)

(B.gb)

From the definition of the velocity of propagation of the replicating fork (cf.,

Eqn. (14)) we find:

r = hK / m
f,t f,t f,t (B.9)

Finally, Eqns. (B,9) and (A. 19) imply:

-1 1/2
r = 21 v (p, 0)1 (E / m )
f,t f,t f,t f,t

(b) Alterations of the r parameter.

(B.10)

Under the hypothesis that the degree of compaction of the polymerases is

approximately invariant, we have:
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(B.ll)

Then we may estimate the quotient r / r from Eqns. (B.10) and (B.l l ) :
t f

r IT = (A. IX ) ( E m / E m )
t f t f t f f t

Defining the dimensionless parameter jj. as:
0

1/2
(B.I 2)

LI = (X IX ) ( E m / E m )
0 f t f t t f

1/2
(B.I 3)

We remark that for a given event of gene expression all the parameters

appearing in the formula in Eqn. (B.I3) are invariant. For illustrative purposes we

may consider gene expression in the early (cleavage stage ) embryo of Drosophila:

r « r (B.14)
t f

but the total activation energy ( E ) required for this particular process is entirely
TOT

devoted to replication (since transcription has not yet started):

TOT
(B.I 5)

On the other hand, the activation er.ergy required for transcription, which only

begins after cycle 10 , is negligible:

E = e (B.16)
t

where e is a very small parameter. In fact, no appreciable mRNA is detected at this

early stage of embryogenesis (Laskey et al., 1989). Thus, combining Eqns. (B.12)

and (B.I3) we are led to Eqn. (1). Eqn. (2) will be derived in Appendix C, under the

assumption of approximately equal masses for DNA and RNA polymerase.
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APPENDIX C

The velocities of propagation of the polymerases may be

expressed in terms of measurable parameters.

One difficulty in applying the formula in Eqn. (B.17) with the n parameter

given by Eqn. (B.I3) is that molecular biology is concerned mainly with given

enzymatic activity during the various processes occurring in gene expression; yet, our

modelling of DNA replication and transcription has retained the E and E energies,
f t

which are not easily measurable.

A possible remedy of this situation is to eliminate these variables: From Eqns.

(A. 19) and (B. 11), we find:

2 -2
K K

t f

-1
m E (m E )

t t f f
(C.I)

Then, recalling Eqn. (B.12) we may obtain from Eqn. (C.I) the following

relation:

-1
T IT " ^ , K m ( X K m
t f t t f f f t

which may be conveniently written as:

r = p. n r
f 0 t

Here the n parameters are given by:

(C.2)

(C.3)

H = ( K / m ) ( K / m )
0 f f t t

\i = I I X
f t

(C.4)

(C.5)
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The expansions of the Oibbs free energies (cf., Appendix A ) are valid for

temperatures T close to the transition temperature T ; here we have denoted the
H c

physiological homeostatic temperture of the given organisms by T . Thus, for
H

T <, T
H c

(C.6)

we may assume that the order parameters I ¥ I are small in the domain of validity of
2

the equations. Linearizing Eqns. (A. 14) we may approximate the K parameters by

the reciprocal of the coherence lengths:

2 -1
K = 31

f,t f,t
(C.7)

since such relation is suggested in a Ginzburg-Landau type of phenomenology by

considering the K parameters, and the spread of the macrowave functions.

The values of the two X parameters have been tabulated in tables 3 and 4. With

the approximation (C.7), the n parameter is given by:
0

j. = ( m / m )(X I X )
0 t f t f

1/2
(C.8)

Under the assumption of approximate equality of m and m (cf.. Table 5 ), we may
t f

now achieve our objective of deriving Eqn, (2) by combining Eqns. (C.8), (C.5), and

(C.3).
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TABLE CAPTIONS

Table 1: Values of the r parameter for a variety of organisms
f

References of Table I.

1. ( Lewin, 1983 ).

2. ( Callan, 1974 ).

3. ( Campbell, 1986 ),

4. (Blumenthal et al., 1974).

5. ( Kriegstein & Hogness, 1974 ).

6. (Callan, 1972).

7. ( Huberman & Riggs, 1968 ).

Table 2: Values of the r parameter for both prokaryotic and eukaryotic cells.
t

References of Table 2.

1. ( Watson etal., 1987).

2. (Alberts etal., 1989).

3. ( Alberts & Sternglanz, 1977).

Note on reference 3: In eukaryotes replication forks must progress over bound
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nucleosomal histones. This may account for the value of r being about one order of

magnitude smaller in eukaryotes (cf., Table 1 and Alberts & Sternglanz, 1977 ).

Likewise we assume in this table that r ( eukaryotes) < r ( prokaryotes ), since
t t

bound nucleosomal histones may act also as an impediment for the progress of the

RNA polymerases. This point of view is in agreement with Brewer ( 1988 ) and

Campbell ( 1986).

Table 3: Values of the X parameter for a variety of organisms.
f

References of Table 3.

1. ( Lewin, 1983 ).

2. ( Campbell, 1986 ).

3. ( Kriegstein & Hogness, 1974 ).

4. ( Callan, 1972 ).

5. ( Hori & Lark, 1976 ).

6. ( Huberman & Riggs, 1968 ).

7. (Hand, 1972).

8. (Falaschiefrt/., 1988).

Table 4: Values of the gene length (i.e., the length of the primary transcript X ), for
t

a selection of different genes and organisms.

References of Table 4.

1. ( Lewin, 1980 ).

2. ( Perry et al., 1970 ). These authors give X ( rRNA ) in terms of
t

2
molecular weight; we have expressed the data in kb (1 bp = 3.26x10 Da).

37

3. ( Long & Dawid, 1980 ).

4. (Alberts eta/., 1989), p. 486.

Abbreviations used in Table 4.

LDL: Low-density lipoprotein.

PKC: Protein kinase C.

rRNA: Ribosomal RNA.

Table 5: Values of the masses ( molecular weights, in daltons ) of the RNA

polymerases for both prokaryotic and eukaryotic cells; in particular, values for the

eukaryotic yeast cells are also tabulated,

References of Table 5.

1. ( Watson et al., 1987 ) pp. 366-367.

2. (Darnell etal., 1990 ) p. 231.

3. (Darnellsa/., 1990) p. 461.

4. ( Sawadago & Sentenac, 1990 ).

5. ( Sitney et al., 1989). The value reported in this table applies only
for the core catalytic subunit.

6. ( Watson et al., 1987 ) p. 566. This range of values corresponds

to each of the three DNA polymerases.

Table 6: A sample of values of the r parameter. Calculations were done using the

kinematic formula (Eqn. (3)) in the following cases:

(i) For a single gene ( rDNA ) in various organisms.
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• * » .

(ii) For a sample of genes in a single organism ( H. sapiens ) . The standard replicon

size is taken here to be about 100 kb ( Falaschi et al., 1988 ). In the calculation for
lower mammals X was taken for Chinese amster and X for marsupial,

f

Organism

Escherchia coli
E. coli

Saccharomyce
cerevisiae

( yeast )
Drasophila

melanogaster
( fruit fly )

D. melanogaster
Xenopus laevis
(South African

clawed toad )
Triturus
cristatus
ca- nifex

(Italian great-
crested newt)

Triturus
vulgaris

T. vulnaris
Cricetulus

jn'jeuj(Chinese
hamster )

HeLa ( Human )

Type of
ce l l
Unicellular
Unicellular
Unicellular

Somatic

Embryonic
Somatic

Somatic

Spermatocytc

Spcrmalocyte
Somatic

Neoplastic

r (kb/min/f )
f

50
25

7 - 20

>2.6'

2.6
0.5

1

1

0.6
<8.3

1.7

T('C ]

-

37

25

"

25

25

18
37

37

References

1
2
3

4

5
6, 1.

6

6

6
7

7

Table 1

40



Type of cell

Escherchia coli
E. coli

Eukaryotic

r(kb/min)

2.4

1.8
0.2

T ( « c )

37

37
-

References

I
2
3

Table 2
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Organism

E. coli

S. cerevisiae
D.

melanogaster
D.

melanogaster
X. laevis
X. laevis

T, cristatus
carnifex

T. vulgaris
Dipodomys

ordii
(kangaroo rat )

C. griseus
C. griseus

Homo sapiens

Type of Cell

Unicellular

Unicellular
Somatic

Embryonic

Somatic
Somatic
Somatic

Spermatocyte
Somatic

Somatic
Ovary

Somatic

X (average, kb)
r

3
4.2 x 10
36 - 108

4 0

9.7

200
190

500 - 600

< 150
< 25

< 100
< 15
100

References

1

2
1

3

1
4
4

4
5

6
7
S

Table 3
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Organism

E. coli
Yeast
Plant
(tobacco)
0. mtlanoftuitr

X. laevis
Reptile

(iguana)
Birds

Marsupial
(potoroo)
Rodent
(mouse)

H, sapiens
H. sapiens

H. Sapiens
H. sapiens
H. sapiens
H. sapiens
H. sapiens

H, sapiens
H. sapiens

Gene

rRNA
rRNA
rRNA

rRNA
rRNA
rRNA

rRNA
rRNA

rRNA

rRNA
p-globin
insul in

PKC
albumin
caiaiase

LDL
receptor
ihyroglobulin

dysirophin

(1)
I (kb)

t
6

-

7.7
7.9
-

-

•

13.7

13.7
-
-
-
-

-

-
•

(2)
X (kb)

t

-
8.3

8.6
8.3
8.3

12
12.6

-

-
-
-
-
-
-

-

-
-

(3)
X (kb)

1
-
8
-

-
-
-

10.5
-

-

-
-

-
-
-

-

-
-

(4)
X (kb)

t
-
-
-

-
-
-

-
-

-

-
1.5

1.7
11
25
34
45

300
> 2000

Table 4

4 3

Organism
or

Type of Cell
Prokaryotic

Eukaryotic

Eukaryotic: Yeast

( 4.5

( 5 -

m
t

- 5 x

6 ) x

-

( Da )

10 (1>2)
5 .

10 (4)

m

8 x

S > (1
1

( 4 . 6 - 6

( Da )

5 ,
!0 ( )

.6-I.7)xl0

Table 5
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Organism

Yeast

Drosophila

Xenopus

Lower mammals

H. sapiens

H. sapiens

H. sapiens

H. sapiens

H. sapiens

H. Sapiens

H. sapiens

H. sapiens
H. sapiens

Gene

rRNA

rRNA

rRNA

rRNA

rRNA

P-globin

insulin

PKC

albumin

caulase

LDL rcceplor

Ihyroglobulin
dystrophin

r
f

( somatic,
calculated )

3r

2r
t

5r
t

< 3r

3r
t

8r
t

8r
t

3r
t

2r
t

2r
t

1.5r
t

0.6r
< 0.2r

t

Data from
Tables:

2,3.4

2.3.4

2,3,4

2,3,4

2,34

2,3,4

2,3,4

2,3,4

2.3.4

2.3.4

2,3,4

2.3.4
2,3.4

Table 6
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