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Preface

The Workshop on "Collective Effects in Short Bunches" was held at KEK, Tsukuba from 24 to 29 September 1990. It was the fourth workshop in a series which is being organized by the Beam Dynamics Panel of the International Committee for Future Accelerators (ICFA).

i) The first workshop was held in March 1987 in Brookhaven National Laboratory on "Production of Low-Emittance Electron and Positron Beams";

ii) The Second in April 1988 at the Hôtel de la Paix in Lugano on "Aperture-Related Limitations of the Performance and Beam Lifetime in Storage Rings";

iii) The third in May to June 1989 at the Institute of Nuclear Physics in Novosibirsk on "Beam-Beam Effects in Circular Colliders".

The Workshop started with a few review talks. The work was organized in four working groups on the following topics:

1. Longitudinal Effects, coordinated by B. Zotter
2. Transverse Effects, coordinated by A. W. Chao
3. Proton Instability, coordinated by A. G. Ruggiero

The working group coordinators gave summary talks at the end.

These proceedings contain the review talks, the summary talks, and contributions of the participants.

We should like to thank KEK for support and all the participants, in particular the working group coordinators, for their hard work and for submitting their contributions mostly within the deadline.

This Workshop was supported by grants-in-aid of the Foundation for High Energy Accelerator Science and the Tsukuba EXPO'85 Memorial Foundation.
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Summary of the Working Group on Longitudinal Effects
"Short is Beautiful" *

Bruno Zotter

Abstract

The working group on longitudinal effects concentrated on the task of keeping the bunches short. Bunch shortening has been observed at low intensities in the "potential well region", in particular for capacitive walls. At higher intensities, the onset of "turbulence" lengthens the bunches for all impedances. Understanding this behaviour in terms of mode coupling or other theories is required to correctly predict the threshold and to find ways to shift it to higher currents.
1 Introduction

The title of this workshop contained specifically the mention "short bunches" - and furthermore, in his opening address, the Director of KEK stressed the relevance of short bunches for the future "B-factories" planned both in Japan and the rest of the world. Other planned machines have similar objectives. In order to reach the high luminosities desired, one needs to apply strong focusing down to very low beta values at the interaction point. However, due to the increase of transverse beam size at the bunch edges ("hour-glass effect"), the luminosity increases only as long as the bunch length is smaller than the beta function. Thus we chose the subtitle "Short is Beautiful" to emphasize the main goal of our discussions.

Workshops are usually too short to do actual work - less than 3 days were available between the plenary talks and the final summaries. Nevertheless, our working group organized, listened to, and discussed about a dozen individual presentations related to the subject. The major points will be described below. Also a number of talks in the plenary sessions were of relevance for longitudinal effects and will be included.

2 Bunch Shortening

It is well known that bunch "lengthening" may become "shortening" under some circumstances, e.g. for electrons seeing capacitive wall impedances in the "potential well region", i.e. for low currents. The induced voltage in such an impedance has a phase such as to increase the slope of the applied RF voltage, leading to an increase of the synchrotron frequency and a decrease of the bunch length.

However, this is only correct above transition - which is always the case for electrons in high-energy storage rings, but not necessarily for protons. For low-energy protons (or ions), the dominant space-charge or "negative-mass" effect leads to bunch lengthening, since it has the negative sign of a capacitance (assuming a time dependence $\propto \exp(-\gamma t)$). At higher energies the space-charge impedance becomes much smaller ($\propto \gamma^{-2}$), and the - usually inductive - wall impedance becomes dominant. This again leads to bunch lengthening if the energy is now above transition. However, for very short bunches (compared to the dimensions of the obstacles, e.g. electrons in RF cavities), the "effective" wall impedance may become capacitive, and bunch shortening is expected to occur.

(Marginal) bunch shortening had been observed in SPEAR[1] at low currents, probably mainly due to the strong capacitive impedance of a number of RF cavities installed to reach high energies. However, after several years of operation below top energy, some RF cavities were removed and the free space used for the installation of other equipment. The bunches became longer, which was no problem until an attempt was made to increase the luminosity with a "mini-beta" insertion: now a shorter bunch length would have been needed again, in order to avoid the hourglass effect, but the space for the old cavities was no longer available (nor were the cavities themselves).

Kari Bane[2] (SLAC) described the so-called "SPEAR capacitor", a section of disk loaded waveguide with deep slots and varying iris apertures following the beam size, designed to increase the capacity in the available space of 2 m length as much as possible.
After installation of the device, shorter bunches were indeed observed at low currents. However, in order to get a high luminosity, also the current had to be high as possible. When it was increased above the "turbulent threshold", the "potential-well bunch-shortening" was no longer effective and the bunches became almost as long as before.

Nikolai Oikanskii described a similar idea which has recently been spear-headed by Burov[3]. Dielectric walls were proposed for storage rings, whose essentially capacitive impedance should shorten the bunches. While this would probably work at low current levels, the onset of "turbulence" at the higher currents required for high-luminosities will again lead to bunch lengthening.

Recently, bunch shortening at low currents was also measured in LEP[4], but the resolution of the sampling scope connected to a pick-up button was not good enough to rule out a bunch length independent of current below the turbulent threshold. Measurements with the streak camera - which is still showing inconsistent results - will be required to obtain better resolution.

A remarkable result is also the absence of any bunch lengthening - or shortening - in CESR, up to the highest currents of over 70 mA per bunch, was presented by Mike Billing (Cornell Univ.). It is claimed that this should be close to the threshold expected from simulation - after earlier predictions of thresholds at lower current levels which had to be revised by new impedance estimates.

One of the major problems in getting short and strong bunches is a clear understanding of the onset of turbulence, which will be required in order to find ways to increase the threshold.

3 Turbulence and Longitudinal Mode Coupling

Another subject of discussion was the microwave instability, introduced by Jiunn-Ming Wang (BNL). It is often identified with "turbulence" - i.e. coupling of a large number of modes and subsequent instability. For bunches which are long compared to the wavelength of the oscillation (e.g. protons), the coasting-beam theory can be applied locally. For short bunches (e.g. electrons) these wavelengths usually correspond to frequencies well beyond the cut-off of the vacuum chamber. There impedances are much smaller since energy cannot be stored in cavities, but propagates (with the wrong phase velocity) in the beam pipes.

The threshold of the microwave instability is given by the "Boussard criterion"[5], which has been obtained empirically. Sometimes this is also called "localized Keil-Schnell criterion", as it can be seen as a modification of the original, simplified criterion for coasting beams[6], where the average energy spread and current are replaced by (the highest) local values for bunched beams. Above the turbulent threshold, the equations for the particle distribution have been solved only for the waterbag-model[7]. This solution could be combined with the (simplified) potential well theory, but this required the introduction of a somewhat arbitrary "critical frequency" to evaluate the "critical impedance" which had to be added to the "effective impedance" above the turbulent threshold[8].

The interpretation of the microwave instability as the mechanism behind "turbulent
bunch lengthening”, and its explanation by coupling of two adjacent (higher) modes was first proposed by F. Sacherer[9]. However, the required strong impedances at frequencies well beyond the vacuum chamber cutoff made the model less plausible, just as an earlier model by Month and Messerschmid[10].

Extensions of the theory to coupling of the dipole mode with its mirror image \((m=1\) and \(m=-1\)) were published a few years later [11],[12]. This did away with the requirement for large impedances at very high-frequencies, but comparison of predictions for the turbulent threshold with measurements at SPEAR[1] were unsatisfactory.

A more recent eigenvalue analysis[13], which takes full account of the potential well deformation below the turbulent threshold, yields much higher thresholds both for very short and for long bunches when applied to a resonator impedance (see Fig.5 of ref.[14]). It is interesting to note that the smallest eigenvalues with non-zero imaginary part - except for a few spurious ones - appear just where the lowest radial dipole mode reaches zero (but belong to a different radial mode). Similarly, Rick Baartman (TRIUMF) has obtained thresholds for hollow beams when the lowest radial dipole modes reached zero frequency (see Fig.6 of ref.[14]). In experiment, such strong shifts of the (dipole) synchrotron frequency have never been observed.

Quite recently, it has been claimed[15] - as reported by Laurent Favarque - that mode coupling of the (coherent) dipole modes \(m=1\) and \(m=-1\) should be impossible since their frequency remains strictly constant with increasing current. This is quite independent of the particle distribution, if the incoherent frequency shift is taken into account properly (assuming that the bunch is short enough so that the applied RF voltage may be approximated by a linear function). It was further claimed that the quadrupole frequency remains always higher than the dipole frequency, so that also coupling between the modes \(m=1\) and \(m=2\) is not possible.

This absence of longitudinal mode-coupling can easily be understood in terms of "rigid dipole oscillations": with varying beam current, a bunch slides as a whole - together with its potential well deformation - up and down on the (linearized) RF voltage with a constant slope. Therefore the coherent synchrotron frequency, which is proportional to the square root of this slope, also remains unchanged, quite independent of the bunch distribution. Since the bunch length is inversely proportional to the synchrotron frequency for electrons with constant energy spread (i.e. below turbulence), and to its square root for protons with constant phase space area, it must also remain constant. However, for the bunch-shape modes used in standard mode analysis, the bunch is deformed in addition to sliding up and down the applied RF voltage. Then even for the \(m=1\) (dipole) modes a shift of the synchrotron frequencies will occur. It may thus be necessary to complete the usual mode picture to include the rigid dipole oscillation.

A better model to understand the transition to turbulence is probably the thermodynamic description used by Bob Meller[16]. There it is claimed that a dynamic (time-dependent) solution becomes energetically favored over the static one when the potential energy of the bunch due to the shift of its center becomes large enough (which happens approximately for \(\Delta \phi_1 \approx 1\sigma\)). Similarly, two Russian delegates, Dikanskii and Pestrikov (Novosibirsk) - who have recently published a book on beam dynamics using kinetic theory (as yet only available in Russian) - emphasize the possibility of energy transfer between
modes by thermal fluctuations even if their frequencies do not overlap.

Experimental results on the behavior of longitudinal sidebands in the TRISTAN Accumulation Ring were presented by Kã‰thoro Satoh. They show clearly that the satellites do not overlap when the "turbulent threshold" is reached, i.e. where the energy spread starts to increase. However, a widening or splitting of the \( m=1 \) satellite is visible near the threshold as can be seen in Fig.1.

### 4 Time-domain Analysis and Simulation

The "Two-particle model" has given excellent results for transverse single bunch effects. Application of the same model to the longitudinal phase plane was described by K. Oide (KEK) in a talk in the plenary session [17]. However, the results are not completely satisfactory. Extension to three or more particles may be required to get better results.

An attempt to take into account the localized (time-dependent) nature of real impedances was described by Hirata. He has developed an analytic mapping technique taking into account both radiation damping and quantum excitation, but solutions so far have only been obtained for very simplified impedances[18]. In this very nonlinear model, the turbulent threshold is identified with the appearance of bifurcations and chaotic motion, such as has been proposed some time ago by Perry Wilson[19].

Nearly all laboratories have developed computer codes permitting the simulation of collective effects, in particular longitudinal effects such as bunch lengthening, shift of the stable phase angle, beam-loading and energy spread increase ("widening"). Most of these codes rely on the knowledge of the impedance (or wake potential) of the total machine, but computer codes for wake potentials are usually limited to a single or few obstacles due to restrictions in the number of mesh points by excessive computation times and memory requirements. However, it is not always correct to simply add up these contributions. In particular, for very short bunches (compared to the size of the obstacle) the impedance of a large number of cavities tends to be reduced and to grow only proportional to the square root of the number of cavities[20]. On the other hand, for a large number of very small obstacles, their effect may add up coherently and thus increase quadratically with their number.

Simulation results of Gilbert Besnier (Univ. of Rennes) for the ESRF in Grenoble were shown by Favarque. As can be seen in the attached Fig.2, a "broad-band resonator impedance" tends to split very short bunches into two distinct peaks, and even the energy distribution becomes non-Gaussian at high currents. For very-low Q resonators (Fig.3) the line-density develops long tails, while it becomes very irregular for long bunches at or above the threshold current (Fig.4). Similar results obtained with a completely independent program were described by Oide (KEK).

### 5 Conclusions

As described in the companion "Review of Self-Consistent Integral Equations for the Stationary Distribution in Electron Bunches"[14], solutions for the bunch shape in the
potential-well region, i.e. for beam currents below the turbulent threshold, are now known for resistive, inductive, and - at least approximately - for capacitive wall impedances. The last case is of particular importance for shortening bunches. However, the onset of anomalous bunch lengthening (and energy "widening") at currents above the "turbulent threshold" will usually bring the bunchlength almost back to the values without potential-well shortening. Most machines now under design need to store as high currents as possible, hence this effect clearly needs to be better understood in order to find ways to avoid it.

Multi-particle simulation is now generally used, and its results usually agree reasonably well with observations, but often only after the parameters have been re-adjusted to get the desired values. The predictive power of these simulations is often restricted by the limited knowledge of the impedance (or the wake potential) for the total machine. These need not be the simple sum of the impedance of all components as has been generally assumed.: Hence it is also important to improve the computational means to estimate impedances and wakes of large pieces of structures.

References

[14] B. Zotter, these Proceedings
[17] K. Oide, this workshop
[20] R. Gluckstern, these Proceedings
Fig. 1: Measured spectrum of longitudinal modes in TRISTAN-AR for current levels 3.1 - 12.6 mA. (turb. threshold 7 mA) (K. Satoh)
Fig 2: Simulation of short bunch ($\sigma = 7.5 \text{mm}$) in resonator impedance ($R_S=5 \text{ k}\Omega$, $Q=1$, $f_r=4.24 \text{ GHz}$) (G. Besnier)
Fig 3: Simulation of short bunch ($\sigma = 7.5\text{mm}$) in very low Q resonator ($R_s = 2.16 \text{ k$\Omega$, } Q = 0.055, f_0 = 4.68\text{GHz}$) (G. Besnier)
Fig. 8 : Simulation of long bunch evolution ($\sigma = 4.5\text{cm}$)
in resonator impedance ($R_s=5 \text{k}\Omega$, $Q=1$, $f_0=4.24$ GHz)
Summary Report  
Transverse Instability Working Group

(reported by A. Chao)

The theme of this working group contains two aspects:

- review the status of some selected topics
- identify future studies concerning the above topics.

It is clear at the start that we would not be able to address all the transverse instability issues known to us, so we have concentrated on four selected topics only:

- beam break-up in linacs
- transverse mode coupling instability in storage rings
- coherent synchro-betatron effects
- the anomalous anti-damping effect observed at CESR.

Our conclusions are summarized below.

Single Bunch Beam Break-up and BNS Damping

The BNS damping\(^1\) is the most effective means known to minimize the beam break-up for linac colliders. The damping is achieved by the "autophasing" condition

\[
\Delta \omega_\beta^2 = \int_{z}^{\infty} W(z'-z) \rho(z') \, dz'
\]  

(1)

where \(\Delta \omega_\beta\) is the betatron frequency modulation along the bunch as a function of the longitudinal position \(z\), \(W\) is the wake function and \(\rho\) is the longitudinal bunch density.
The physics of the BNS damping is straightforward and is basically understood, but the present analyses are not complete. Below are some possible improvements.

(1) Autophasing applies in an averaged sense. Wake function $W$ is a quantity averaged over the length of each impedance object. Focussing of the betatron motion is assumed to be smooth in many analyses. Acceleration of beam energy is sometimes ignored. Most of these approximations are probably reasonable, or can be improved relatively easily.

(2) Validity of the autophasing condition is often not satisfied locally but satisfied only if integrated over the entire length of the linac. This means the BNS damping is effective only against injection errors. Errors due to a misaligned quadrupole in the middle of the linac is not damped as effectively. Note that even this averaged BNS damping is an important success at the SLC. However, the TeV linear colliders may be more demanding.

(3) Real machines necessarily involve interplays among several effects such as

- transverse and longitudinal wake effects
- misalignment of quadrupoles
- misalignment of accelerator structures
- injection errors
- error dispersion coupled with energy error due to longitudinal wake field, BNS scheme, rf phasing, etc.
- strong focussing

The consensus is that good progress has been made on analysis. This should be continued, but the interplay study in realistic designs is best done by simulations. As an example, an important practical question is: Assume the linac has been autophased to control injection errors, is there a (presumably sophisticated) orbit correction scheme that simultaneously controls

- x- and y-orbits
- x- and y-dispersions
- wake field effects
- accelerator structure misalignment effects

Some of these studies are presently being pursued.$^2$
Transverse Mode Coupling

Transverse mode coupling instability is one of the most cleanly observed effects in short bunch cases. One observes a clean signal of two merging modes, one corresponding to \( m=0 \), the other \( m=-1 \). The situation is not so definitive in the case of longitudinal mode coupling.

Like the case of beam break-up, the basic physics of transverse mode coupling instability is clear, but some of the details are incomplete:

- The \( m=0 \) mode frequency necessarily shifts down with beam intensity for short bunches. Usually the \( m=-1 \) mode frequency shifts up - not necessarily so, but usually so. In the LEP case, it was observed that the \( m=-1 \) mode frequency shifts down. Some detailed understanding of this observation is needed. Most likely the question inevitably will focus on the assumed model of the impedance. For LEP, the mode coupling instability threshold (when the two modes presumably merge) has yet to be established.

- The \( m=+1 \) mode frequency shift with beam intensity is larger than expected in SuperACO and EPA. Chromaticity dependence observed at SuperACO agrees with expectation qualitatively but not quantitatively.\(^3\) These need study.

- Effect of a spread of betatron frequency on mode coupling instability needs to be addressed theoretically. This involves Landau damping.

- A theory that deals with mode coupling among internal bunch modes (\( m \)) and multi-bunch mode (\( M \)) needs work.

- More work is needed to study the interplay between longitudinal potential-well-distortion and transverse mode coupling effects.

In addition to the above, there is a theory problem of a more fundamental nature, i.e. what happens when the mode frequency shift is comparable or larger than the synchrotron frequency?\(^4\) We expect something qualitatively different from a simple mode coupling picture, but we need a clearer focus of the question. It would be necessary to sort out what breaks down under what
conditions. To answer this question probably will involve the understanding of

- breaking down of perturbation theory
- breaking down of two-particle models
- transition between bunched and coasting beams
- transition between short and long bunches
- choice of base modes, polar versus Cartesian
- convergence of eigenmode analysis for various impedances

It is possible that the basic ingredients in understanding the transverse mode coupling instability are all there. Given impedance (important assumption), one can in fact write a simulation program that predicts all observations even though the complexity may make an analytical prediction difficult. In this regard, the simulation effort is again emphasized.

**Intensity-Dependent Synchro-betatron Effects**

This is an important practical problem, impacting the operation of several machines, e.g. SPEAR, PETRA, TRISTAN, and LEP. The working group emphasized the need to pay attention to this problem.

There are two types of intensity dependent effects: incoherent and coherent. The incoherent effects come from two sources:

\[
\begin{align*}
&\text{(longitudinal wake)} \times (\text{closed orbit}) \times \delta(s) \\
&\text{(transverse wake)} \times (\text{dispersion at impedance}) \times \delta(s)
\end{align*}
\]

(2)

The coherent effects come from

\[
\begin{align*}
&\text{(longitudinal wake)} \times \delta(s)
\end{align*}
\]

(3)

where \(\delta(s)\) represents the fact that the impedance is localized.

For the incoherent effects, the exact distribution of rf cavities in the machine does not matter much because the effect comes from errors. The same is not true for coherent synchro-betatron effects.

Analysis of synchro-betatron effects is in a reasonably good shape. There seems to be good agreement between 1-st order perturbation theory and simulation. It remains to confront them with experimental measurements, which is encouraged.
One thing to do next is to apply the theory to specific machines, either future ones or existing ones. For example, one could try to address the following questions:

- optimal rf distribution
- correction schemes
- tolerance of closed orbit and/or dispersion errors

Anomalous Anti-Damping

This is a dominating effect observed at CESR, but so far nowhere else, and is not yet understood. The situation did not improve with the working group. The group noted the interesting features of this unique instability effect:

- mainly a horizontal, multi-bunch effect
- insensitive to beam energy and bunch length, but sensitive to beam intensity
- impedance source is not rf cavities, ceramic sections, or kicker magnets
- behavior is different between e+ and e-
- damping/anti-damping rate >> head-tail damping rate >> radiation damping rate
- effect goes away when vacuum pumps are switched off
- and yet, the effect is not correlated with the vacuum but with the vacuum pump voltage!
- Experiment is way ahead of vacuum theory. The leading theory at the present time is a "beam-rf-pump ion-plasma" instability.

Clearly more thinking is needed on this effect, which remains anomalous towards the end of the workshop.
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Several people have attended meetings of this working group; some of them on a regular basis and others occasionally; some of them made presentations on specific technical issues and others took part in the discussion. Only very few have been silent; all have given their contribution which I like to acknowledge here and which I tried to take into account in the preparation of this report. The list of all the participants to the study group is given at the end of the report.

Formulation of the problem

Our interpretation of the assignment given to the Working Group on Proton Bunches is to determine:

Under which conditions a short bunch of protons is stable?

That is:

- Assign accelerator/storage ring/collider: Circumference, lattice, betatron tunes, $\gamma_t$, chromaticity and the like...
- Assign beam dimensions and energy: $\gamma$, horizontal and vertical dimensions, betatron emittances, longitudinal bunch area, bunching factor, bunch length, momentum spread and the like...
- Assign rf to keep beam bunched: voltage, frequency, phase and the like...
- Assign electromagnetic environment: vacuum chamber, instrumentation, control and diagnostic devices and the like...

Then what is the maximum number $N$ of protons that one can store in the bunch without altering the assigned parameters?

This formulation of the problem does not specify over what period of time stability is required and what does “short” as in “short bunch” mean.

Work performed under the auspices of the U.S. Department of Energy.
Space Charge. A Collective but Incoherent Effect.

A typical proton accelerator complex is made of a source, a pre-injector, an injector accelerator followed by a final accelerator or a storage ring or a collider. The function of the injector accelerator is to prepare the beam bunch with the required dimensions and intensity to the design energy.

By far the most important limitation is the space charge limit at injection. The maximum number $N$ of protons that one can store in the bunch for given longitudinal and transverse emittances is set by the space charge limit at injection. Of course, once the beam has been accelerated to a sufficiently large energy, its density could be increased by resorting to one of several cooling techniques. But by even doing so, the limit will occur again, at the new energy level, and set by the incoherent space-charge effects.

There are conventional ways to calculate the space charge limit, for instance the space charge tune-shift in free space (no vacuum chamber). The worst case is usually taken, which corresponds to a beam with a gaussian distribution in every direction. And a number $\Delta Q$ is quoted as the maximum tolerated. Yet there is no agreement on the magnitude of this value (0.1 to 1), and there is also no clear understanding on the physical significance of this limit, except that it implies also a betatron tune spread across the beam distribution and that the spread should be confined in the tune diagram to a region that does not cross strong low-order resonances. Moreover, the effects of the presence of the vacuum chamber should also be calculated because they are important at large energies and for very tight beam bunches. But technically they are more difficult to evaluate.

At first sight it seems that different accelerators have different limits as it is obtained by quoting space-charge tune-shifts. Only recently there has been a more systematic effort to reconcile different observations. Since this effect primarily sets the main limitation of intensity in a proton bunch, it deserves a careful and consistent analysis; more than it has been done so far. It certainly requires more work in the future, since it is the consensus that the theoretical understanding is incomplete.

As an example, recently it has been determined with the assistance of computer simulations, that a gaussian distribution is not consistent with space-charge effects. If the beam intensity is significantly large, the beam distribution will evolve toward a flatter one which will make the tune spread small enough to indeed avoid crossing
major resonances like that half-integral ones. The beam dimensions will have to increase at the same time.

A Very Short Proton Bunch

According to the assignment of the workshop, let us start with the case of the shortest conceivable bunch. This is a zero-length, pointlike bunch, with no dimensions and therefore no internal structure. If this bunch is at the center of oscillations in all directions, then it will remain indefinitely there, stable. The only way one can add a perturbation is to displace the bunch from the center of oscillation so that it will start coherent oscillations. For instance, let us displace the bunch in the longitudinal phase space; it will then start a synchrotron oscillation satisfying the following equation:

\[ \dot{r} + \omega_s^2 r = -i A r \sum_{n=-\infty}^{+\infty} n Z (n \omega_0 + \omega_s) \]

which is correct for a small displacement \( r \) and where \( A \) is a combined beam–accelerator parameter which has a sign depending on the case the beam energy is above or below the transition energy through the parameter \( \eta = 1/\gamma_t^2 - 1/\gamma^2 \), that is

\[ A = \frac{2\pi N e^2}{\beta^2 E T_0^2} \]

A derivation of this equation can be obtained very easily for example following the analysis done by Pellegrini and Sands (PEP-258, Oct. 1977). The quantity to the right hand side represents the interaction between the beam bunch and the surrounding coupling impedance over many turns.

We can search for a solution of the form \( r \sim \exp(\omega t) \) where \( \omega = \omega_s + \Delta \) is the coherent frequency and \( \Delta \) is the measure of the complex shift. For stability the imaginary part \( \Delta_i \) of the shift \( \Delta \) must be positive. This depends only on the resistive component \( R \) of the impedance \( Z = R + iX \). Since \( R(-\omega) = R(\omega) \) then

\[ \Delta_i = \frac{A}{2\omega_s} \sum_{n=1}^{\infty} \left[ R(n\omega_0 + \omega_s) - R(n\omega_0 - \omega_s) \right] \]

In the case of a narrow-band resonator impedance only one mode \( n \) is important and \( \Delta_i \) is then simply given by the difference of the resistive part of the impedance calculated at the upper and lower synchrotron bands. Depending on the location of the resonance frequency with respect to \( n\omega_0 \) one can have an instability that was
pointed out first by K.W. Robinson. Thus a very short bunch can be unstable by
interacting with a resonator. This nevertheless has to be of very high figure of quality
Q in order to interact with the bunch from turn to turn, which makes the instability
unlike. It is more a problem for many bunches interacting with each other. At the
fundamental frequency, to compensate for beam loading, one detunes the rf system
anyway and chooses the direction of detuning so to avoid the Robinson instability.
Thus, in conclusion this form of instability does not seem to be of any consequence
to the stability of a single proton bunch.

The same analysis can be done also for the transverse motion with similar results.

Long Proton Bunches

A very short proton bunch, if one disregards space-charge and Robinson type of
instability, is therefore stable since it lacks any internal structure. In the limit the
bunch length vanishes, the wavelength of the perturbation also reduces to zero and
the corresponding frequency increase infinitely and the coupling impedance \( Z \rightarrow 0 \).
The issue is then the following: when the proton bunch is longer than a given (small)
length, it may become unstable. The topic of the Workshop also may be it should
have been:

Coherent Effects in Long (Proton) Bunches

The SSC is believed to be the case with the shortest proton bunch requirement
with \( \sigma = 7.5 \text{ cm} \) and a design goal of \( N = 7 \times 10^9 \) which one would like to increase
subsequently by a factor 3 – 40. Even in this case we are dealing with relatively long
bunches. Because of their length, individual bunch instabilities are easily observed.
The frequency range of interest is about the same for all proton accelerators. The
longest wavelength equals about the bunch length and the shortest is about the
transverse dimension of the vacuum chamber. The range is about a hundred MHz to
one or two GHz.

By far the most dominant instabilities observed are: head-tail effect and longitудinal
microwave instability. The first has for a characteristic signature the dependence
on the machine chromaticity. If this is made exactly zero then the beam is
stable. In practice control of the chromaticity may be difficult and the prescription
to cure the beam is to provide a corrected chromaticity, slightly positive or negative,
depending on the case one is above or below transition energy, so that only the mode
\( m=0 \) which involves the motion of the bunch center of gravity, is unstable and all
the other modes $m>0$ are stable. The mode $m=0$ is then detected and damped with the action of an external damper or with an octupole magnet to provide for Landau damping. The theory of head–tail is well understood and explains the experimental observations in essentially all the proton accelerators. The longitudinal microwave instability shows up experimentally very clearly as a coherent signal at one frequency, usually around a GHz, propagating around the contour of the bunch. All the cases observed are consistent with a single-mode model and can be easily explained by applying “ad hoc” the coasting beam theory with local beam parameters. For instance the following stability criterion on the longitudinal coupling impedance seems to apply

$$|Z_\parallel| < \frac{\eta \beta E}{eI_p} \left( \frac{\Delta p}{p} \right)^2$$

Transverse microwave instabilities have been more rarely observed, but also here the application “ad hoc” of the coasting beam criteria since more than sufficient, that is the use for instance of the stability criterion on the transverse coupling impedance

$$|Z_\perp| < \frac{\pi \nu \beta E}{eRI_p \left[ (n - \nu) \eta + \xi \right]} \frac{\Delta p}{p}$$

In conclusion coasting beam criteria applied “ad hoc” and the single-mode approximation seem to explain results of existing proton accelerators rather well. But often it is stated that really one is dealing with a fast instability where the following condition applies

$$\text{Synchrotron Period} > \text{Growth Time}$$

We shall come back to this point later.

**Transition Energy Crossing**

This requires a very special care. When crossing the transition energy indeed the proton bunches are the shortest. No longitudinal internal motion is involved, since all the particles move with the same revolution frequency. Because $\eta \to 0$ then the synchrotron frequency and the current threshold also vanish, but fortunately the growth time of the instability also becomes infinitely large. Clearly one is dealing with a point of singularity in the acceleration cycle which can be solved by properly integrating through the a period around the transition crossing where the beam is unstable. Observations in several accelerators have indeed shown the formation of negative–mass instability soon after crossing the transition. Also in this case the application of coasting beam criteria “ad hoc” seems to be adequate.
Intrabeam Scattering

Particles scatter with each other by Coulomb interaction. In the process, transverse and longitudinal momenta are exchanged with each other. The amount of exchange depends very strongly on the properties of the lattice functions and on the beam energy. It results a slow increase of the beam bunch dimensions. Intrabeam scattering, like the transition energy crossing, is indeed a purely individual bunch phenomenon. It is a diffusion process which takes place over a long period of time. The rate is proportional to the density in the six-dimensional phase-space. In the long range it sets a lower limit on the bunch length that it can be achieved for a given number of particles. Since the diffusion rate is proportional to \((Q^2/A)^2\) with \(Q\) the charge state, it is clearly a dominant phenomena in a heavy-ion collider like RHIC.

Vacuum related Effects

There also a lot of vacuum related phenomena which depend on the intensity of the proton bunches. For instance, ions and electrons can be produced by ionization of the residual gas. In the case of protons which are positively charged, electrons may be trapped by the periodic attractive action of the proton bunches. This effect has been observed sporadically and of course can be controlled to some degree by improving the vacuum. The observed signatures are: the electron oscillation frequency in their trapped status, the partial space charge neutralization which may lead to an increase of the space charge tune-depression, and a coherent instability of the electrons and protons oscillating against each other. Usually many proton bunches are required for trapping. A single, short proton bunch is not usually sufficient for trapping of the electrons and the resulting motion (of the protons) is always stable. It is typically a multi-bunch phenomena.

The Issue of Mode-Coupling for Proton Bunches

As we have said before, the application of the coasting beam criteria seem to be more than adequate for the explanation of instability in proton bunches. Moreover, this approach assumes that only one mode is responsible for the bunch instability; and again this assumption is consistent with the experimental data where indeed only single modes have been observed.

There is a paper by F. Sacherer published in 1973 which claims to prove that an individual bunch cannot possibly be unstable also when the coupling impedance is the one due to a narrow-band resonator. This seems to be in contrast with the
proof of existence of the Robinson instability. Hereward (1975), trying to justify Sacherer's result, invokes again the coasting beam model as the possible mechanism that could make the bunch unstable. Nevertheless, he argues, two conditions are to be satisfied, namely: the wavelength of the perturbation is much smaller than the bunch length, and the synchrotron period is longer than the growth time of the instability calculated according to the coasting beam model, that is one is dealing with a "fast instability". If the calculated growth time is too long, than there is an average process around the bunch which would make the bunch always stable.

In 1977 Sacherer published a second paper where he proves that an individual bunch can be unstable if two modes of the perturbation couple with each other. This requires that the two modes cause a frequency shift large enough to cover at least the range of two synchrotron bands. It is also argued in the paper that the instability resulting from mode-coupling would yield a lower current threshold than the one predicted by the more conventional coasting beam theory. It is also argued that mode-coupling is required to make a bunch unstable also for the case of "slow instability". Unfortunately (or fortunately) this type of instability has never been observed in any proton accelerator. This is also true for the corresponding behavior in the transverse plane. Transverse mode-coupling has been observed now in few electron storage rings, but never in proton accelerators. It has been conjectured that it is either the presence of synchrotron radiation or the length of the bunch that causes the difference.

Also during 1977 another paper was published by Ruggiero trying to solve the same problem. Only a very special case was considered, where the coupling impedance is a constant resistance $Z$. For this case a dispersion relation can be derived still based on the single-mode analysis,

$$1 = -ieZl\eta h \int \frac{\Psi'_H dH}{\Omega - p\Omega_s}$$

where $\Psi'_H$ is the unperturbed distribution in the amplitude $H$ of the synchrotron oscillations, $\Omega_s$ is the angular synchrotron frequency, in general a function of $H$, and $\Omega$ is the complex collective frequency. It is seen that in absence of Landau damping the bunch can be unstable with a growth rate that can take any value with respect to the synchrotron frequency. Thus, according to this paper it does not seem to be necessary to invoke mode-coupling to explain a 'slow instability' for proton bunches.
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I. Introduction

The members of the combined working groups on impedance and coherent radiation were

J. Bisognano  T. Nakazato
F. Caspers  K.Y. Ng
W. Chou  S. Okuda
R. Gluckstern  R. Warnock
S. Heifets  K. Yokoya
A. Mikhailichenko

Visiting presentations were made by A. Ruggiero, R. Ruth and B. Zotter.

The summary for the working group on coherent radiation will be separately provided by R. Warnock.

Several subjects were discussed. Brief summaries and references are presented below.

II. Computation of $Z(\omega)$ in the Complex $\omega$ Plane (K. Yokoya)

K. Yokoya presented a paper on the computation of impedance in the complex plane at a plenary session. It was briefly discussed in the working group. Basically his idea is that $Z(\omega)$ is analytic in the upper half complex plane and therefore

$$Z(\omega_R + i \omega_I) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{d\omega Z(\omega)}{\omega - \omega_R - i \omega_I} \quad (1)$$

because of Cauchy's Theorem. The rapid oscillations of $Z(\omega)$ for high
frequency on the real axis are damped as one goes to \( \omega_I > 0 \) and the result is a smoother variation of \( Z(\omega_R + i\omega_I) \) with \( \omega_R \) which is much easier to calculate. Most applications do not depend on knowing the details of the oscillations of \( Z(\omega) \). The method can be used as long as \( \omega_I \) is no greater than the highest frequency of interest.

Some concern was expressed that computational errors must be considered carefully, since these errors will propagate exponentially. In addition, information at high frequency may be needed for obstacles like bellows, even for long bunches. But the basic idea should greatly simplify the calculation of the effects of impedance at high frequency.

III. Tapering (K. Yokoya and W. Chou)

Future linear colliders will require beams of very small dimensions. Some form of collimation will be needed. The problem is how to design a collimator which does not generate troublesome wakefields.

K. Yokoya has analyzed the impedance of slowly tapered structures. He uses a conformal transformation to new variables:

\[
z + ir \rightarrow \zeta + i\rho
\]

with \( \rho = 1 \) being the boundary corresponding to \( r = a(z) \). He then expands in powers of \( a' = da/dz \) and obtains a result which is valid for small \( kaa' \) and either large \( ka \) and arbitrary \( \Delta a/a \) or arbitrary \( ka \) and small

---

2 Aa/a. He then compares with the results of Cooper, Krinsky and Morton\textsuperscript{2} and of Chou\textsuperscript{3} and finds agreement in the overlapping regions.

W. Chou presented some results in the planary session for the impedance of the beam pipe transitions in the SSC between the 5 cm pipe diameter and the 4 cm quad diameter. He used TBCI and compared the results with those of the boundary perturbation method to obtain simple formulas for small taper angle. More work is needed for long straight sections where high-Q resonant peaks may cause coupled bunch instabilities.

Several suggestions came up in the discussion. These include the recommendation to deviate from periodic geometry wherever possible and the importance of rounding corners in beam pipe transition regions.

IV. Large Number of Obstacles; High Frequency (R. Gluckstern)

R. Gluckstern presented the results of an analysis of $Z(\omega)$ for high $N$ and $\omega$ in the plenary session\textsuperscript{4}. The results agree with earlier results for a periodic structure when $N \to \infty$, and with Palmer's prediction of $\sqrt{N/\omega}$ for $\omega \to \infty$ with large $N$\textsuperscript{5}.

The following items were brought up in the working group discussion

\textsuperscript{3}W. Chou, "Study of Transverse Loss Factor for the Tapered Sections in the APS Storage Ring", ANL Light Source Note (1986).
\textsuperscript{4}R.L. Gluckstern, "High Frequency Dependence of the Longitudinal Coupling Impedance for a Large Number of Obstacles", Proceedings of the Particle Accelerator Conference, Chicago, IL, March 1989, p. 1157.
1) In superconducting r.f. cavities for linear colliders the $V_{n/\omega}$ dependence suggests the use of many cavities and cells to reduce the impedance. This could make higher order mode coupling more difficult.

2) It would be useful to derive a general result for $M$ clusters of cavities, each having $N$ cells, where $M$ and $N$ are large.

3) It would be useful to derive the result for a single obstacle in a storage ring where the attenuation length is greater than the circumference.

4) It would be useful to derive a general result for $N$ obstacles, where the bunches are long compared to the length of a single obstacle.

V. **High Frequency Impedance** (S. Heifets)

S. Heifets presented an analysis of high frequency impedances in the plenary sessions. In this work he obtained the finite frequency sum rule and derived semi-empirical formulae for loss factors. The work also included two approaches to a perturbation calculation of impedance and a discussion of the transition in the form of the impedance in going from a cavity to a step.

These methods should be useful in the analysis of the longitudinal and transverse coupling impedance for several geometries of interest.

VI. **Kinks in Beam Pipes/RHIC** (A. Ruggiero)

A. Ruggiero described the efforts to calculate the impedance for RHIC with kinks in the beam pipe. There was no consensus on the seriousness of such discontinuities. One suggestion was to explore the microwave literature for analogous results with kinks in wave guides.
VII. Convex Structures (R. Gluckstern)

Some work has recently been started on the calculation of the coupling impedance for an iris in a beam pipe. Preliminary results suggest that the real and imaginary parts of the admittance may have a simpler variation with frequency than the impedance.

VIII. Loss Factor for Short Pulses (B. Zotter)

B. Zotter presented some work of Hofmann, Risselada and Zotter reanalyzing the data reported earlier on the frequency dependence of the loss factor. In this work, the synchrotron radiation effect was subtracted and the frequency dependence of the loss factor was obtained by considering the variation of the spread in the image charge with energy. The results for three energies clearly fit a $\omega^{-1/2}$ dependence. This result, up to 62 GHz, may be the highest frequency measurement at present of the $\omega^{-1/2}$ behavior.

---

The working group on Coherent Synchrotron Radiation met jointly with the working group on Impedances and Wake Fields. Since coherent radiation is strongly affected by the shielding due to the vacuum chamber, the two subjects have much in common. In fact the theory of coherent radiation might be described as the theory of impedances and wake fields with curved particle trajectories. Parts of the theory have been pursued now and then over many years, whereas experiments are a relatively new development. For experiments see Ref. 2, and references therein. I will review separately our discussions on experiments and theory.

Experiments

(1) The experiment of Nakazato et al. at Tohoku University, the first to claim definitive evidence for coherent synchrotron radiation, was discussed. J. Bisognano raised the question of how to be certain that the observed radiation was really a curvature effect. In this experiment there is a sharp transition in the transverse dimension of the vacuum chamber at the entrance to the bending magnet. The incoming beam tube is about 10 cm across. It connects to a large tank in the region of the magnet, about 30 cm wide and 1 m long. Could it be that the sharp transition results in excitation of modes in the tank, irrespective of any curvature effect, with the particles in the bunch radiating coherently into those modes? As in the case of true coherent synchrotron radiation, the intensity of this "induced r.f." would vary as $N^2$, where $N$ is the number of particles in the bunch. This issue was already addressed in Ref. 2, which mentioned a theoretical estimate of the induced r.f. and also an attempt to intercept r.f. by a thin aluminum window at a point upstream from the point of emission of observed light. In the working group, T. Nakazato affirmed his belief that the effect is not important, pointing out that a displacement of the beam was found to have a strong effect on the intensity at the fixed detector; i.e., the radiation had pronounced directionality. Also, strong polarization of the radiation was observed, as would be expected of synchrotron radiation but not of induced cavity radiation.

Remark: The frequency distribution of coherent synchrotron radiation depends very sensitively on both the charge distribution in the bunch and the characteristics of the shielding. This is especially noticeable near the frequency threshold for appreciable coupling impedance. Thus, a theoretical curve such as the dotted curve in Fig.2a of Ref. 2 should be regarded as quite model-dependent.

(2) S. Okuda reported on a new experiment in progress at Osaka University. The experiment makes use of a very high intensity 38 meV beam from the ISIR linac, with $N = 2 \cdot 10^{11}$ and a clean bunch profile of Gaussian appearance, with length $\sigma \approx 9$ mm. The experimenters find an enhancement in intensity of about $10^{11}$ in

* Work supported by the Department of Energy, contract DE-AC03-76SF00515.
comparison with computed incoherent synchrotron radiation at the same wavelength (around 2 — 3 mm). They plan to measure the frequency spectrum, and to vary the bunch length by means of a bunch compressor.

(3) We learned of a proposed experiment at the Cornell University injector linac, by Eric Blum et al. Unlike the Tohoku experiment, there would be no abrupt change in vacuum chamber dimensions at the entrance to the bending region. Another proposed experiment,\(^3\) by A. Hofmann, L. Rivkin, and B. Zotter at LEP, was described by Rivkin in the plenary session. It appears to me that the parameters quoted for this experiment make the observation of coherent radiation a doubtful matter. My estimates, based on either of two models of the shielding,\(^1\) indicate that coherent radiation in the LEP experiment should be totally suppressed by the shielding, unless the bunch spectrum has a much higher proportion of high frequency components than a Gaussian would have. The authors of Ref.3 base their proposal on a formula derived from an early paper of Schiff\(^4\). They and Hofmann\(^5\) make the puzzling statement that Schiff’s model consists of two infinite, parallel, conducting plates, with the beam circulating in a plane midway between the plates. Schiff states that his model has only one plate, and that the model gives an upper bound on the coherent power, not necessarily a close estimate for the actual power. I am not sure of the pedigree of Schiff’s formula, since he gives no derivation, but it clearly has no resemblance to the well-known formula for two parallel plates.\(^6\) In particular, it does not display the sharply defined frequency threshold for appreciable coupling impedance that has been confirmed by several investigators in several models that are more realistic than the single plate model (parallel plates, concentric cylinders, pillbox, torus). In the LEP experiment, the threshold is so high in frequency that it lies far outside the bunch spectrum (assumed to be roughly Gaussian). See the numerical considerations in item (5) below.

(4) F. Caspers raised the possibility of studying curvature effects by means of bench measurements. One could set up a curved strip line in the proximity of a corresponding curved metal surface. According to Caspers, it is well known that radiation from such a configuration can be observed. One could excite the line with a fixed frequency, or with a pulse, and look at the angular distribution of intensity. Another possibility would be to put a wire inside a toroidal chamber, so as to simulate a beam in a storage ring. The questions to be answered by such measurements are not yet clear. The interpretation of experiments in which a conductor replaces a beam could be materially different from what we are accustomed to in the usual configurations without curvature (straight pipe with cavities, etc.). The dispersion relation for resonances of a smooth toroidal chamber is completely different from that of cavity resonances, and that may have an impact in the interpretation of wire measurements, just as it has an impact in the study of coherent instabilities of a beam in such a chamber. It may be possible to study the problem along the lines followed by Gluckstern and Li for a wire in a straight tube.\(^9\)
Theory

(5) The simplest useful model of shielding consists of two infinite, parallel, perfectly conducting plates. The beam follows a circular orbit in a plane midway between the plates. According to Faltens and Laslett, the maximum value of \( \text{Re}\, Z(n, n\omega_0)/n \) is

\[
\max_n \left[ \frac{\text{Re}\, Z(n, n\omega_0)}{n} \right] \approx 300 \frac{g}{R} \text{ ohms ,} \tag{1}
\]

where \( g = h/2 \) and \( R \) is the radius of the orbit. Also, \( \text{Re}\, Z(n, n\omega_0)/n \) is negligibly small for \( n \) less than a threshold given roughly by

\[
n = \pi(R/h)^{3/2} . \tag{2}
\]

The results (1) and (2) were obtained by numerical evaluation of a somewhat complicated formula for the impedance that is stated in terms of high-order Bessel functions. During the workshop, I noticed that the formula could be simplified so as to make these results obvious. Using appropriate asymptotic forms of the Bessel functions, one finds that the following formula holds to a good approximation:

\[
\frac{\text{Re}\, Z(n, n\omega_0)}{n} = 2 Z_0 \left[ \frac{\pi R}{hn} \right]^2 \exp \left[ -\frac{2}{3n^2} \left( \frac{\pi R}{h} \right)^3 \right] . \tag{3}
\]

Here only the dominant term (axial mode number \( p = 1 \)) has been included, and the vertical size of the beam is much less than \( h \). The maximum value of the expression (3) is

\[
\frac{720}{e} \frac{g}{R} \approx 265 \frac{g}{R} , \tag{4}
\]

in agreement with (1). The maximum occurs at \( n = \pi^{2/3} (R/h)^{3/2} \), and (2) is a good representation of the threshold.

The formula (3) makes it much easier to calculate the radiated power and the wake field, following the formulas given in Ref. 1. To find the radiated power by Eq.(2.11) of Ref. 1, we must evaluate \( |\lambda_n|^2 \text{Re}(n, n\omega_0) \) near its maximum, where \( \lambda_n \) is the Fourier coefficient of the longitudinal charge distribution. For a Gaussian bunch of length \( \sigma \) this quantity is proportional to

\[
\frac{1}{n} \exp \left[ -\frac{(n\sigma)^2}{R} - \frac{2}{3n^2} \left( \frac{\pi R}{h} \right)^3 \right] . \tag{5}
\]

Since the factor \( 1/n \) has little effect on locating the maximum, we look for the maximum of the exponential factor, and find that it lies at the point \( n \) such that the exponent of the bunch spectral density \( |\lambda_n|^2 \) is

\[
-\frac{(n\sigma)^2}{R} = -\left( \frac{2}{3} \right)^{1/2} \frac{\sigma}{R} \left( \frac{\pi R}{h} \right)^{3/2} . \tag{6}
\]

In the most favorable case for the LEP experiment (90° lattice, observation in mini-wiggler) we have \( h = 6\text{cm}, \sigma = 1.8\text{mm}, R = 250\text{m} \), and (6) has the value \(-8.8\), so
that the bunch spectral density is down by a factor \(1.5 \cdot 10^{-4}\) from its maximum value. Since the spectral density has to be fairly close to its maximum to get appreciable radiation, this does not look favorable for the LEP experiment. By contrast, in the Tohoku experiment (with \(\sigma = 2.2\)mm, \(h = 30\)cm, and \(R = 2.44\)m) the spectral density is at 9/10 of its maximum. The toroidal model will predict even less coherent radiation at LEP, since the threshold is at a somewhat higher frequency.

(6) S. Heifets pointed out that the usual concept of impedance does not always apply when the trajectory bends through an angle \(\alpha < 2\pi\). This is true if one defines impedance by imposing the synchronism constraint \(\omega = n \omega_o\) on the general impedance \(Z(n, \omega)\), which is the Fourier transform of the Green function \(G(\theta - \theta', t - t')\). By keeping \(n\) and \(\omega\) as independent variables, one can treat an arc of a circle. Responding to Heifets’ remark, I found the following formula for the energy change during traversal of an arc of angle \(\alpha\):

\[
\Delta U = -(q\alpha)^2 \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} |\lambda_n|^2 \int_{-\infty}^{\infty} d\omega S^2\left(\frac{\alpha}{2} \left(\frac{\omega}{\omega_o} - n\right)\right) \text{Re} Z(n, \omega) ,
\]

where \(q\) is the total charge, \(\lambda_n\) is the Fourier coefficient of the longitudinal charge distribution as defined in Ref. 1, and

\[S(x) = \frac{\sin x}{x} .\]

Here it is assumed that the charge is created at the beginning of the arc and destroyed at the end. A more elaborate calculation has been set up, in which charge conservation is accounted for by allowing the charge to come in and go out on straight trajectories extending to infinity. Although the integrals for the straight paths have not yet been evaluated, it appears at first sight that they have a minor effect.

(7) It is often assumed that the energy radiated from an arc of angle \(\alpha\) is approximately \(\alpha/2\pi\) times that radiated from a full circle. The accuracy of this assumption can be checked through Eq. (7). For this purpose, one can get an approximation for \(\text{Re} Z\) analogous to Eq. (3), but allowing \(n\) and \(\omega\) to be independent. Approximating \(S^2(x)\) by a triangle for \(|x| < \pi\) and by 0 elsewhere, one then finds

\[
\Delta U \approx -q^2 \alpha \omega_o \sum_n |\lambda_n|^2 \text{Re} Z(n, n\omega_o) ,
\]

provided that

\[\alpha \gg (h/R)^{1/2} .\]

This is indeed \(\alpha/2\pi\) times the result for a full circle given in Ref. 1. Heifets noted that \((h/R)^{1/2}\) is roughly \(n^{-1/3}\) at the mode \(n\) where the impedance is maximum, and that in any mode \(n\) the angular spread in the radiation about the plane of the orbit is also around \(n^{-1/3}\) (in the usual theory for radiation from a point charge, without
shielding). Thus, the condition (10), which was invoked to justify certain expansions in the derivation of (9), can be stated as the requirement that the angle \( \alpha \) be much larger than the angular spread of (unshielded) radiation about the orbital plane (at the preferred frequency corresponding to maximum impedance with shielding).

(8) There was some discussion aimed at finding a simple explanation of the threshold condition Eq. (2). Notice that the value of (2) is typically much higher than the familiar waveguide cutoff, which lies near \( n = R/h \). The lowest synchronous resonance in a smooth toroidal chamber (rectangular cross section, width \( w \), height \( h \)) lies at a value of \( n \) somewhat greater than \( n_0 = \pi R^{3/2}/hw^{1/2} \). Thus the effective threshold in the toroidal model is at \( n = n_t > n_0 \), since the impedance is negligible below the lowest resonance. In an impromptu remark, R. Gluckstern offered a way to understand this threshold by imagining what might happen when a straight rectangular wave guide is bent into a circle of average radius \( R \). In a straight guide of width \( w \) and height \( h \), the phase velocity \( v_\phi = \omega/k \) is determined by

\[
\left( \frac{\pi m}{w} \right)^2 + \left( \frac{\pi p}{h} \right)^2 + k^2 - \left( \frac{\omega}{c} \right)^2 = 0 , \tag{11}
\]

where the integers \( m \) and \( p \) are not both zero (for TE modes) or both not zero (for TM modes). If \( n \) is considerably larger than the pipe cutoff value, we can expand \( v_\phi \) to lowest order in powers of \( n^{-2} \), where \( n = \omega R/c \), to obtain

\[
v_\phi = c \left[ 1 + \frac{1}{2} \left( \frac{R}{n} \right)^2 \left( \frac{\pi m}{w} \right)^2 + \left( \frac{\pi p}{h} \right)^2 \right]^{1/2} . \tag{12}
\]

Now suppose that the guide is bent to form a torus with outer (inner) radius \( R \pm w/2 \). The velocity of a point on a wave front will vary linearly with \( r \). Suppose that the wave is in phase with the particle of velocity \( c \) at \( r = R \); then its phase velocity at the outer wall is \( c(1 + w/2R) \). It is reasonable to identify this velocity with the phase velocity (12) for the straight pipe; that is, to assume that bending decreases the phase velocity, except at the outer wall. For \( m = 0 \) and \( p = 1 \) this gives exactly the value \( n_0 \) stated above. A closer look shows that this is not a complete story, since the wave guide modes and torus modes are not in proper correspondence. As the discussion of Ref. 8 shows, each torus mode is a superposition of TE and TM wave guide modes; therefore the \( m = 0, p = 1 \) case, a pure waveguide TE mode, cannot correspond completely to the lowest torus resonance.

S. Heifets and A. Mikhailichenko also expressed some ideas about the intuitive basis of the threshold and the maximum value of \( \text{Re}Z/n \). The reader may consult their written account, prepared after the workshop.\[9\]

In my view, a clear and reliable physical picture is likely to come only from further thought about the exact theory, which is gradually becoming simpler and clearer. It is possible to derive the exact results for the parallel-plate model in just a few lines, and the approximation (3) in a few more, as I will show in a later paper.
(9) F. Caspers pointed out that there is much theoretical work on curved waveguides in the microwave literature. Although there is no account of beam current in such work, the methods used to solve the homogeneous Maxwell equations still could be of use in our subject. Caspers called attention to the book of Lewin et al.\[10] that describes techniques for handling waveguides of general cross-sectional form, treating curvature by a perturbative method. After the workshop, I learned that H. Hahn and S. Tepikian\[11] have applied a perturbative method to treat the toroidal chamber at low frequencies.

(10) Unfortunately, we did not have time to discuss the possible role of curvature effects in coherent instabilities in storage rings. As Bisognano emphasized, it is easy to believe in coherent synchrotron radiation, but relatively difficult to see whether it plays a role in bunch stability. It is not enough simply to have values of the coupling impedances, since the usual threshold criteria for instability may not hold in this novel dynamical situation. Particles following trajectories with different radii of curvature synchronize with different resonant modes of the structure. Furthermore, the toroidal chamber has a peculiar dispersion curve $\omega = \omega(n)$ that is almost parallel to the synchronism line $\omega = \omega_0 n$. Therefore the tiny change in bending radius between one side of the bunch and the other can bring in a fairly wide band of resonances. This effect should be carefully accounted for in a stability study based on the Vlasov equation. One hopes that there will be results on this problem at the next conference on collective effects in short bunches.
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WEAK TURBULENCE AND THE HEATING OF
THE BEAM NEAR THE THRESHOLD OF INSTABILITY.
D. Pestrikov
Institute of Nuclear Physics. Novosibirsk 630090, USSR

1. It is well known that in the storage rings the bunch
length and momentum spread can increase with its intensity. In
many cases such effects are associated with the unstable
longitudinal coherent oscillations of the bunch and related
turbulent phenomena [1]. The theoretical and experimental study of
this subject shows that depending on the specific conditions the
instability stops, when the bunch momentum spread either reaches
the value corresponding to threshold of the instability or
overshoots it [2], [3]. The nonlinear saturation of coherent
oscillations and associated blow-up of the beam momentum spread
have been analyzed in [4], [5] assuming that the variations of the
momentum distribution function of the beam occur adiabatically
slower then amplitudes of coherent oscillations. For beams in the
storage ring it seems that this assumption can work well near the
thresholds of coherent instabilities. As the main result the
overshoot of the threshold momentum spread has been predicted.

Nevertheless in the same region of parameters the interaction
of particles and long living coherent fluctuations i.e. coherent
oscillations, which are generated by the thermal motion of
particles, can give significant contribution into the relaxation
of the beam momentum distribution. Below but not very close to the
threshold of the instability the corresponding collision integrals
can be calculated assuming that collective motion in the beam is
presented only by fluctuations and using quasi nonlinear
approximation [6]. The kinetic in this case is described by the
couple of kinetic equations - one for particles and another for
beam fluctuations. This channel of the beam relaxation stops also
slightly below the threshold and thus predicts the overshoot
effect.

Above the threshold due to the blow-up of oscillations
besides the fluctuating background the systematic coherent
oscillations can survive in the beam. If, as usually, such
oscillations are described by Vlasov's equation, their wake fields perturb the motion of particles in the beam in the same way like the external field. It conserves the total phase space volume of the beam, but changes the symmetry of its stationary state and due to mismatching of particles phase trajectories with new ring acceptance can increase the effective phase space volume as well as momentum spread in the beam. As the increments of coherent instabilities are functionals of the beam stationary state, both they and coherent tune shifts become dependent on the amplitude of coherent oscillations, which is specific for turbulent oscillations. The calculation of such dependencies presents very difficult mathematical problem and generally needs some perturbation approach. In this paper we shall discuss the simplest case, when the beam and its coherent oscillations evolve near the threshold of the negative mass instability. Besides the mathematical simplification, the results of such calculations can be used as heuristic ones to predict the behaviour of very short bunches, when one may expect that instability rates will significantly exceed the frequency of synchrotron oscillations.

2. Without the beam cooling the negative mass instability is described by the Vlasov's equation

\[
\frac{\partial f}{\partial t} + \omega_0 \Delta p \frac{\partial f}{\partial \varphi} + eE(\varphi, t) \frac{\partial f}{\partial \Delta p} = 0
\]

(1)

where \( \varphi = \theta - \omega_s^* t \), \( \theta \) is the particle azimuth,

\[
\omega_0^* = \omega_s^* \eta / p_s^* , \quad \eta = \gamma^{-2} - \gamma_{tr}^{-2} ,
\]

\( \Delta p = p - p_s^* \) is the deviation of the particle momentum from its synchronous value, \( E = \gamma mc^2 \) is the energy of the particle, \( \gamma_{tr} mc^2 \) is the transition energy of the ring, \( E(\varphi, t) \) is electric field induced by the particle in surrounding electrodes. Since for particles \( E \) can be considered as the external field, eq.(1) describes the evolution of the beam distribution with the constant phase space volume. Thus, if trajectories of particles in this field are known and, for instance, are written via initial conditions ( \( \varphi_0, \Delta p_0 \) )
\( \varphi_0 = \varphi^{(0)}(\varphi, \Delta p, t), \quad \Delta p_0 = \varphi^{(0)}(\varphi, \Delta p, t) \)  

(2)

the solution of eq(1) can be written via initial distribution of the beam

\[ f(\varphi, \Delta p, t) = f^{(0)}(\varphi^{(0)}(\varphi, \Delta p, t), \varphi^{(0)}(\varphi, \Delta p, t)). \]

Though, in interesting cases the calculation of trajectories (2) in the self consistent field \( E \) is very difficult and, hence, some approximations or numerical methods must be used for particular calculations.

Using the periodicity of \( E \) and \( f \) in \( \varphi \) we can write

\[ E(\varphi, t) = \sum_n E_n(t) \exp(in\varphi), \]

\[ f(\varphi, \Delta p, t) = f^0(\Delta p, t) + \sum_{n \neq 0} f_n(\Delta p, t) \exp(in\varphi) \]

and replace eq.(1) by the system

\[ \frac{df_n}{dt} + in\omega_0 \Delta p f_n = -eE_n \frac{\partial f^0}{\partial \Delta p} - \sum_{n' \neq 0} eE_{n-n'}/(t) \frac{\partial f_{n'}}{\partial \Delta p}, \]

(3)

\[ \frac{\partial f^0}{\partial t} = - \sum_{n' \neq 0} eE_{-n'}/(t) \frac{\partial f_{n'}}{\partial \Delta p}. \]

(4)

This system becomes self consistent provided harmonics \( E_n \) and \( f_n \) are coupled. If we shall adopt the phenomenological description for the interaction of the beam and surroundings via the coupling impedance \( Z_n(\omega) \), the necessary equation reads

\[ E_n(\omega) = -\frac{N\omega^2 Z_n(\omega)}{\Pi} \rho_n, \omega, \quad \rho_n, \omega = \int d\Delta p f_n, \omega(\Delta p), \]

(5)

\[ \int_0^\infty dt \exp(i\omega t)E_n(t), \quad Im \omega > 0, \]

where \( N \) is the number of particles in the beam, \( \Pi \) is the orbit perimeter. In this paper we shall assume that the impedance \( Z_n(\omega) \) is the slow function of the frequency and can be replaced by \( Z_n(n\omega_s) = Z_n \), besides we shall use \( |Z''| \gg |Z'|, (Z = Z' + iZ'') \) and
\[
\left( \frac{Z_n}{n} \right) = \begin{cases} 
\text{const, } |n| \ll n_0 \\
\alpha \frac{1}{n^2}, \quad |n| > n_0,
\end{cases}
\]  

(6)

where \( n_0 \) is the harmonic number corresponding to the cut-off frequency.

Provided amplitudes of harmonics \( E_n \) are small, one can find solutions of eq.(3), eq.(4) as a power series of the parameter

\[ \chi_n = \frac{eE_n}{|n\omega_n|\sigma^2} \ll 1, \]  

(7)

where \( \sigma \) is the momentum spread of the beam. As \( |\chi_n|^{1/2} \) estimates the ratio of the separatrix size, corresponding to the harmonic \( E_n \), to the momentum spread in the beam, this parameter will be small, if only a small amount of particles from \( N \) is captured into the separatrix. Once to describe the motion of a particle inside the separatrix the whole series must be known, one may expect that such an approach will be successful only for the description of those effects, which mainly are sensitive to perturbations of uncaptured particles. But in the beam with unstable coherent oscillations it may happen that particles, which were initially uncaptured, will be captured into the separatrix in some time (see Fig.1).
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Fig.1 The example of the phase trajectory of a particle, which is captured during the rise time of the instability; \( p \) is \( \Delta p \), divided by the separatrix size.
Therefore the solutions, which will be discussed below, will give an adequate description of the beam only for limited time intervals.

3. Let us briefly discuss the basic properties of the solutions in the first approximation, when the system (3,4) can be linearized. Then $f_0$ describes the stationary state of the beam and so $\partial f_0/\partial t \equiv 0$, while the eigen frequencies of oscillations $f_n(t) = f_n \exp(-i\omega t)$ are the roots of the dispersion equation

$$\epsilon(n,\omega) = 1 + \frac{\Omega_n^2}{n\omega_0^2} \int_{-\infty}^{\infty} d\Delta \frac{\partial f_0/\partial \Delta}{\omega - n\omega_0(\Delta)} = 0, \quad \text{Im} \ \omega > 0, \quad (8)$$

$$\Omega_n^2 = n^2 \frac{\text{Re} \omega_0 \omega'}{\pi} \left\{ \begin{array}{l} -iZ_n \frac{n}{n} \\
\end{array} \right\}. \quad (9)$$

For the negative mass instability ($|Z_n| > |Z'|$, $\Omega_n^2 < 0$) and provided the stationary distribution is even $f(\Delta) = f(-\Delta)$, eq.(8) has unstable solutions (Im $\omega > 0$) only in the region $|\Omega_n^2| \geq (n\Delta)^2$, where $\Delta = |\omega_0| \sigma$ is the frequency spread in the beam. The roots of this equation, corresponding to unstable solutions, are imaginary $\omega = i\delta_n$ and can be found from the following equation

$$\int_{-\infty}^{\infty} d\Delta \frac{\partial f_0/\partial \Delta}{(n\omega_0 \Delta)^2 + \delta_n^2} = 1/\Omega_n^2. \quad (10)$$

It has simple solutions far above or very close to the threshold of the instability

$$\delta_n = |\Omega_n^2|^{1/2} \left\{ \begin{array}{l} 1 \quad , \quad N_{th} \ll N \\
1 - N_{th}/N \quad , \quad |N_{th} - N| \ll N, \\
\end{array} \right\}. \quad (11)$$

where

$$I_{th} = \frac{e\omega}{2\pi} N_{th} = |\eta|(\sigma/s)^2 \frac{2\pi n \omega_s}{e^2 \omega_s (Z_n/n)}. \quad (12)$$
is the threshold current of the beam. Numerical calculation of $\delta_n$ (Fig. 2) shows that it does not deviate too much in wider region from simple eq. (11).

Provided $n$ increases the increments of the long-wavelength modes $|n| < n_0$ increase, whereas for the short-wavelength modes $|n| > n_0$ they generally decrease and change the sign after the harmonic number

$$|n| = n_d = \frac{\sqrt{|\Omega^2_n|}}{\Delta \omega}.$$  \hspace{1cm} (13)

Above the threshold ($N > N_{th}$) harmonics $E_n(t)$ exponentially grow

$$\frac{dE_n}{dt} = \delta_n E_n \quad , \quad \delta > 0$$ \hspace{1cm} (14)

Fig. 2 The dependence of the ratio $X = \delta_n / |\Omega_n|$ on the beam frequency spread.

and are coupled with harmonics $f_n(\Delta p, t)$ via the following equation

$$f_n(\Delta p, t) = f_n^{(0)} \exp(-in\omega_0' \Delta pt) + \frac{eE_n^{(0)} \exp(-in\omega_0' \Delta pt)}{in\omega_0' \Delta p + \delta_n} \frac{\partial f_0}{\partial \Delta p} - \frac{eE_n(t)}{in\omega_0' \Delta p + \delta_n} \frac{\partial f_0}{\partial \Delta p}.$$ \hspace{1cm} (15)
For particles with momenta $|n\omega_0'\Delta p| \gg \delta_n$ the first and the second items in this equation are fast oscillating functions of time. The third item describes the systematical grow of $f_n(t)$. Below, we shall adopt that namely this item determines the behaviour of $f_n(\Delta p, t)$ on the large time and therefore shall write eq.(15) as

$$f_n(\Delta p, t) = -\frac{eE_n(t)}{in\omega_0'\Delta p + \delta_n} \frac{\partial f_0}{\partial \Delta p}.$$  \hspace{1cm} (16)

4. Let us discuss now the influence of the nonlinear terms in eq.(3), eq.(4) on the instability. We shall start with eq.(4), which describes the modification of $f_0$ by induced fields. To calculate its r.h.s. in the lowest approximation in $\chi_n$ one has to substitute there $f_n$ from eq.(16), which is equivalent to the averaging of this equation over the time interval

$$1/\Delta \omega \ll \Delta t \ll 1/\delta_n \quad , \quad \Delta \omega = |\omega_0'\sigma|.$$  

The resulting equation reads

$$\frac{\partial f_0}{\partial t} = \frac{\partial}{\partial \Delta p} \left[D \frac{\delta_n}{(n\omega_0'\Delta p)^2 + \delta_n^2} \right]$$  

and describes the evolution of $f_0$ in the quasi nonlinear approximation. Such equation was used, for instance, in [4] for the description of the beam behaviour above the threshold of the instability. Though eq.(17) has the form of the diffusion equation, just like initial eq.(3) and eq.(4) it describes time-inversive processes - the variation of the effective phase space volume of the beam in own inducted fields. This becomes especially clear, if nonlinear corrections to the distribution function are connected with distortions of a particle phase trajectories by the self consistent fields [6]. The same result yields the direct calculation of the beam entropy rate

$$\dot{S} = -\frac{d}{dt} \int d\Delta p f(\Delta p, t) \ln(f)$$

In the first approximation in $|\chi_n|^2$ using eqs.(16),(17) one can get
\[ S = S_0 + \delta S = 0 \]
\[ \dot{S}_0 = -\delta S = \int d\Delta p \ D(\Delta p) f \left( \frac{\partial}{\partial \Delta p} \ln(f) \right)^2, \]

where \( S_0 \) corresponds to the distribution function \( f_0 \). In analogy with \( S \) the value \( S_0 \) yields the rise time of the effective phase space volume of the beam. For Gaussian distributions it reads

\[ S_0 = \frac{1}{\sigma^2} \sum_n \frac{\delta_n}{|\Omega_n^2|} |eE_n|^2. \]

The integration of eq.(17) with \( \Delta p^2 \) yields

\[ \frac{d\sigma^2}{dt} = -2 \sum_n \delta_n |eE_n|^2 \int_{-\infty}^{\infty} d\Delta p \ \frac{\sigma f_0}{\Delta p} \left( \omega_0^2 \Delta p \right)^2 + \delta_n^2, \]
\[ \sigma^2 = \int d\Delta p \ \Delta p^2 f_0(\Delta p, t). \]

As \( \delta_n \) is the root of the dispersion equation (10), the integral in eq.(18) can be calculated exactly. Then, using eq.(10) and eq.(14), we can rewrite eq.(18) in the form of the energy conservation law

\[ \frac{d}{dt} \left\{ \sigma^2 - \sum_n \frac{e^2 |E_n|^2}{|\Omega_n^2|} \right\} = 0. \]

Hence, if \( \sigma_{in} \) is the initial momentum spread in the beam and \( E_n^{(0)} \) is initial value of \( E_n \), eq.(19) yields

\[ \sigma^2(t) = \sigma_{in}^2 + \sum_n \frac{e^2 |E_n|^2}{|\Omega_n^2|} (|E_n|^2 - |E_n^{(0)}|^2). \]

Using \( E_n = -N\omega_0^2 \rho_n / \Pi \), eq.(20) can also be rewritten in the form

\[ \sigma^2(t) = \sigma_{in}^2 + \sum_n \sigma_{c(n)}^2 (|\rho_n|^2 - |\rho_n^{(0)}|^2), \]

where \( \sigma_{c(n)} \) is the momentum spread corresponding to the threshold of the instability (12).

5. Nonlinear corrections to the increments of coherent oscillations can be calculated from eq.(3). We shall find its solution as the iteration series
\[ f_n(\Delta p, t) = f_n^{(1)} + f_n^{(2)} + f_n^{(3)} + \ldots, \]

where the item of the first order in \( \chi_n \) is determined by eq. (15) (or eq. (16)), while the others can be calculated using

\[
\frac{\partial f_n^{(m+1)}}{\partial t} + i\omega_0 \Delta p f_n^{(m+1)} = -e \sum_{n' \neq 0} E_{n-n'} \frac{\partial f_n^{(m)}}{\partial \Delta p}, \quad m = 1, 2, \ldots \quad (21)
\]

The nonlinear correction to the increment \( \delta_n \) is determined by those terms in eq. (3), which are proportional to the harmonic \( E_n \). If for the sake of simplicity we shall trace the evolution of the particular harmonic \( n = q \), then the items of interest are caused by the decay of the harmonic \( q \) into harmonics \( q-n \) and \( n \) and their subsequent merging into harmonic \( q \). For more simplification, we shall adopt that initially only one harmonic \( q \) is presented in the beam

\[ f_n(\Delta p, t = 0) = \delta_{n,q} f_q(\Delta p, t = 0). \]

Then during the evolution the spectrum of \( f(\Delta p, t) \) will contain only harmonic numbers, which are proportional to \( q \). Moreover, since the nonlinearity in the eq. (3) is quadratic, the increase of the harmonic number in the beam is connected with the contribution from processes with increasing number of the interacting modes, which were induced by the harmonic \( q \). Therefore for the higher harmonic numbers the amplitudes will be proportional to higher powers of \( \chi_n \). In the lowest approximation in \( \chi_n \) the nonlinear correction into \( f_q \) is determined by the harmonic \( f_{2q} \)

\[
\frac{\partial f_q}{\partial t} + iq\omega_0 \Delta p f_q = -eE_q \frac{\partial f_0}{\partial \Delta p} - eE_q \frac{\partial f_{2q}}{\partial \Delta p}, \quad (22)
\]

which in the same approximation satisfies the equation

\[
\frac{\partial f_{2q}}{\partial t} + 2iq\omega_0 \Delta p f_{2q} = -eE_{2q} \frac{\partial f_0}{\partial \Delta p} - eE_q \frac{\partial f_q^{(1)}}{\partial \Delta p}, \quad (23)
\]

Since \( f_q \) is the fastest harmonic and we consider the oscillations near the threshold, the linear part of the eq. (23) yields the
function of time either decaying or growing slower than the nonlinear correction. Thus, the fastest part of this solution takes the form

\[ f_{2q} = - \frac{e^2E_q^2}{(q\omega_q)^2} \frac{1}{\Delta p} \frac{\partial}{\partial \Delta p} \left[ \frac{1}{\Delta p} \frac{\partial f_0}{\partial \Delta p} \right] , \quad |q\omega_q\Delta p| \gg \delta_q \] (24)

After the substitution of the eq.(24) in the eq.(22) one can get the equation describing the evolution of \( f_q \) in cubic approximation in \( \chi_n \)

\[ \frac{\partial f_q}{\partial t} + iq\omega_q\Delta p f_q = -eE_q \left\{ \frac{\partial f_0}{\partial \Delta p} - \frac{e^2|E_q|^2}{(q\omega_q')^2} \frac{\partial}{\partial \Delta p} \left[ \frac{1}{\Delta p} \right] \right. \]

\[ \left. \cdot \frac{\partial}{\partial \Delta p} \left[ \frac{1}{\Delta p} \frac{\partial f_0}{\partial \Delta p} \right] \right\} \] (25)

When solving eq.(25) one has to remember that the distribution function \( f_0 \) in in the nonlinear item coincides with unperturbed distribution. Let it be, for instance, the Gauss distribution function

\[ f_0 = \frac{1}{\sqrt{2\pi}\sigma} \exp \left[ -\frac{\Delta p^2}{2\sigma^2} \right] \] (26)

Then the repetition of calculations, which led to eq.(16), gives

\[ f_q(\Delta p,t) = -\frac{eE_q}{iq\omega_q\Delta p + \delta_q} (1 - |\chi_n|^2) \frac{\partial f_0}{\partial \Delta p} , \] (27)

while the integration of this equation over \( \Delta p \) yields the dispersion equation

\[ \Delta_q^2 \left[ 1 - |\chi_q|^2 \right] \int d\Delta p \frac{\partial f_0}{\partial \Delta p} \frac{\Delta p}{(q\omega_q\Delta p)^2 + \delta_q^2 |\chi_q|^2} = 1. \] (28)

It can also be written in the form

\[ \varepsilon_q(i\delta_q) = \varepsilon_q^{(0)} + \delta\varepsilon_q = 0, \]

where \( \varepsilon_q^{(0)} \) is the dielectric constant of the beam calculated in the linear approximation (see eq.(8)), and
Eqs. (27) and (28) show that the distortion of phase trajectories by induced fields of the beam generally suppress the interaction and thus stabilizes the oscillations. The coincidence of eq. (28) and eq. (10) allows one to use eq. (11) to calculate the instantaneous increments of nonlinear coherent oscillations in the close vicinity of the threshold. Taking into account the main powers of \(|\chi_q|^2\) one can get

\[
\delta_q(|\chi_q|^2) = \left(\frac{|\Omega_n|^2}{N}\right)^{1/2} \left\{ \frac{N_{th}}{N} - 1 + |\chi_q|^2 \right\}. \tag{29}
\]

6. The evolution of both the coherent oscillations and effective momentum spread of the beam is described by the combined solution of eq. (17) (or eq. (19)) and modified eq. (14)

\[
\frac{d}{dt}|E_q|^2 = -2\delta_q(|\chi_q|^2)|E_q|^2. \tag{30}
\]

The typical result of such calculations is shown in Fig. 3.

---

Fig. 3 The dependencies on the time of 1. \(\sigma_{eff}/\sigma_c\); 2. \(|\rho_q|\) and 3. \(\delta_q(t)\).

It indicates that the beam reaches the stationary state above the threshold of the instability and therefore no overshoot phenomena
is predicted in the considered approximation. It is obvious also from eq.(30) and eq.(19) that within this approach the beam can only reach the threshold, if nonlinear corrections to increments of the instability are neglected.

If the beam is cooled (say, by the synchrotron radiation for electrons and positrons, or by the electron cooling for heavy particles), eq.(19) must be modified and will take the form

$$\frac{d}{dt}\left(\sigma^2 - \frac{2e^2 |E_q|^2}{|\Omega_q|^2}\right) = -\chi(\sigma^2 - \sigma_{st}^2),$$

(31)

where $\sigma_{st}$ is the beam r.m.s. momentum spread without collective effects. If $\sigma_{st} > \sigma_c$, eqs.(30),(31) have no stationary solutions. On the contrary, above the threshold ($\sigma_{st} < \sigma_c$) the stationary solution of eqs.(30), (31) exists and has the form

$$\sigma = \sigma_{st} , \quad \delta_q\left(|E_q|^2 \right) = 0.$$  (32)

Provided the stationary state is occurred in the close vicinity to the threshold, one can find from eq.(30)

$$e |E_q| = \frac{qT_\parallel}{R_0} \sqrt{1 - T_\parallel/T_c} , \quad T_\parallel \leq T_c ,$$

(33)

$$T_\parallel = R_0 |\omega_0| \sigma^2 , \quad R_0 = \pi/2\pi.$$

Both such stationary state and the found dependence of increments on the amplitude are specific for coherent oscillations in the regime of the weak turbulence [7].

Since eq.(30) has no stationary solution below the threshold of the instability, eq.(33) determines the value, which exists only in the region $T_\parallel \leq T_c$ and vanishes at $T_\parallel = T_c$. These properties are specific for so-called parameter of the order describing the phase transitions of the 2-d kind [8] in the beam — below transition temperature ($T_c$) the beam is partially bunched.

As it was mentioned before, for the complete description of the beam relaxation near the threshold of the instability the kinetic of the beam coherent fluctuations must be taken into account. Initial calculations related to this subject, which have been performed in [6] showed that such a relaxation stops, when
the beam becomes slightly below the threshold of the instability and therefore the beam momentum spread overshoots the threshold value. These calculations also indicate the fundamental role of the dissipation in the beam surroundings for that overshoot phenomenon.

B.Breyzman and N.Dikansky are acknowledged for useful discussions.
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Abstract

Several versions of the self-consistent integral equation for bunch lengthening have been used by various authors. They all derive from the "Haissinski equation" and differ mainly in the integration limits. Using only causality, it can be shown that all of them are equivalent. We discuss various techniques used to obtain solutions and the calculation of their stability. An explicit analytic solution is possible for the case of a purely resistive impedance, while an inductive impedance leads to an implicit algebraic equation. Approximate solutions are presently being developed also for resonator impedances. The threshold for "turbulent" bunch lengthening has been obtained from perturbation solutions of the time-dependent Vlasov equation. The values agree with simulation, but appear to be rather large, in particular for very short bunches.
1 Introduction

Lengthening of electron bunches in storage rings and circular accelerators was first observed experimentally [1],[2],[3],[4],[5]. The first analytic studies [6],[7],[8] identified the mechanism as a deformation of the "potential well", formed by the external RF voltage, due to the "induced voltage" in the wall impedances. The problem was treated in linear approximation and scaling laws were obtained [9] which were in good agreement with observations at low current levels. However, the theory failed to predict the appearance of the "turbulent threshold" which was observed experimentally as the onset of stronger bunch lengthening, accompanied by an increase of the energy spread ("bunch widening"). First attempts to determine the stability of the solution in the deformed potential well were published already in the late 70's and early 80's [10],[11],[12], and again more recently [13],[14].

In a more empirical - and not self-consistent - description of bunch lengthening [15], assuming that the bunches remain Gaussian, the stability threshold can be found by equating the solutions in the "potential well region" and in the "turbulent region" based on the waterbag solution [16]. With some minor modifications [17], this approach has been used since many years in the computer program BBI [18] which showed very good agreement with measurements in machines with long bunches (DCI in Orsay, EPA at CERN), but seems to become less dependable for shorter ones.

The stationary potential well equation has been derived for distributed impedances all around the ring. For localized impedances, such as are usually assumed for computer simulation, one needs in general the time-dependent equation of motion. First attempts to treat this case analytically have been made using mapping techniques [19],[20]. In actual machines, both localized and distributed impedances may occur simultaneously, but no theory exists at present which covers both cases.

2 The Haissinski Equation

The first self-consistent theory was derived from the Fokker-Planck equation [21], and led to a nonlinear integral equation for the line-density $\lambda(\tau)$ which has become known as the "Haissinski equation".

$$\lambda(\tau) = K \exp \left[ -U_0(\tau) - \xi \int_0^\tau dt V_{\text{ind}}(t) \right]$$

(1)

The constant $K$ has to be determined from the normalization condition $\int_0^\infty \lambda(\tau) d\tau = 1$.

$U_0(\tau)$ is the potential well due to the external RF voltage (for a linear RF it becomes a parabolic well $r^2/2$), divided by $\sigma_0^2$.

$\xi \propto I/V$ is a parameter proportional to the bunch current divided by the gradient of the RF voltage,

and $V_{\text{ind}}$ is the "induced voltage" (per unit charge), which can be expressed in terms of the wake function (delta-function wake potential or "Green function" $G(t)$) by

$$V_{\text{ind}}(t) = \int_0^\infty dt' G(t') \lambda(t - t')$$

(2)
i.e. it contains the unknown line-density in the integrand.

Still in the year of its publication, the Haissinski equation was applied [22],[23] to a simplified resonator, consisting essentially of two parallel plates without beam holes, for which the wake function could be derived analytically. The integral equation was solved numerically by iteration. With increasing current, it showed a growing deformation of the bunch shape from the Gaussian valid for increasing current. The line-density became wider and more and more asymmetric, with a steeper slope in front and a longer tail behind (the bunch looks as if it was leaning forwards, see Fig.1). After some numerical problems were overcome, solutions could be obtained for arbitrarily high currents. A new derivation of the integral equations for potential-well deformation, using essentially thermodynamic conservation laws, has recently been published [24] and agrees - at least for electrons - with the Haissinski equation.

3 Step Function Response

Shortly after the first publication of the Haissinski equation, it was realized that the double integral

$$\int_0^T dt \int_0^\infty dt' G(t') \lambda(t' - t)$$

could be reduced to a single one by inverting the order of integration [25]. The "Green function" or "wake function" (delta function wake potential) is replaced by the "step function response" (wake potential of a unit step)

$$S(t) = \int_0^T dt' G(t')$$

and one obtains the integral equation

$$\lambda(\tau) = K \exp \left[ -U_0(\tau) - \xi \int_0^\infty dt S(t) \lambda(\tau + t) \right]$$

In this form, the integral contains the unknown function only at earlier times \(\tau + t, t > 0\), i.e. one can evaluate it directly by starting integration well ahead of the bunch where \(\lambda(\tau) = 0\). However, the normalization integral has to be fulfilled by changing the parameter \(K\). Since the line density depends non-linearly on \(K\), several iteration steps are still needed to obtain the correct solution. This can be avoided by rewriting the equation for \(p(\tau) = \xi \lambda(\tau)\) and solving for selected values of \(\xi K\). Then the normalization condition yields \(f_{-\infty}^\infty dt p(t) = \xi\), i.e. the corresponding current (divided by the voltage gradient). This technique has been applied to the parallel plate resonator [26], to a capacitive impedance [27], as well as to more realistic wake potentials of complete vacuum chambers [28].

4 Resistive Impedance

The integral equation in the almost identical form

$$\lambda(\tau) = K \exp \left[ -U_0(\tau) - \xi \int_{-\infty}^\tau dt S(\tau - t)\lambda(t) \right]$$

In this form, the integral contains the unknown function only at earlier times \(\tau + t, t > 0\), i.e. one can evaluate it directly by starting integration well ahead of the bunch where \(\lambda(\tau) = 0\). However, the normalization integral has to be fulfilled by changing the parameter \(K\). Since the line density depends non-linearly on \(K\), several iteration steps are still needed to obtain the correct solution. This can be avoided by rewriting the equation for \(p(\tau) = \xi \lambda(\tau)\) and solving for selected values of \(\xi K\). Then the normalization condition yields \(f_{-\infty}^\infty dt p(t) = \xi\), i.e. the corresponding current (divided by the voltage gradient). This technique has been applied to the parallel plate resonator [26], to a capacitive impedance [27], as well as to more realistic wake potentials of complete vacuum chambers [28].
can be solved analytically for the case \( S(t) = \text{constant} \) [10]. This corresponds to a purely resistive impedance \( Z(\omega) = R \), where the wake-function is a delta function (times \( R \)), and the step-function response becomes simply \( R \) for \( t > 0 \).

The solution is obtained most easily by converting the integral equation into a differential one. After taking the logarithm on both sides, differentiation with respect to \( r \) yields

\[
\frac{\lambda'}{\lambda} = -U'_\alpha(r) - \xi'\lambda
\]

where \( \xi' = \xi R \). This is a differential equation of first order, but still non-linear. However, since it can be recognized to be a "Bernoulli equation", it can be converted to a linear equation by the substitution \( \lambda = 1/y \). We thus obtain

\[
y' = U'_\alpha(r)y + \xi'
\]

The homogenous equation is simply a constant times the exponent of \( U_\alpha(r) \). A particular solution of the inhomogenous equation is found by variation of the constant. The complete solution thus becomes

\[
\lambda(r) = \frac{\exp[-U_\alpha(r)]}{C + \xi' \int_0^r dt \exp[-U_\alpha(t)]}
\]

The constant \( C \) can be determined from the solution for \( \xi = 0 \) which should be simply \( \lambda(r) = K \exp(-U_\alpha(r)) \), and thus has to be equal to \( 1/K \). However, since \( K \) itself is only given by the normalization condition, we can write the condition for \( C \) directly

\[
\int_{-\infty}^{\infty} \frac{\exp[-U_\alpha(r)]dr}{C + \xi' \int_0^r dt \exp[-U_\alpha(t)]} = 1
\]

Using the fact that the numerator is proportional to the derivative of the denominator, we can evaluate the integral to get

\[
C = \frac{\xi' \int_0^{\infty} \exp[-U_\alpha(t)] dt}{\text{Tanh}\frac{\xi'}{2}}
\]

For the parabolic potential well \( U_\alpha(r) = r^2/2\sigma_0^2 \), the integral in the denominator becomes simply \( \sigma_0 \sqrt{\pi}/2 \), and the full solution can be written

\[
\lambda(r) = \frac{\sqrt{2/\pi} \exp(-r^2/2\sigma_0^2)}{\xi' \sigma_0 \left[ \text{Coth}\frac{\xi'}{2} + \text{erf}\left(\frac{1}{\sqrt{2}}\right)\right]}
\]

which looks like a Gaussian with a widened center part.

### 5 Other Impedances

For an inductive impedance, the wake function is the derivative of a delta function, and the step function response therefore a delta function. The integral in Eq.(5) then can be performed and one obtains

\[
\lambda(r) = K \exp \left[ -U_\alpha(r) + \frac{\xi}{2} \lambda(r) \right]
\]
where the factor $1/2$ comes from the fact that the delta function in the integrand occurs at the integration limit. Thus we get an algebraic equation for $\lambda(\tau)$, which cannot be solved explicitly, however. Numerical solutions give asymmetrically distorted Gaussians (leaning forward), and solution becomes difficult for large values of the parameter $\zeta$. However, by solving for the independent variable $\tau$ it is easy to convince oneself that solutions exist for all values of the parameter.

The case of a purely capacitive impedance leads to an integro-differential equation [29]. Its numerical solution shows that the bunches remain essentially Gaussian, but with a reduced length. An approximate solution has recently been published in ref.[30] without derivation. It is supposed to hold when the induced potential is very large.

For a resonator impedance, which encompasses all three special cases discussed above, the step-function response can be written as the imaginary part of a complex exponential: the kernel, which is in general a function of the difference of the time displacement and the integration variable $\tau - t$ (see Eq.(6)), then becomes a product of functions of its two variables:

$$
S(\tau - t) = \frac{2R}{W} \text{Im} \left[ \exp(\nu_1 \tau) \exp(-\nu_1 t) \right]
$$

where $\nu_1 = (\omega_r/2Q(W + j))$ and $W = \sqrt{4Q^2 - 1}$. $R$ is the shunt impedance, $Q$ the quality factor, and $\omega_r$ the resonant frequency of the impedance.

An integral equation with such a "degenerate kernel" can be solved directly if it is of the "Fredholm type", i.e. if the limits of integration are fixed. However, since the above expression for the kernel is valid only for $\tau < t$, and vanishes otherwise due to causality, the Haissinski equation is really of the "Volterra type" with a variable upper limit. It can still be written as a "Fredholm" integral equation if one multiplies the kernel with a step-function. Expanding the step-function into a Fourier series then again yields an integral equation of the Fredholm type, but containing an infinite number of terms. Truncation to only a few terms yields surprisingly good numerical results in a much shorter time than direct solution of the integral equation. Furthermore it appears possible to sum the series for the shift of the synchronous angle explicitly. Solutions for short and medium bunch lengths ($\omega_r \sigma_0 = 0.5$ and $1.0$) are shown in Fig.2 and 3 as function of the parameter $\alpha I$.

6 Stability

Empirically, the solution of the potential well equation is not valid above the "turbulent threshold". One can then assume that a time-dependent solution ("microwave instability") of the Fokker-Planck equation becomes energetically favored. Thus the Haissinski equation is then no longer valid.

One standard method to investigate stability is to add a small, exponentially time-dependent perturbation and to find the appearance of an imaginary part of the frequency. This method was first applied to the linearized Vlasov equation, in ref.[10] to a bunch deformed in a potential-well. It was claimed that the resulting dispersion relation (for electrons) differed from the usual one obtained for stability against coupled-bunch motion, but no numerical examples were given.
A similar method was used in ref. [12], where stability determined from the sign of the real parts of the eigenvalues of the coefficient matrix of an expansion in orthogonal polynomials. However, in this paper the potential-well deformation of the Gaussian was not taken into account explicitly. An increase in the length of the Gaussian could be included by interpreting \( \omega_b \) as the modified, current-dependent synchrotron frequency.

Recently, this technique has been applied directly to the numerical solutions of the self-consistent potential well (Haissinski) equation [14]. For short bunches, a large discrepancy has been found both with the thresholds obtained using an undeformed Gaussian, and with the so-called "localized Keil-Schnell" [31] or "Boussard" [32] criterion. This gives much lower values for the threshold, but is admittedly only a lower bound as it was derived by approximating the exact stability limit [33], [34], [35] with an inscribed circle. The discrepancy can be reduced considerably by

- a) using a Gaussian with modified \( \sigma \) (as was usually done in the past)
- b) replacing the low-frequency limit \( Z/n \) by the "effective impedance"

\[
\frac{Z}{n}_{\text{eff}} = \frac{\sum (Z(p\omega_o)/p)h_m(p\omega_o)}{\sum h_m(p\omega_o)}
\]

where \( h_m(\omega) \) is the spectral power density of the m\textsuperscript{th} mode of oscillation of a bunch which is given by \( (\omega\sigma)^{2m}\exp[-(\omega\sigma)^2] \) for a Gaussian distribution. In the potential well region, one should take \( m=1 \) (dipole mode) [17]. For a resonator impedance, the total effective impedance is then approximately equal to \( |Z/n| \) for long bunches, but only

\[
\frac{Z}{n}_{\text{eff}} = (\omega_r\sigma_{ro})^2 |Z/n| \]  \hspace{1cm} (16)

for short ones \( \omega_r\sigma_{ro} << 1 \). This fact will considerably increase the threshold current for short bunches, as has been measured recently in LEP [36].

c) replacing the inscribed circle of the "Keil-Schnell criterion by the correct stability limit (depending on the argument of the complex impedance) increases the stability limit for long bunches, where the impedance is more inductive and the inscribed circle is a bad approximation (see Fig.4).

7 Moment Expansions

Since the deformation of the Gaussian is not very large - depending on the type of impedance the bunches are shifted (first moment), lengthened or shortened (second moment), become slightly asymmetric (third moment) or the center is widened more or less than the tails (fourth moment). An analysis of bunch lengthening in resonator impedances including up to the third moment ("skewness") was described in the ESRF Impedance workshop [37]: in particular for bunch lengths where the impedance is essentially resistive, the effect of the asymmetry was found to be rather important. In addition, the stability of the solution (using the Boussard criterion) was compared with the vanishing of the slope of the total potential inside the bunch. It has been assumed that this might be a criterion
for stability \cite{5} since the synchrotron frequency becomes imaginary for a negative slope of the potential. Agreement between the two criteria is only approximate, however.

As a by-product of this analysis, it appeared that longitudinal mode-coupling of the dipole mode \((m=1)\) with its mirror-image \((m=-1)\) or with the quadrupole mode \((m=2)\) should not occur for a linear RF voltage: the "coherent" frequency shift of the dipole mode is exactly cancelled by the "incoherent" shift for any particle distribution, and hence the coherent dipole tune does not change with current (a longitudinally moving bunch takes its potential well with it). The quadrupole tune changes, but by less than the synchrotron tune so that it stays always above the dipole tune. It has not been shown that the same is true for higher modes \((m \geq 2)\), but it is rather unlikely to have large impedances at frequencies above the beam-pipe cut-off. Hence the "mode-coupling" theory \cite{38}, does not appear to be a plausible candidate to explain turbulent bunch lengthening.

In Fig.5 we show the distribution of eigenvalues as function of the beam intensity obtained by Oide-Yokoya \cite{14} for a resonator impedance. I have added the dashed lines which are the limits of the solutions for each (azimuthal) mode-number \(m=1\) to \(m=4\). This shows clearly that the eigenvalues remain real (apart from two spurious values) even when the higher radial modes of neighboring \(m\)-values are overlapping. The appearance of the instability seems to be consistent with the vanishing of the lowest \(m=1\) (dipole) mode. A similar result has also been obtained recently \cite{13} for a hollow beam with a space-charge impedance (see Fig.6).

The coupling of the \(m=1\) and \(m=-1\) modes has been proposed as mechanism of the turbulent threshold some time ago \cite{11},\cite{12} - but was contested because the thresholds obtained in this manner were much higher than those observed experimentally. In addition, the frequency of the dipole mode measured does not change much, and certainly does not vanish at the threshold. A possible explanation of these discrepancies is the fact that the "rigid" dipole mode is actually not included in the standard mode analysis, where the bunch edges are kept fixed. Therefore the frequency of the dipole mode may vary with current - but does not agree with the rigid dipole mode usually observed experimentally. Another difficulty is the fact that the Vlasov equation is probably not sufficient to describe behavior above the turbulent threshold, since additional "excitation" terms must be active in order to increase the energy spread. These terms have to be added to the quantum excitation in the Fokker-Planck equation, which should be used instead. One paper has been published using a "quasi-stationary", time-dependent solution \cite{39} to explain the behaviour above the threshold. The results showed overshoot also for electrons, with periodic damping to values below the equilibrium value. This is not in agreement with the usual behavior observed in most machines, but slow oscillations of the bunch length have been seen occasionally. Nonlinear saturation and the resulting overshoot due to a single "sharp" impedance have been estimated using a non-perturbative treatment of the Vlasov equation \cite{40}. A thermodynamic approach to the behaviour of the bunchlength above the "turbulent threshold" has been the subject of a thesis\cite{41}, of which an abridged version has been published\cite{42}. The threshold was calculated by equating the free energies of the stationary and of the time dependent solutions. A numerical comparison of the theory both with simulation and experiments at SPEAR was made and showed good agreement for not too short bunches.
More recently, time dependent solutions have been obtained by studying the behavior of bunches in discrete (localized) impedances using (analytic) mapping techniques \[19,20\]. Only the very simplified case of a constant wake (capacitive impedance) could be treated: the thresholds predicted are thus not comparable with experiment. Work on more realistic impedances is being continued.

Many computer simulations of bunch lengthening have been published, usually using several hundred or thousand super-particles \[43,27,44,45,46,47,48,49\]. In general they show both (anomalous) bunch lengthening and bunch widening but the current threshold is not always clearly visible. Simulation of existing machines with realistic parameters is rather scarce - recently a comparison of bunch lengthening in the SLAC damping rings \[29\] gave reasonable agreement. More work in this direction is strongly encouraged.

8 Conclusions

There exists a vast literature on bunch lengthening in circular accelerators and storage rings - of which only a part has been cited in this review. In spite of this, there is no satisfactory explanation for the existence of a "turbulent" threshold and the region above it, where anomalous bunch lengthening and bunch widening (increase of energy spread) occur simultaneously. Several semi-empirical models yield results in good agreement with observation over a limited range of parameters, usually for longer bunch lengths where the impedance is mainly inductive. Computer simulation can yield satisfactory results also for shorter bunches, but has rarely been applied to existing machines. Unfortunately, it also does not give clear insight into the physical processes involved.
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Figure 1: Variation of bunch shape in a parallel plate resonator for a bunch length of \( \sigma_r = 0.34 \, \text{ns} \) (M. Chatard-Moulin et al)
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Figure 2: Variation of bunch shape in a resonator impedance for a short bunch $\omega, \sigma_{\phi} = 0$ for increasing current (J. Hagel)
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Figure 3: Variation of bunch shape in a resonator impedance for a bunch of medium length $\omega_c, \sigma_{\phi} = 1.0$ for increasing current (J.Hagel)
Figure 4: Stability diagram for Gaussian distribution and inscribed circle approximation ("Keil-Schnell criterion")
Figure 5: Distribution of Eigen-frequencies for Resonator Impedance (Q=1) as function of current (K.Oide-K.Yokoya)
Figure 6: Frequency spectrum of longitudinal modes in a hollow bunch for space-charge impedance (R. Baartman)
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ABSTRACT

Effects of the potential-well distortion on the longitudinal single-bunch instability in an electron storage ring are examined. A method which calculates the intensity threshold including the potential well is proposed. As the result, the spectra of the eigenvalues and the threshold of the instability become greatly different from those calculated without the potential-well distortion.

INTRODUCTION

The longitudinal single-bunch collective motion of an electron beam in a storage ring is described by the Vlasov equation

\[-\frac{\partial \psi}{\partial \theta} = p \frac{\partial \psi}{\partial q} + (-q + V(q, \theta)) \frac{\partial \psi}{\partial p}\]

for the distribution function \(\psi = \psi(p, q, \theta)\) in the longitudinal phase space. The independent variable \(p \equiv (E_0 - E)/E_0 \sigma_z\) is the relative energy deviation, \(q \equiv z/\sigma_z\) the longitudinal position, and \(\theta \equiv \omega_s t\) the phase of the synchrotron motion. We have introduced \(E_0\) as the nominal beam energy, \(\sigma_z\) the natural energy spread, \(\sigma_z\) the natural bunch length, and \(\omega_s\) the nominal synchrotron angular frequency. We chose the sign of \(p\) for convention.
The charge of the bunch induces the longitudinal field $V(q)$ with the longitudinal wake function $W(q)$ as

$$ V(q, \theta) = I \int_{-\infty}^{+\infty} f(q', \theta) W(q' - q) dq' , \quad (2) $$

where $f(q, \theta)$ is the longitudinal density of electrons

$$ f(q, \theta) = \int_{-\infty}^{+\infty} \psi(p, q, \theta) dp , \quad (3) $$

and normalized as $\int f(q, \theta) dq = 1$. The parameter $I$ represents the beam intensity as

$$ I = \frac{Ne}{2\pi \nu_s \sigma_z} \left( \frac{e}{E_0} \right) , \quad (4) $$

where $N$ is the number of the particles in the bunch and $\nu_s$ the nominal synchrotron tune. We only consider an ultra-relativistic case, thus assume $W(q) = 0$ for $q < 0$.

**STATIONARY SOLUTION**

The stationary solution of (1) is written as

$$ \psi_0(p, q) = (2\pi)^{-1/2} \exp(-p^2/2)f_0(q) , \quad (5) $$

where the stationary density $f_0$ satisfies the equation

$$ f_0(q) = A \exp \left( -\frac{q^2}{2} - I \int_{q}^{\infty} \int_{q'}^{\infty} f_0(q'') W(q'' - q') dq'' dq' \right) . \quad (6) $$

The form (5) comes from the fact that the energy spread of the bunch is determined
by the synchrotron radiation described by the additional Fokker-Planck term

$$-2\delta \frac{\partial}{\partial p} \left( p\psi + \frac{\partial \psi}{\partial p} \right)$$

(7)
on the r.h.s. of (1), where $\delta$ is the damping rate in 1 radian of the synchrotron motion. The equation (6) can be numerically solved for a very wide range of the intensity, much far beyond the stable region. This stationary solution is also written as $\psi_0(p, q) \propto \exp(-H(p, q))$ using the Hamiltonian for the single particle motion in the potential well:

$$H(p, q) = \frac{p^2}{2} + \frac{q^2}{2} + \int q V_0(q') dq' ,$$

(8)

where $V_0(q)$ is the wakefield induced by $f_0$.

**THRESHOLD OF INSTABILITY**

The stability of the stationary solution (5) is examined by a linear perturbation. We expand $\psi$ around the stationary distribution as $\psi(p, q, \theta) = \psi_0(p, q) + \psi_1(p, q, \theta)$, and take the first order terms of $\psi_1$ in (1), then get

$$-\frac{\partial \psi_1}{\partial \theta} = p \frac{\partial \psi_1}{\partial q} + (-q + V_0(q)) \frac{\partial \psi_1}{\partial p} + V_1(q, \theta) \frac{\partial \psi_0}{\partial p} ,$$

(9)

where $V_1$ is the wake voltage induced by $\psi_1$. On the evaluation of (9), either to neglect or to approximate the term of the potential well $V_0(q)\frac{\partial \psi_1}{\partial p}$ may lead to an unphysical result. For instance, let us consider the motion of the center-of-mass of the bunch. It is obvious that the dipole motion of the whole bunch under the external RF field is never affected by the longitudinal wakefield, because the
wakefield is an internal force. Therefore there always exists one trivial solution for (1) which corresponds to the motion of the center-of-mass of the bunch. The solution is

\[ \psi = \exp(-i\theta)\psi_0(p - ia, q + a), \] (10)

where \( a \) is the amplitude of the motion of the center-of-mass with an arbitrary magnitude. Thus the first order deviation of (10) from \( \psi_0 \) for a small \( a \)

\[ \psi_1 = a \exp(-i\theta) \left( \frac{\partial \psi_0}{\partial q} - i \frac{\partial \psi_0}{\partial p} \right) \] (11)

satisfies the perturbed equation (9). If one modifies the potential-well term in (9), the center-of-mass motion (11) becomes no longer the solution of (9). Therefore one may get an unphysical mode of the motion of the bunch instead of the trivial but physical solution. Couplings of unphysical modes also give incorrect information on the stability.

To solve this problem as exactly as possible, we introduce a method which is a simple extension of the usual mode-coupling method. Firstly we define action-angle variables \((J, \phi)\), which rewrite the Hamiltonian (8) as \( H = H(J) \). These variables rewrite Eq. (9) to

\[ -\frac{\partial \psi_1}{\partial \theta} = \omega(J) \frac{\partial \psi_1}{\partial \phi} + V_1(q, \theta) \frac{\partial \psi_0}{\partial p}, \] (12)

where \( \omega(J) = d\phi/d\theta = \partial H/\partial J \) is the angular frequency of the single-particle motion in the potential well. The origin of \( \phi \) is placed on the \( q \)-axis. Equation (12) suggests us that \( \psi_1 \) can be expanded in terms of the orthogonal modes as

\[ \psi_1 = \sum_{nm} (C_{nm} \cos m\phi + S_{nm} \sin m\phi) \Delta_n(J) \exp(-i\mu\theta), \] (13)

where the function \( \Delta_n(J) \) takes the value \( 1/\Delta J_n \) in the strip around the \( n \)-th mesh.
point $J = J_n$ with the thickness $\Delta J_n$, and zero outside. Since Eq. (12) contains no derivative by $J$, we do not worry about the discontinuity of $\Delta_n(J)$, as far as only the first order calculation of the eigenvalue is concerned. After substituting (13) to (12), we multiply $\Delta_n(J)\Delta J_n \cos m\phi$ or $\Delta_n(J)\Delta J_n \sin m\phi$ on the both side, and integrate them over $J$ and $\phi$, then obtain

$$i\mu C_{nm} = m\omega_n S_{nm}$$

$$i\mu S_{nm} = - m\omega_n C_{nm} \frac{I}{\pi} \sum_{n'm'} C_{n'm'} \int_0^\infty dJ \Delta_n(J) \Delta J_n \psi_0(J) \int_0^\infty dJ' \Delta_n(J') \times \int_0^{2\pi} d\phi \int_0^{2\pi} d\phi' \rho(J, \phi) W(q(J', \phi') - q(J, \phi)) \sin m\phi \cos m'\phi'. \tag{14}$$

On deriving (14), the relation $\partial \psi_0 / \partial p = -p \psi_0$ has been used. In the integral to get $V_1$, we have changed the variables from $(p', q')$ to $(J', \phi')$ with $dp'dq' = dJ'd\phi'$. We have also assumed $\omega(J)$ is smooth enough in the strip $\Delta_n(J)$ and evaluated the integral at the center with the value $\omega_n = \omega(J_n)$. Note that $S_{nm}$ terms never make the wakefield because of the anti-symmetry of $\sin m\phi$ in $p$-direction, and terms with $p \cos m\phi$ also vanishes in the same way. Making use of the equation of motion $p = \omega(J)\partial q / \partial \phi$, we rewrite the integrand of (14) as

$$p(J, \phi) W(q(J', \phi') - q(J, \phi)) = - \frac{\partial}{\partial \phi} F(q(J', \phi') - q(J, \phi)),$$ \tag{15}

where $F$ is a primitive function of $W$, i.e., $F'(q) = W(q)$. If we substitute (15) into (14) and integrate it by part by $\phi$, the second equation of (14) becomes

$$i\mu S_{nm} = - m\omega_n C_{nm} \frac{I}{\pi} m\omega_n \psi_0(J_n) \Delta J_n \sum_{n'm'} C_{n'm'} \int_0^{2\pi} d\phi \int_0^{2\pi} d\phi' F(q(J_n', \phi') - q(J_n, \phi)) \cos m\phi \cos m'\phi'. \tag{16}$$

We have again assumed the smoothness of $\omega$, $q$, and $F$ in the strip $\Delta_n(J)$, and
evaluated their integral of \( J \) and \( J' \) by the values at \( J_n \) and \( J_n' \). Note that the smoothness of the wake function \( W \) is not necessary to derive (16). Combining (16) and the first equation of (14), we get a linear equation for \( C_{nm} \):

\[
- \mu^2 C_{nm} = - \sum_{n'm'} M_{nn'm'm'} C_{n'm'} ,
\]

with

\[
M_{nn'm'm'} = m^2 \omega_n^2 \delta_{nn'} \delta_{mm'}
+ \frac{m^2 \omega_n^2 \psi_0 (J_n) \Delta J_n}{\pi} \int_0^{2\pi} \int_0^{2\pi} \cos m\phi \cos m'\phi' F(q(J_n', \phi') - q(J_n, \phi)) d\phi d\phi' ,
\]

where \( \delta_{nn'} \) is the Kronecker's delta. The system becomes unstable when the matrix \( M \) has a negative or a complex eigenvalue. For several kinds of the wake function \( W(q) \), there are regions of the intensity where the Hamiltonian \( H(p, q) \) has two or more stable fixed points in the phase space. In such cases, the one-to-one correspondence between \( H \) and \( J \) is broken, and each strip in \( J \)-space which has the same value of \( H \) should be treated separately in the above equations, i.e., the angle variable \( \phi \) should be varied from 0 to \( 2\pi \) in each strip.

**RESULTS FOR A RESONATOR**

The eigenvalue of (18) is obtained numerically. As an example of this method, we show a result for a wakefield of a resonator which has a resonant frequency \( \omega_0 \), a shunt impedance \( R \), and a \( Q \)-value \( Q \):

\[
W(q) = \frac{\omega_0 R}{Q} \exp(-\omega_0 t/2Q) \left( \cos \omega_1 t - \frac{\sin \omega_1 t}{(4Q^2 - 1)^{1/2}} \right) , \quad (t > 0)
\]

where \( \omega_1 = (1 - 1/4Q^2)^{1/2}\omega_0 \) and \( t = q\sigma_s/c \). This wakefield has the longitudinal
impedance

\[ Z(\omega) = \frac{R}{1 + iQ(\omega_0/\omega - \omega/\omega_0)} \]  \hspace{1cm} (20)

Figure 1 plots the spectra of the eigenvalues \( \mu \) (the square roots of the eigenvalues of \( M \)) as a function of the intensity \( I \) obtained by this method. Each dot represents the real part of \( \mu \), in unit of the natural synchrotron frequency \( \omega_s \). The unstable eigenvalues are depicted by crosses and the size of a cross represents the magnitude of the imaginary part of \( \mu \). Here a resonator with the parameters of \( Q = 1, \omega_0 R = 1 \), and \( \omega_0 \sigma_z/c = 0.4 \) is used. The number of meshes in \( J \)-direction is 30, and the azimuthal modes \( m \leq 4 \) are taken into account. At zero intensity,
all eigenvalues are degenerated into integers. As the intensity increases the degeneration is solved and there appears a wide tune spread due to the potential-well distortion. In this case the instability appears around \( I \gtrsim 13.5 \) with \( \Re \mu \sim 0.72 \). Its growth rate is about \( \Im \mu \sim 0.04 \) at \( I = 15 \).

For a comparison we show in Fig. 2 the result without the potential-well distortion. Here we neglect the \( V_0 \) term in (9), and make the stationary distribution \( \psi_0 \) always Gaussian both in \( p \)- and \( q \)- directions. All other parameters are same as before. This result remarkably changes from that of Fig. 1. The amount of the tune spread is drastically decreased and only a few modes have significant tune shifts as the intensity increases. There appears an instability at \( I \sim 10 \) with
$\Re \mu = 0$. This instability with zero frequency comes from the tune shift of the dipole motion, but includes an unphysical effect caused by the neglect of the potential well. Another instability is seen at $I \sim 12$ with $\Re \mu \sim 1$, as a coupling between $m = 1$ and $m = 2$ modes. The growth rate, $\Im \mu \sim 0.5$ at $I = 15$, calculated without the potential well is much bigger than the real one, and also rapidly grows as the intensity increases beyond the threshold. If the growth rate behaves like the result without the potential well, the threshold intensity does not strongly depend on the damping rate of a ring. The result with the potential-well distortion, however, tells that the growth rate of the instability slowly increases, and the actual threshold may strongly depend on the damping rate. This example shows that it is essential to include the effects of the potential-well distortion on the longitudinal instability. More examples and comparisons with simulation are shown in Ref. 1.
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Abstract

Using a constant wake localized at one point in a ring as an example, it is shown how the feature of the bunch lengthening for the highly localized wake is different from that predicted by the conventional theory where the wake force is averaged over one turn. For this example, the space of parameters (strength of the wake force, synchrotron tune and the damping time) is classified into three regions: 1) only a period-one fixed point exists, 2) only a period-two fixed point exists and 3) both types of fixed points can exist (bi-stable regime). This feature is predicted by a Gaussian model and confirmed by multi-particle tracking.

1 Introduction

The particle distribution in a bunch is affected by the wake force: a bunch interacts with itself through the interaction between particles and the environment[1]. Many kinds of wake sources are distributed in the ring but each wake force source should be regarded as a localized object. Usually, however, the wake force is treated by a smoothing: one averages the wake force over one turn and assumes that this averaged wake is distributed uniformly. The validity of this simplification is not clear: in the case of the external nonlinear field, the time averaging of the force makes the dynamics completely different.

In the uniformly distributed case, we have a scenario of the instability and a standard technique exists for electron rings: the stability analysis around the solution of the potential well distortion (PWD) equation[2,3,4]. This enables us to predict the threshold for turbulent bunch lengthening, if we use accurate PWD solution[5]. As for the localized case, however, this method tells us very little. The aim of this paper\(^3\) is to investigate the localized case by considering a simplified model.

Recently, one of the authors proposed a model to study the localized effect analytically[7]. Here, we extend it. We will show that the model predicts a new type of bunch lengthening. The bunch length, or more exactly, the longitudinal envelope matrix in the steady state, has a structure of the cusp catastrophe[8]: depending on the parameters (strength of the wake force, synchrotron tune and damping time), the steady state envelope is either in period-one or in period-two motions: in some particular cases, the bunch can choose one of them according to the initial condition.

\(^{1}\)A part of the work was done when K.H. stayed in CERN.
\(^{2}\)On leave of absence from Dipartimento di Matematica e Applicazioni, Universita' di Napoli, Via Mezzocannone 8, 80123 Napoli, Italy.
\(^{3}\)A partial account of the work was published elsewhere [6].
2 The Model

It is convenient to start by summarizing some main features of the preceding paper[7].

We consider the case where there is only one localized wake source in the ring. It is straightforward to extend this case to more general cases, even to uniformly distributed cases. The opposite is not true.

Introducing the normalized synchrotron variables

\[
x_1 = \frac{\text{longitudinal displacement}}{\text{nominal bunch length}}, \quad x_2 = \frac{\text{energy deviation}}{\sigma_E},
\]

the motion of a particle in one turn is written as

\[
\begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \rightarrow U \left( \Lambda x_2 + \dot{\tau} \sqrt{1 - \Lambda^2} - \phi(x_1) \right).
\]

Here \( \sigma_E \) is the nominal energy spread, \( U \) is the rotation matrix for the synchrotron oscillation

\[
U = \begin{pmatrix} \cos \mu & \sin \mu \\ -\sin \mu & \cos \mu \end{pmatrix}, \quad \mu = 2\pi \nu,
\]

\( \nu \) being the synchrotron tune, \( \Lambda = \exp(-2/T) \), \( T \) is the synchrotron damping time measured in units of the revolution period and \( \dot{\tau} \) a Gaussian random variable with \( <\dot{\tau}> = 0 \) and \( <\dot{\tau}^2> = 1 \). The wake force \( \phi(x_1) \) is given by

\[
\phi(x_1) = \frac{eQ}{\sigma_E} \int_0^\infty \rho(x_1 - u)W(u)du,
\]

where \( e \) denotes the electron charge, \( Q \) the total charge in the bunch and \( \rho(x) \) is the charge density normalized to unity. Here \( W(u) \) is the longitudinal wake function (measured in Volt/Coulomb).

The above stochastic mapping is equivalent to an infinite hierarchy of deterministic mappings for the statistical quantities

\[
\begin{align*}
\bar{x}_i &= <x_i>, \\
\sigma_{ij} &= <(x_i - \bar{x}_i)(x_j - \bar{x}_j)>,
\end{align*}
\]

and so on, which are the moments of the phase-space distribution \( \psi(x_1, x_2) \).

The original mapping can be conveniently split into three parts, representing the effect of radiation, wake force and synchrotron oscillation, respectively.

Radiation:

\[
\begin{align*}
\bar{x}_1' &= \bar{x}_1 \\
\bar{x}_2' &= \Lambda \bar{x}_2 \\
\sigma_{11}' &= \sigma_{11} \\
\sigma_{12}' &= \Lambda \sigma_{12} \\
\sigma_{22}' &= \Lambda^2 \sigma_{22} + (1 - \Lambda^2)
\end{align*}
\]
Wake force:

\[
\begin{align*}
\tilde{x}_1' &= \tilde{x}_1 \\
\tilde{x}_2' &= \tilde{x}_2 - \langle \phi(x_1) \rangle \\
\sigma_{11}' &= \sigma_{11} \\
\sigma_{12}' &= \sigma_{12} - \langle (x_1 - \tilde{x}_1)\phi(x_1) \rangle \\
\sigma_{22}' &= \sigma_{22} - 2\langle (x_2 - \tilde{x}_2)\phi(x_1) \rangle + \langle \phi(x_1)^2 \rangle - \langle \phi(x_1) \rangle^2 \\
\end{align*}
\]

(7)

......

Synchrotron oscillation:

\[
\begin{align*}
\tilde{x}_i' &= \sum_{j=1}^{2} U_{ij} \tilde{x}_j \\
\sigma_{ij}' &= \sum_{h,k=1}^{2} U_{ih} \sigma_{hk} U_{jk} \\
\end{align*}
\]

(8)

Up to this point, everything is fairly general. In principle, this system should include an infinite number of equations for all higher order moments. We now introduce the Gaussian model proposed in [7]: the distribution function in phase space is always approximated as a Gaussian, i.e.

\[
\psi(x_1, x_2) = \frac{1}{2\pi \sqrt{\det \sigma}} \exp\left[-\frac{1}{2} \sum_{i,j=1}^{2} \sigma_{ij}^{-1} (x_i - \tilde{x}_i)(x_j - \tilde{x}_j) \right],
\]

(9)
even in presence of the wake force. This simplification corresponds to a truncation of the series in Eq. (7). In what follows we consider only first and second-order moments according to Eqs. (6), (7) and (8). This set of mappings is called moment mapping.

For the sake of simplicity, as in [7], we limit ourselves to the case of a constant wake function

\[
W(u) = \begin{cases} 
W_0, & u > 0 \\
0, & u \leq 0.
\end{cases}
\]

(10)

Then, introducing the dimensionless parameter \(F_0\)

\[
F_0 = \frac{\sigma Q W_0}{\sigma_E}
\]

(11)

representing the strength of the wake force, Eq. (7) becomes

\[
\begin{align*}
\tilde{x}_1' &= \tilde{x}_1, \\
\tilde{x}_2' &= \tilde{x}_2 - \frac{F_0}{2}, \\
\sigma_{11}' &= \sigma_{11}, \\
\sigma_{12}' &= \sigma_{12} - \frac{F_0 \sqrt{\sigma_{11}}}{2\sqrt{\pi}}, \\
\sigma_{22}' &= \sigma_{22} - \frac{F_0 \sigma_{12}}{\sqrt{\pi \sigma_{11}}} + \frac{F_0^2}{12}.
\end{align*}
\]

(12)
Since, for a constant wake, the $\bar{z}_i$ is completely decoupled from $\sigma_{ij}$ in the moment mapping, Eqs. (6), (12) and (8) and since the mapping for the $\bar{z}_i$ is trivial, we will discuss the second-order moments $\sigma_{ij}$ only in the subsequent investigation. Their evolution depends on three parameters: $F_0$, $\nu$ and $T$.

3 Features of the Model

3.1 Period-One Fixed Point

The period-one fixed point of the moment mapping, Eqs. (6), (8) and (12), is

$$\left(\sigma_{11}\right)^{1/2} = -aF_0 + \left[1 + (a^2 + b)F_0^2\right]^{1/2},$$

$$\sigma_{12} = \frac{F_0(\sigma_{11})^{1/2}}{2\sqrt{\pi}(1 + \Lambda)},$$

$$\sigma_{22} = 1 + F_0^2\frac{(1 - \Lambda^2)\pi - 6\Lambda(1 - \Lambda)}{12\pi(1 - \Lambda^2)^2},$$

where

$$a = \frac{\cot \mu}{2\sqrt{\pi}(1 + \Lambda)},$$

$$b = \frac{\pi(1 - \Lambda) + \Lambda(2\pi - 6)}{12\pi(1 + \Lambda)(1 - \Lambda^2)}.$$

Here, the fixed point $\sigma_\infty$ is evaluated on Poincaré surface surface built just before the wake source.

In order to investigate the stability of this fixed point, it is convenient to denote by $\bar{\sigma}$ the vector of the second-order moments

$$\bar{\sigma} = \begin{pmatrix} \sigma_{11} \\ \sigma_{12} \\ \sigma_{22} \end{pmatrix}.$$ (18)

Then the moment mapping can be written as a vector valued function of $\bar{\sigma}$, i.e.

$$\bar{\sigma}' = \bar{S}(\bar{\sigma}).$$ (19)

Expanding $\bar{\sigma}$ around $\bar{\sigma}_\infty$, we obtain the linearized mapping

$$\delta \bar{\sigma}' = \mathcal{M}(\bar{\sigma}_\infty; F_0, \nu, T)\delta \bar{\sigma}.$$ (20)

Here the $3 \times 3$ stability matrix $\mathcal{M}(\bar{\sigma}, F_0, \nu, T)$ is defined by $\partial \bar{S}/\partial \bar{\sigma}$.

The period-one fixed point is stable if and only if all the (complex) eigenvalues of the matrix $\mathcal{M}(\bar{\sigma}_\infty, F_0, \nu, T)$ have norm smaller than one. Since the eigenvalue equation is of third order, the eigenvalues can be written down explicitly. The region where the period-one fixed point is unstable is called the second region and is shown in Fig.1 for some parameters.
3.2 Period-Two State

What happens in the second region where the period-one fixed point is unstable? A numerical tracking of the moment mapping shows that period-two solutions develop, which are the fixed points of

$$\tilde{\sigma} = \mathcal{S}(\tilde{\sigma}), \quad \tilde{\sigma} \neq \mathcal{S}(\tilde{\sigma}).$$

(21)

Period-two solutions obviously occur in alternating pairs, $\tilde{\sigma}_a^\infty, \tilde{\sigma}_b^\infty$, related by

$$\tilde{\sigma}_{a,b}^\infty = \mathcal{S}(\tilde{\sigma}_{a,b}^\infty).$$

(22)

When the current, or $F_0$, is small enough, the $\sigma_{ij}^\infty$ repeats itself every turn in the steady state. When $F_0$ is increased and the parameters belong to the second region, it begins to change every two turns.

In the second region, the period-two solution is stable, as long as studied by the numerical tracking. Moreover, it is also stable in some region outside it. That is, in some region, both the period-one and the period-two motions are stable. Thus the parameter space is divided into three parts:

The first region Only the period-one solution is stable,

The second region Only the period-two solution is stable,

The third region Both period-one and period-two solutions are stable.

The situation (obtained by the numerical tracking) is illustrated in Fig.2. In the figure,
three regions are shown with the number. In the third region, the state is not a single valued function of the parameters. The actual state depends on the initial conditions.

Let us go up along the line (f-g-h-i, in the figure). At f, the system is period-one. At g, the period-one state becomes unstable and the period-two state develops. The period-two state remains stable for larger $F_0$ (g-h-i). If the change is adiabatic, the state is still period-two. At h, however, the period-one state becomes stable again. If the change of parameters is too rapid, the system can change into period-one there. At i, the both kinds of states are possible. When we go down from the period-one state at i, the state jumps to period-two at h.

The change of $T_\mathcal{U}$ as a function of $F_0$ (i.e. along the line f-g-h-i in Fig. 2) is shown in Fig. 3. The period-one solution always exists but it is unstable for certain range of parameters, shown by a dashed line in the figure. The points g and h in Fig. 2 corresponds to $F_0 \sim 2$ and $F_0 \sim 6$ in Fig. 3, respectively.

When the parameters are changed slowly along a line (a-c-d-e, in Fig. 2), the system shows hysteresis. Let us start at a, where the state is period-one. If we move from a to e, the $\sigma_0^2$ remains to be period-one until d, where it jumps to period-two. If we start from e, the state is period-two until b. The transitions are discontinuous and show hysteresis.

The state structure is that of the cusp catastrophe[8].

4 Multiparticle tracking

The dynamical structure of the equilibrium synchrotron envelope found in the previous section is, to the best of our knowledge, quite new. The discussion was based on the Gaussian approximation. It is thus quite interesting to see whether this new feature comes merely from a big simplification of the model or it also occurs in a more accurate treatment.

To this end, a multiparticle tracking code is made, which tracks many particles according to the map Eq. (2). The calculation of the wake force $\phi$ is done by a sorting
Figure 3: The bunch length $\sigma_{11}$ as a function of $F_0$. Parameters are $\nu = 0.2$ and $T = 25$. The dashed line is the unstable period-one solution. The results of the multiparticle tracking are also superposed (See section 4).

routine. Thanks to the nature of the constant wake function, all one should do is count the number of particles preceding each particle.

The results of the multiparticle tracking are shown in Fig. 3. The comparison with the results of the Gaussian model shows a quite satisfactory qualitative/quantitative agreement, including the bistability of period-one and period-two states.

The synchrotron phase space distributions corresponding to the period-one and period-two fixed points are shown in Fig. 4 a) and b+c), respectively, for the same set of parameters.

In the tracking, it is a little difficult to confirm that the system has reached the equilibrium. In particular, for the period-one state such as shown in Fig. 4-(a), the number of super particles in the four islands seem to tend to be equalized. However, one needs infinitely many turns to confirm this. It is also difficult to decide the exact threshold for the discontinuous change. Near threshold, the period-one state becomes easily unstable as a consequence of a tiny fluctuation, which depends on the number of superparticles. Within these limitations, it can be said that the qualitative and quantitative features of the model were confirmed by multiparticle tracking.

5 Discussion

5.1 Reality of the Model

Obviously, the present model is too simple and cannot be used to predict the performance of a particular ring. We have used the constant wake only because of its
Figure 4: The phase space distribution for (a) the period-one and (b+c) the period-two cases at a Poincaré surface section built before the wake source. In the period-two case, the steady-state phase space alternates (b) and (c) every turn. Parameters are $\nu = 0.2$, $T = 25$ and $F_0 = 9$. 
simplicity.

The Gaussian model itself seems to have worked well. Despite the extreme simplification, the model showed quite a good agreement with multiparticle tracking results. It is, however, doubtful that this model applies similarly well to more general wake functions. If the wake function oscillates several times within the bunch, there is no hope to use the Gaussian approximation. In order to improve our model, we plan to consider a more general wake function (e.g., a superposition of Gauss-Hermite functions[9]) and a Stratonovich expansion of the phase-space distribution as in [10]. The latter allows the introduction of higher-order moments of the particle distribution, although the manipulation of analytic expressions may become very cumbersome (for example, the dimension of the stability matrix may become quite large).

5.2 Localized and Uniformly Distributed Wakes

We have studied a localized wake. As discussed in [7], one can also study the case of uniformly distributed wake by introducing a periodicity \( N_z \) and letting it go to infinity. From the eigenvalue analysis, we can show that the period-one fixed point is always stable in this limit. The limit

\[
\lim_{N_z \to \infty} \sigma_{11}
\]

corresponds to the solution of the PWD equation[2,3,4]. In the case of a constant wake function, it is known that the solution of the PWD equation is always stable[7,5]. It has been shown that the localized case is completely different: the dependence of the steady-state on the parameters is much more complicated. It is more dynamical and allows period-doubling bifurcation and bistable states. For more general wake forces, we may expect more complicated dynamical features: successive period doubling bifurcation and chaos, for example.

The localization effects become more important when \( \nu_s \) is larger, \( T \) is smaller and the wake force is stronger: these are the direction of the future high luminosity storage rings.
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1. INTRODUCTION

We propose in this paper a simplified method of treating the longitudinal transient problems in a linac or in a storage ring. The simplification comes about because we solve the Vlasov equation accurately only up to the first order in the frequency slip factor $\eta = 1/\gamma^2 - 1/\gamma_0^2$, (the transition energy $\gamma_i = \infty$ for a linac.) To this order of approximation, Landau damping is ignored.

2. EQUATION OF MOTION

We characterize the longitudinal position of a beam particle by the variable $s$. In a linac, $s$ is the distance from the entrance of the linac to where the particle is, and in a storage ring, it is the longitudinal Serret-Frenet coordinate. This variable will be treated as the independent variable of the equation of motion.

The reference particle can be defined by the following energy equation,

$$\gamma_0(s) = \gamma_0^{(0)} + \Gamma s$$

where $\gamma$ is the energy in units of $mc^2$, the subscript 0 refers to the reference particle, and the superscript (0) refers to the initial value, (the value at $s = 0$.) The acceleration rate $\Gamma$ is taken to be a constant throughout this paper.

The time it takes for the reference particle to travel from $s=0$ to $s=s$ is

$$h(s) = \int_0^s \frac{ds'}{\beta_0(s')c} = \left( \beta_0 \gamma_0 - \beta_0^{(0)} \gamma_0^{(0)} \right),$$

with $\beta_0 = \sqrt{1-1/\gamma_0^2}$.

Suppose that a general beam particle reaches the position $s$ at time $t$, then we can define a pair of canonical variables $(\tau, \gamma)$ for this particle by

$$\tau = -t + h(s),$$

and

$$\gamma = \gamma - \gamma_0.$$
\[ \frac{d\tau}{ds} = \lambda(s) \bar{\gamma}, \]  
\[ \frac{d\bar{\gamma}}{ds} = eE_{\text{tot}} - \Gamma, \]  
(5)  
(6)

where

\[ \lambda(s) = \frac{\eta(s)}{\beta_0^3 \gamma_0 c}, \]

with

\[ \eta(s) = 1/\gamma_0^2 - 1/\gamma^2. \]

For a linac, the transition energy \( \gamma_t = \infty. \) The quantity \( E_{\text{tot}} \) in (6) is the total longitudinal electric field (normalized to \( mc^2 \)) present in the accelerator. It can be written as

\[ E_{\text{tot}} = E_g + E_{\text{ind}} + E_{\text{ext}}, \]  
(7)

where \( E_g \) is the electric field produced by the rf generator, \( E_{\text{ind}} \) is the beam induced field, and \( E_{\text{ext}} \) is the external field which can be noise or/and intended excitation field such as that due to a stripline kicker. Let us introduce a short hand notation

\[ eF = eE_{\text{tot}} - \Gamma, \]

\[ = e (E_g + E_{\text{ind}} + E_{\text{ext}}) - \Gamma. \]  
(8)

The effects of the radiation energy loss can be absorbed into \( \Gamma. \)

3. VLASOV EQUATION

The Vlasov equation corresponding to the above equations of motion is

\[ \frac{\partial}{\partial s} \Psi + \lambda(s) \bar{\gamma} \frac{\partial}{\partial \tau} \Psi + eF(\tau, s) \frac{\partial}{\partial \bar{\gamma}} \Psi = 0, \]  
(9)

where \( \Psi = \Psi(\tau, \bar{\gamma}, s) \) is the density function in the \((\tau, \bar{\gamma})\) phase space, and we have used the short hand notation (8).

It is often very convenient to convert the Vlasov equation into an integral form. Let \( \Psi^{(0)}(\tau, \bar{\gamma}) \) be the initial value of \( \Psi, \) and let

\[ f(s, s') = \xi(s) - \xi(s'), \]

with

\[ \xi(s) = \int_0^s ds' \lambda(s'), \]

then it can be verified by direct substitutions that the Vlasov equation is equivalent to the following equation:
\[ \Psi(\tau, \overline{\gamma}, s) = \Psi^{(0)}(\tau, \overline{\gamma}) + \Psi^{(1)}(\tau, \overline{\gamma}, s) \]  
(10a)

\[ = \Psi^{(0)}[\tau - f(s, 0) \overline{\gamma}, \overline{\gamma}] - e \int_0^s ds' P[\tau - f(s, s') \overline{\gamma}, \overline{\gamma}] \times \left[ \frac{\partial}{\partial \overline{\gamma}} + f(s, s') \frac{\partial}{\partial \tau} \right] \Psi[\tau - f(s, s') \overline{\gamma}, \overline{\gamma}, s'] \]  
(10b)

Note that the arguments of the \( \Psi^{(0)} \)'s in (10a) and in (10b) are not quite the same; however, the two equations are consistent. In (10a), the filamentation contribution is included in \( \Psi^{(1)} \), while in (10b), part of it is included in the first term on the right hand side.

The beam current \( I \) is related to \( \Psi \) by

\[ I(\tau, s) = \int d\overline{\gamma} \Psi(\tau, \overline{\gamma}, s). \]  
(11a)

We write, corresponding to (10a),

\[ I(\tau, s) = I^{(0)}(\tau) + I^{(1)}(\tau, s) \]  
(11b)

with

\[ I^{(0)}(\tau) = \int d\overline{\gamma} \Psi^{(0)}(\tau, \overline{\gamma}), \]  
(11c)

and

\[ I^{(1)}(\tau, s) = \int d\overline{\gamma} \Psi^{(1)}(\tau, \overline{\gamma}, s). \]  
(11d)

Note that \( \xi \) and \( f(s, s') \) are of order \( O(\eta) \). In the next section we shall extract from (10) a set of simpler equations which is valid to this order of \( \eta \).

4. SIMPLIFIED EQUATIONS

For the purpose of investigating the change of the energy spread in a linac or a storage ring, it is useful to define the following energy moments:

\[ m_{\mu}(\tau, s) = \int d\overline{\gamma} \overline{\gamma}^\mu \Psi(\tau, \overline{\gamma}, s). \]  
(12)

From (11a) and (12),

\[ m_0(\tau, s) = I(\tau, s). \]

It is straightforward to derive from (10) the following recursion relations which is valid to \( O(\eta) \):

\[ \frac{\partial}{\partial s} \left[ \frac{1}{\lambda(s)} \frac{\partial}{\partial s} \right] m_{\mu}(\tau, s) + e(\mu + 1) \frac{\partial}{\partial \tau} \left[ F m_{\mu} \right] = e \mu \frac{\partial}{\partial s} \left[ \frac{1}{\lambda} F m_{\mu-1} \right]. \]  
(13)

For \( \mu = 0 \), the right hand side of this equation should be taken as zero, and the equation can be written as

\[ \frac{\partial}{\partial s} \left[ \frac{1}{\lambda(s)} \frac{\partial}{\partial s} \right] I(\tau, s) + e \frac{\partial}{\partial \tau} \left[ F I \right] = 0. \]  
(13b)
It suffices to investigate just (13b) if we are interested only in the \( \tau \) distribution and not in the \( \tilde{\gamma} \) distribution of the beam.

5. BEAM INDUCED FIELD

It was mentioned at the end of Section 2 that \( E_{\text{tot}} \) includes the longitudinal electric field \( E_{\text{ind}} \) induced by the beam current. For a storage ring, we write

\[
E_{\text{ind}}(\tau, s) = -\frac{1}{mc^2L} \sum \int d\tau' W(-\tau + \tau' + pT_0) I(\tau', s - pL),
\]

(14)

where \( L = 2\pi R \) is the circumference of the ring and \( T_0 = 2\pi / \omega_0 \) is the revolution period. The summation over \( p \) above accounts for the multi-turn effects. For a linac with constant impedance, we write correspondingly

\[
E_{\text{ind}}(\tau, s) = -\frac{1}{mc^2L} \int d\tau' W(-\tau + \tau') I(\tau'),
\]

(15)

with \( L \) the linac length.

The impedance function \( Z(\omega) \) is related to the wake field \( W(t) \) above by

\[
W(t) = \frac{1}{2\pi} \int d\omega Z(\omega) e^{-i\omega t}.
\]

(16)

The results of this section will be used in the discussions of some specific examples in the following two sections.

6. COASTING BEAM IN A STORAGE RING

The equation (13) can be solved easily as an initial value problem for the case of a coasting beam in a storage ring. We consider only the case of no acceleration in this section.

The beam induced field \( E_{\text{ind}} \) acting back on the beam may cause coherent oscillations of the beam. The initial perturbation of the beam as well as \( E_{\text{ind}} \) defined in (7) provides the driving force of the coherent oscillation.

Let us just write down the solution of the equation (13b):

\[
I^{(1)}(\tau, s) = \sum \int dk \frac{H_n(k)}{\Delta_n(k)} e^{ik\tau + i(n \omega_0 - k\beta_0 c) s},
\]

(17)

where the denominator

\[
\Delta_n(k) = k^2 + i\lambda J_{av}(n \omega_0 - k\beta_0 c) Z(n \omega_0 - k\beta_0 c),
\]

(18)

describes the effects of the beam induced fields, and the numerator \( H_n(k) \) describes the effects of the driving force.

If we set \( \Delta_n = 0 \), then we obtain the well known result for the coherent frequency of the coasting beam instabilities in the absence of Landau damping.
7. **RONBISON PROBLEM**

In this section we rederive from (13b) the well known results describing the longitudinal instabily of a small bunch inside a storage ring -- Robinson mode. At the end of the section we shall assume the bunch to be Robinson stable and derive an equation governing the growth of the bunch length due to the beam induced field. The beam acceleration is again, for simplicity, ignored.

We first discuss the function $F$ defined in (8). The external field $E_{\text{ext}}$ will be ignored in this section. Before treating $E_{\text{ind}}$, let us introduce the dipole density $D$ and the dipole moment $D$ of the beam; they are defined by

$$D(t,s) = \tau I(t,s) = D^{(0)}(t) + D^{(1)}(t,s),$$

$$D(s) = \int d\tau D(t,s) = D^{(0)} + D^{(1)}(s).$$

The superscripts $(0)$ and $(1)$ here have the same meaning as those for the current $I$. Note that we can always define the variable $\tau$ such that $D^{(0)}$ vanishes, and hence $D = D^{(1)}$. Also the following equations are obvious: $\int d\tau I^{(0)} = Q$, $\int d\tau I^{(1)} = 0$, where $Q$ is the total charge of the bunch.

Laplace transform is a convenient tool for solving a linear initial value problem. For any function $G$ of $s$, we define its Laplace transform by

$$G(ik) = \int_{0}^{\infty} ds \ G(s) \exp(-iks)$$

Also, for any function $G$ of $\tau$, its Fourier transform is defined by

$$\tilde{G}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\tau G(\tau) \exp(-i\omega\tau)$$

Now decompose

$$E_{\text{ind}} = E^{(0)} + E^{(1)},$$

where $E^{(0)}(\tau)$ and $E^{(1)}(t,s)$ are, respectively, induced by $I^{(0)}(\tau)$ and $I^{(1)}(t,s)$. From (14) and (16), we have for a small bunch

$$E^{(0)}(\tau) = -(1/mc^{2}L)\omega_{0} \sum_{n} Z(n \omega_{0}) f^{(0)}(n \omega_{0}) (1 + n \omega_{0} \tau),$$

and

$$E^{(1)}(t,s) = (1/mc^{2}L) \int_{2\pi T_{0}} \frac{i}{2n} \sum_{n} dk (n \omega_{0} - k \beta_{0} c) Z(n \omega_{0} - k \beta_{0} c) D(ik) e^{iks},$$

where the field induced by the beam on the same turn around the ring is ignored. In what follows, we shall use

$$I_{\text{av}} = Q \omega_{0}/2\pi = \omega_{0} f^{(0)}(n \omega_{0}),$$

where $I_{\text{av}}$ is the average current of the bunch.

For the field $E_{g}$ produced by the rf generator, we set
\[ E_g = (1/mc^2L) \dot{V}_g \sin(-h \omega_0 \tau + \phi_g) \]  
\[ \approx (1/mc^2L) \dot{V}_g (\sin \phi_g - h \omega_0 \tau \cos \phi_g). \]

Let us now define \( e F^{(0)} = e E_g + e E^{(0)} - \Gamma \), so that \( F = F^{(0)} + E^{(1)} \). We first observe that the sum of the first terms -- terms of \( O(\tau^0) \) -- on the right hand sides of (19) and (22) must equals \( \Gamma/e \); this amounts to saying that the energy for acceleration, for the ohmic loss, and for the radiation loss must be provided by the rf generator. Consequently,  
\[ e F^{(0)} = -\tau \omega_g^2 \frac{1}{(\beta_0 c)^2} \]

where \( \omega_g \) is the synchrotron frequency including the potential well distortion, it is related to the bare synchrotron frequency \( \omega_{so} \),  
\[ \omega_g^2 = \frac{\beta_0 \omega_{so}^2}{2\pi mc} \lambda \hbar e \dot{V}_g \cos \phi_g, \]

by  
\[ \omega_0^2 = \omega_{so}^2 + i(1/mc^2L)(\beta_0 c)^2 e \omega_0 \lambda \sum_n \omega_0 Z(n \omega_0 l^{(0)}(n \omega_0). \]

The equation (13b) can be linearized as  
\[ \frac{1}{\lambda} \frac{\partial^2}{\partial t^2} I(t, \tau) + e \frac{\partial}{\partial \tau} (F^{(0)} f^{(1)} + E^{(1)} f^{(0)}) = -e \frac{\partial}{\partial \tau} (F^{(0)} f^{(0)}). \]

Or equivalently, from (23) and the definition of \( D \),  
\[ (\beta_0 c)^2 \frac{\partial^2}{\partial s^2} D^{(1)} - \omega_0^2 \tau \frac{\partial}{\partial \tau} D^{(1)} + (\beta_0 c)^2 \lambda \tau \frac{\partial}{\partial \tau} (e E^{(1)} f^{(0)}) = \omega_0^2 \tau \frac{\partial}{\partial \tau} D^{(0)}. \]

Integrating this equation by parts over \( \tau \), we obtain an eigenvalue equation,
\[ (\beta_0 c)^2 \frac{d^2}{ds^2} D(s) + \omega_{so}^2 D + B(s) = 0, \]

where
\[ B(s) = \frac{1}{2\pi} \int_{-\infty}^{\infty} B(ik) e^{iks}, \]

\[ B(ik) = A(k) D(ik), \]

with
\[ A(k) = i(1/mc^2L)(\beta_0 c)^2 e \omega_0 \lambda \frac{Q}{2\pi} \]
\[ \times \sum_n \left[ n \omega_0 Z(n \omega_0) - (n \omega_0 - k \beta_0 c) Z(n \omega_0 - k \beta_0 c) \right] \]

The eigenvalue equation now reduces to
\[ (\beta_0 c k)^2 - \omega_{so}^2 - A(k) = 0. \]
This determines the coherent frequency $\beta_0 c k$, and it is Robinson's result.

Let us now assume the bunch to be Robinson stable and investigate how the bunch distribution changes under potential well distortion.

Under this assumption, $B = 0$, $D = 0$, and $E^{(1)} = 0$; Consequently the equation (27) becomes

$$
(\beta_0 c)^2 \frac{\partial^2}{\partial s^2} D^{(1)}(\tau, s) - \omega_s^2 \tau \frac{\partial}{\partial \tau} D^{(1)}(\tau, s) = \omega_s^2 \tau \frac{\partial}{\partial \tau} D^{(0)}(\tau).
$$

This is a driven diffusion equation.
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ABSTRACT

The new device for damping the longitudinal single bunch instability in storage rings is proposed. This simple device is the dielectric canal insert of definite length in vacuum chamber. The structure of wake fields, induced by intensive bunch in such a canal is that, that backward action on bunch particles not only preserves but also decreases bunch length, i.e. leads to bunch selffocusing. The conditions under which this phenomenon reveals itself and can be applied to storage rings are considered.

I. INTRODUCTION

The growth of a bunch longitudinal phase volume with the increasing of the number of particles - that is so called bunch lengthening - was observed at different high energy storage rings. The reason for it is the bunch particles interaction with inhomogeneous vacuum chamber. The description of bunch lengthening effect based on wide-band impedance model was considered by many authors. Nevertheless the proposal how to avoid this effect was only given in the report [1] and for the first time. There, in particular, the steady state distribution was shown to be selffocused and stable, if the wake potential is a step-like function. In this case the bunch is compressed without energy widening when one increases the number of particles in it.

According to [1] step-like function $W(s)$ is the function, which Fourier transform-impedance $Z(f)$
\[
Z(k) = \lim_{\Delta z \to 0} \int_{-\infty}^{\infty} W(z) e^{-ikz} dz
\]
satisfies the following requirements:

\[
\left| Z\left[\frac{1}{\sigma}\right] \right| = Z_{\text{step}}\left[\frac{1}{\sigma}\right] \leq \left| Z\left[\frac{1}{\sigma}\right] \right|
\]
\[\sigma' \geq \sigma_0, \sigma_T\]  

\[Z_{\text{step}}(k) = \frac{W_0}{ik}\]
is the Fourier transform of the exact step-function

\[W_{\text{step}}(z) = W_0 \delta(z), \quad \delta(z) = \begin{cases} 1 & \text{for } z > 0 \\ 0 & \text{for } z < 0 \end{cases}\]

and \(s\) is the effective step-like function length above which the difference between \(W(z)\) and \(W_{\text{step}}(z)\) is not relatively small; \(s_0\) is the coherent bunch displacement due to energy loss; \(\sigma\) is r.m.s. bunch length; \(\sigma_T\) is r.m.s. bunch length at zero current. In this definitions impedances are dimensionless: one unit of dimensionless impedance is equal to 30 Ohms.

What real vacuum chamber structure can present wake potential of step-like type? It may be noticed that step-likeness means finite energy loss of a point charge travelling in some kind of electrodynamic structure. This is occurred in a dielectric canal (Fig. 1), where maximum frequency of Cherenkov radiation is limited by inner radius \(a\). So it may be supposed that dielectric canal is characterized by wake potential of required type.

Figure 1. Dielectric canal.
II. WAKE POTENTIAL OF DIELECTRIC CANAL

Let us derive the fields induced by a point charge travelling along the axis of cylindrically symmetric dielectric canal, presented in Fig.1. The outer surface of the canal is covered by ideal metal. We assume that the bunch velocity is equal to that of light.

Proceeding from Maxwell equations and making use of the boundary conditions one can find for longitudinal electric field Fourier component in vacuum \[ E_k = \frac{2iv\sqrt{\varepsilon - 1}}{\alpha \varepsilon} \cdot \frac{1}{\frac{Z_1}{Z_0} - \frac{x_0}{2\varepsilon}} \] where \[ Z_0 = Z_0(x_0), \quad Z_1 = - \frac{dZ_0(x_0)}{d(x_0)} \]

Functions \( Z_0 \) and \( Z_1 \) can be described by Neimann \( (N_0, N_1) \) and Bessel \( (J_0, J_1) \) functions, so that

\[ Z_1 = \frac{N_1(x_0)J_0(x_0) - N_0(x_0)J_1(x_0)}{N_0(x_0)J_0(x_0) - N_0(x_0)J_1(x_0)} \]

For \( x_0 \gg 1 \) the asymptotic expression for \( (3) \) is given by

\[ \frac{Z_1}{Z_0} = \cot(x(b-a)) \]

The field \( E(-z) \) is calculated by reverse Fourier transformation of \( (2) \):

\[ E(-z) = \int E_k e^{-i\kappa - z} \frac{dk}{2\pi} \]

The contour of integration is lying above all singularities of \( E_k \), in the particular above the cut, connected with \( N_0 \), multisignificance. It is suitable to make the cut along the negative imaginary half-axis. When moving the contour of integration to lower half-plane it catches the cut and also poles, lying on the real axis, where

\[ \frac{Z_1}{Z_0} = \frac{x_0}{2\varepsilon} \]

Thus the contour is transformed to that presented in Fig.2. The dominant part of the integral over the cut is in the region

\[ |x_0| \leq 1 \]
Outside this region the difference between integrated function at opposite edges of the cut is exponentially small. For $|z| < a\sqrt{\varepsilon - 1}$ the integral is independent of $z$. Taking into account Bessel function properties one can show that inside mentioned above region the difference of contributed values of integral over the left and right parts of contour is of the same order as the value itself, so the estimation of integral over the cut is

$$E_c \approx \frac{2\sqrt{\varepsilon - 1}}{a\varepsilon} \frac{1}{a\sqrt{\varepsilon - 1}} \approx \frac{2}{a^2 \varepsilon}$$

For $|z| > a\sqrt{\varepsilon - 1}$ the integral decreases when $z$ is increasing. The accurate dependence is hardly to be obtained, however it does not play significant role, and for further computer simulations it would proposed to be like $z^{-2}$.

Next step is to evaluate the pole's contribution to the total integral. The number of poles is infinite and all of them are simple and located on the real axis. The poles that give dominated contribution into integral are concentrated in the region

$$\frac{na}{2\varepsilon} \leq 1$$

Supposing that

$$2\varepsilon \gg 1$$  \hspace{1cm} (5)$$

one can use asymptotic expression for Bessel functions (4). When the dielectric layer is thick enough,

$$b - a \gg \frac{na}{2\varepsilon}$$  \hspace{1cm} (6)$$

the derivative of the denominator in the pole is
\[
\frac{d}{da}\left[ \cot(x(b-a)) - \frac{x a}{2 \epsilon} \right] = -(b-a) \left( 1 + \left( \frac{2a}{2 \epsilon} \right)^2 \right)
\]

And if
\[
\Delta k a = \frac{\pi z}{(b-a) \sqrt{\epsilon} - 1} < 1
\]
the phases of neighboring addenda differ not too much and the sum of series can be changed by integral. In the result one can evaluate the pole's contribution to longitudinal field
\[
E_p(-z) = -\frac{4 \pi z / s}{a^2}
\]
where \( s \) is the effective length
\[
s = \frac{a \sqrt{\epsilon} - 1}{2 \epsilon}
\]
Under the condition (6) \( E_p \) is antiperiodical function:
\[
E_p(-z-(b-a) \sqrt{\epsilon} - 1) = -E_p(-z)
\]

Finally, the total wake potential for a charge travelling in a dielectric canal is
\[
W_{dc}(z) = -E(-z) L = \frac{4L}{a^2} \left( e^{-z / s} - \frac{f}{2 \epsilon} \frac{1}{1 + \left( z / z_1 \right)^2} \right)
\]
for
\[
0 \leq z \leq a \sqrt{\epsilon} - 1, \quad (b-a) \sqrt{\epsilon} - 1
\]
The constant \( z_1 \) is defined by the condition
\[
\int_0^\infty W(z) \, dz = 0
\]
\( L \) is the canal length, \( f \) is the constant. The value of \( f \) obtained by numerical calculation is
\[
f = 0.37
\]
As it could be seen, the wake potential of dielectric canal \( W(k) \) is a step-like function. Its impedance \( Z(k) \) under the condition \( k \epsilon > 1 \) is pure capacitive:
\[
Z(k) = \frac{4L}{ik a^2}
\]
It is clear from (6) that the optimum value of dielectric constant is \( \epsilon = 2 \), in this case the step length achieves its maximum
\[
S_{\text{max}} = a / 4
\]
The problem of wake field calculation was also treated by numerical method for Maxwell equations. Calculations for
longitudinal wake fields that act upon particles in the Gaussian bunch travelling along dielectric canal were carried out and the results for some particular cases are given in Fig.3 and Fig.4.

![Figure 3. Wake field of Gaussian bunch in dielectric canal (thick dielectric layer).](image)

![Figure 4. Wake field of Gaussian bunch in dielectric canal (thin dielectric layer).](image)

The bunch density distribution is presented by dashed curve, solid curve describes the wake field obtained by the numerical method and dotted one is the result of convolution of the wake potential and bunch density distribution. Parameters of dielectric canal for the case presented in Fig.3
are that, that the conditions of analytic approach (5) and (6) are satisfied well enough. The agreement between numerical and analytical solutions are so good the it is practically impossible to watch the difference. It's interesting to note the good agreement also takes place in the case (Fig.4) when the conditions (5) and (6) are not satisfied.

III. BUNCH SHORTENING

In this paragraph the bunch steady state, formed by the dielectric canal, is described. The condition of parasitic impedance to be neglectably small is the following:

\[
\frac{4Lc^2}{\alpha^2 R} \gg \left| \frac{Z}{n} \right|_{\text{par}}
\]

(12)

where \( n \approx R/\sigma \), \( R \) is the average radius of a storage ring, \( \left| \frac{Z}{n} \right|_{\text{par}} \) is parasitic impedance. In this case the selffocusing device can be used for bunch shortening.

In order to get exact quantitative data the bunch steady state equation (Glaissinski equation [3]) for wake potential of dielectric canal (9) was solved numerically.

![Charge Distribution](image)

**Figure 5. Steady state charge distribution (selffocusing)**

One of results for the proper wake potential is shown in Fig.5, where calculated bunch density distribution is presented. The analytical solution for step function [1] is shown in this figure by dotted curve and the density distribution at low
current is demonstrated by dashed curve.

When the coherent displacement $z_o$ is increasing the bunch shape is changing: new local condensations of particles arise and grow, as it shown in Fig.6.

![Figure 6. Steady state charge distribution (lengthening)](image)

Due to this phenomenon the bunch r.m.s. length $\sigma$ is increasing and the selffocusing effect is transformed to bunch lengthening. Fig.7 demonstrates r.m.s. bunch length $\sigma$ dependence vs its coherent displacement $z_o$ for different values of wake step length $s$. All values are measured in units of natural bunch length $\sigma_t$. As it can be seen from the Fig.7 the minimum bunch
length is achieved at $s_0 \approx 3s$. Thus the second condition for parameter $s_0$ of wake step-like function is

$$s_0 \leq 3s$$  \hspace{1cm} (13)

**IV. BUNCH LENGTH STABILIZATION**

The selffocusing insertion may be also used for the prevention of bunch lengthening because of vacuum chamber parasitic impedance. In this situation the amplitude of selffocusing wake function $W_0$ and its step length $s$ must be obtained for a given value of parasitic impedance.

Computer simulations for Haissinski equation were carried out when the parasitic impedance is pure inductive

$$Z_{par} = i \frac{V_{par}}{R} = \text{const}$$

and hence the total wake potential is

$$W(s) = W_{dc}(s) + W_{par} \delta(s)$$

The summarized results are presented in Fig.8, where inductive impedance and wake potential of dielectric canal are normalized in the following way

$$G_L = \frac{W_{par} N e R}{q_{RF} U_{RF} \sigma^2}$$

$$G_C = \frac{4L N e R}{q_{RF} U_{RF} \sigma} = 2s_0$$

where $q_{RF}$ and $U_{RF}$ are RF harmonic number and voltage amplitude.

At Fig.8 are presented lines of constant r.m.s. steady-state bunch length ($\sigma = \sigma_r$) for different values of step length $s$. The region bounded by a line corresponds to bunch shortening for given value of $s$, the outer region - to lengthening. The region above upper part of a line is connected with bunch lengthening because of step length shortage (see the previous paragraph). And the region below bottom part of a line is limited by parasitic impedance influence. The point, where $dG_C/dG_L = \infty$, corresponds to optimum choice of the canal parameters, that allows for given value of parasitic impedance to get bunch length stabilization ($\sigma = \sigma_r$) at minimum value of canal length $L$. 
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These optimum dependencies, that are presented at Fig.9, can be described by the formulas:

\[ s_{\text{opt}} = \frac{F_S G_L}{4} \]
\[ G_C^{\text{opt}} = F_G G_L \]

where factors \( F_S \) and \( F_G \) as it could be seen from Fig.9 are: \( F_S \approx 1, F_G \approx 1 \) for \( G \geq 10 \). And hence the optimum parameters of the
dielectric canal are:

\[ \frac{L_{\text{min}}}{R} = \frac{n}{2} F_s^2 F_0 \left( \frac{N}{N_{\text{th}}} \right)^2 \left| \frac{Z}{n} \right|_{\text{par}} \]

\[ \sigma_{\text{opt}} = \sqrt{2\pi} F_s \frac{N}{N_{\text{th}}} \]

where \( N_{\text{th}} \) is defined by the well-known expression for a bunch lengthening threshold:

\[ N_{\text{th}} = \frac{\sqrt{2\pi} \sigma_{\text{RF}}^2}{\varepsilon^2 |Z/n|_{\text{par}} R} \]

The main drawback of presented method is an additional RF power expenditure, that does not depend upon specification of the device (dielectric canal or other system that gives step-like wake potential). The value of additional average power needed for compensation the energy loss due to coherent radiation of \( N \) bunches with \( N \) particles in each is

\[ P = \frac{(Ne)^2 MLc}{\pi Ra^2} \geq \frac{F_0}{4\pi \sigma_T^2} \frac{(Ne)^2 M c}{4\pi \sigma_T^2} \left| \frac{Z}{n} \right|_{\text{par}} \]

To get numerical data one can evaluate the self-focusing device parameters required for preventing of lengthening on SLC Damping Ring [4]. Substituting \( N=3\times10^{10}, \left| \frac{Z}{n} \right|_{\text{par}} = 1.5 \) Ohm, one can find, that stabilization of bunch length at the level of \( \sigma_T=6 \) mm needs additional power \( P=6 \) KW per bunch; required canal length \( L_{\text{min}} = 1.5 \) m and aperture \( \sigma_{\text{opt}} = 3 \) cm.
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Abstract

The design of Super-ACO foresaw two main modes of operation: high flux (all bunches filled), and temporal structure (one or a few bunches filled).

The intensity in the last mode would be limited to about 30 mA per bunch due to the transverse mode coupling instability.

In this paper we show that an increase of chromaticity pushes the limit away, keeping the transverse modes well separated. The intensity per bunch can be increased above 165 mA only limited by injection rate and beam lifetime.

Consequently, the mode operation for temporal structure 2 bunches with 240 mA suits also to users who need high flux, then time is presently equally shared between the two modes of operation.

Introduction

At the beginning of Super-ACO operation [1] we observed that an increase in chromaticity reduced the amplitude of the transverse instability, but the current limitation remained the same, limited by the dynamic aperture reduction due to high sextupole field values. Later, after a better sextupolar optimization [2] and the improvement of beam gas lifetime we can inject up to 165 mA. In this paper we analyze the behavior in terms of the mode coupling theory and compare it with experimental results.

Mode coupling theory

A single bunch can oscillate with different bunch shape modes which depend on the relative phase of the particle oscillation within the bunch.

The power spectrum of these modes consists of frequency lines \( \omega_p = \omega_0 (p + Q + mQ_s) \) of magnitude \( h_m (\omega_p) \) with \(-\infty < p < +\infty, m = \pm 1, \pm 2,\ldots\) \( Q \) and \( Q_s \) being respectively the betatron and the synchrotron tunes and \( \omega_0 \) the revolution frequency.

* Work supported by CNRS-CEA-MEN.
For positron bunches with Gaussian longitudinal distribution (rms length $\sigma$) the envelope $h_m(\omega)$ is expressed in terms of Hermitian modes

$$h_m(y) = \frac{1}{\Gamma(m + \frac{1}{2})} y^{2m} \exp \left( -\frac{y^2}{2} \right); \quad y = \frac{\omega \sigma}{c}$$

however for a finite chromaticity $\xi = \frac{dQ}{dP} \frac{P}{Q}$ the whole spectrum is shifted by the chromatic frequency

$$\omega_\xi = \frac{\xi}{\eta} \omega_0$$

where $\eta$ is the momentum compaction.

It becomes

$$h_m(\omega - \omega_\xi) = \frac{1}{\Gamma(m + \frac{1}{2})} (y - y_\xi)^{2m} \exp \left( y - y_\xi \right)^2$$

with $y_\xi = \frac{\omega_\xi \sigma}{c}$

The interaction of the beam with its surroundings can be described by a frequency dependent impedance $Z_T(\omega_p)$. As a result, the oscillation frequency is shifted from its undisturbed value:

$$i_m(t) = i_m e^{i \omega_p t} = i_m \exp \left( j \left( \omega_{p0} + \Delta \omega_m \right) t \right)$$

The Real part of $\Delta \omega_m$ leads only to a change of the oscillation frequency while the Imaginary part if negative leads to an exponential growth of the oscillation amplitude at a rate of $1/t = j \Delta \omega_m$.

For rather low currents the different modes are uncoupled. In this case, the broad band impedance does not drive an instability if the chromaticity is $\leq 0$. The real frequency shifts of the modes are given by

$$\Delta \omega = \frac{1}{m + 1} \frac{e I R c}{8 \sigma Q E} \sum_p \frac{J_0 \left[ Z_T(\omega_p) \right] h_m(\omega_p - \omega_\xi)}{\sum_p h_m(\omega_p - \omega_\xi)}$$

where $I$ is the beam current and $E$ the energy.

When the current increases, adjacent mode frequencies are shifted towards each other until they merge. They become complex and a very fast instability can develop.

**Application to Super-ACQ and Comparison with Experimental Results**

The calculations are made using the BBI code [3], taking into account bunch lengthening and synchrotron frequency variation.
For bunch length we use the experimental variation fitted with the broad band resonator theory (Fig. 1), while the synchrotron frequency variation is calculated from the potential well model. The complex frequency of transverse modes is calculated by the program MOSES [4] inserted in BBI.

![Fit with broad band resonator](image)

Fig. 1: Bunch length versus current.

**Experiment results**

Let us now present some general observations on the mode measurements. The beam is excited transversally by a radio frequency signal (about 1.2 MHz) and we detect the signal on an electrode followed by a spectrum analyzer. For weak current and weak chromaticity we observe only one betatron frequency. When the chromaticity is larger, satellites appear on each side of the initial frequency, they are separated by approximately the synchrotron frequency. As the current increases, new satellites appear. When both chromaticity and current are large, the amplitude of the response at the first frequency decreases, some satellites may become more important than the initial frequency.

However the major point is that the transverse modes 0 and -1 which merge at low current for weak chromaticity, remain well separated for high chromaticity, making the instability disappear.

Fig. 2 shows the mode frequency plot for $\xi = 0$. At 30 mA the instability occurs. Below 15 mA only the $m = 0$ dipole mode is present. The fit of its tune variation versus current defines the value of the transverse impedance: $Z_T = 0.3 \, M\Omega/m$, $f_{Tr} = 2.5 \, GHz$. Simulation is in good agreement with the experimental instability threshold.
Fig. 2: Transverse mode frequency variation with current for $\xi = 0$.
The curves show the fit by the MOSES code for $m = 0$.

Fig. 3 shows the experimental results for a chromaticity slightly larger than 2. Below 15 mA, we observe only $m = 0$ and $m = \pm 1$. The amplitude of the response at the mode $m = 0$ is much larger than at the others modes. Above 15 mA, the mode $m = -2$ appear, then the mode $m = -3$ above 50 mA and the mode $m = 4$ and $m = +1$ above 80 mA. Between 15 and 50 mA, the measured amplitudes are nearly the same at $m = 0$ and $m = -1$, then they decrease and the amplitude at $m = -2$ increases. At last, above 75 mA the largest amplitude of the response is at $m = -3$. Moreover, it is clear that the modes are well separated. The instability cannot appear.

Fig. 3: Experimental mode frequency variation for $\xi = 2.35$. Dark points show the modes whose measured amplitudes are the largest.
MOSES results

From the value of the transverse impedance $Z_T = 0.3 \, \text{M\Omega/m}$, we calculate the tune shift variations with current and instability threshold for different chromaticities.

In order to understand the results it is worthwhile to look at the plot of the mode spectrum and transverse impedance.

For $\sigma = 100 \, \text{ps}$ (weak current) and $\sigma = 270 \, \text{ps}$ (100 mA), we have drawn the spectrum of $h_0$, $h_1$, $h_2$, $h_3$ for $\xi = 0$ and $\xi = 2$ (Fig. 4), then the impedance and the spectrum of $h_0$ for $\xi = 0$ and $\xi = 6$ (Fig. 5).

![Fig. 4: Impedance (broad band resonator model) and mode spectrum envelop.](image)

First of all we can notice that the spectrum extension is much smaller at high current. The response to an external excitation being proportionnal to the amplitude of the
mode at this frequency, this explains the amplitude variation observed versus intensity and chromaticity:

- At low current and $\xi = 0$ the response is zero for $m = \pm 1$. When $\xi = 2$ this response increases slightly.

- For $I = 100$ mA and $\xi = 2$ the response is large for $m = \pm 1$, $m = \pm 2$, $m = \pm 3$ and almost zero for $m = 0$.

Fig. 5: Impedance and spectrum of $h_0$. 
From Fig. 5, we see that for $\xi = 0$ the convolution of $\mathcal{J} Z_T$ and $h_0$ is important so that the tune shift will be large while for $\xi = 6$ this quantity will be small leading to a small tune shift. For higher modes the tune shift will remain small for small chromaticity and zero for high chromaticity. So we expect that for a weak chromaticity an instability develops by mixing of modes 0 and -1 and that for high chromaticity their modes remain separate with no more instability.

The following plots (Fig. 6) present the results of the simulation for two values of the chromaticity:

- For $\xi = 2$ though the mode 0 and -1 are very close to each other for 60 mA, $\mathcal{J} \Delta \omega$ remains $> 0$ and no instability develops. For higher currents the two modes decouple again.

- For $\xi = 8$ the modes 0 and -1 remain well separated up to at least 150 mA.

![Theoretical mode frequency variation for 2 different chromaticities.](image)

Fig. 6: Theoretical mode frequency variation for 2 different chromaticities.

The calculations give the right value of chromaticity ($\xi = 2$) which cancels the mode coupling instability. However the variations of the modes with current are not very well described as the modes are not well separated below $\xi = 8$. The effect of
synchrotron and betatron frequency spreads, not taken into account in the computation, may be responsible for this discrepancy.

In conclusion, we can say that the theory of mode coupling explains rather well the beam behaviour and the transverse instability in Super-ACO and that the increase in chromaticity allows to get rid of it. It would be worthwhile to provide the future machines intended to be operated at high bunch current with a good deal of sextupole strength above the necessary chromaticity cancellation.
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SUPPRESSION OF SINGLE BUNCH BEAM BREAKUP BY BNS DAMPING*
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Introduction

The intense narrow beams now used or planned in linear colliders lead to strong wake fields which are capable of increasing the transverse emittance to unacceptable values. A brief analysis of this phenomenon, known as single bunch beam breakup\(^1\), was outlined by Neri and Gluckstern\(^2\) for a coasting beam, using the cumulative beam breakup formalism of Gluckstern, Cooper and Channell\(^3\).

Balakin, Novokhatsky and Smirnov\(^4\) suggested that, by decreasing the energy of the tail of a bunch relative to its head, the resulting increased focusing force on the tail of the bunch could offset the effect of single bunch beam breakup. This method (a form of Landau damping now known as BNS damping) has been implemented at SLAC\(^1\) and is being incorporated into the CLIC design\(^5\). Recently Balakin\(^6\) suggested a variant of BNS damping in which all particles in the bunch oscillate with the same transverse frequency, amplitude and phase. A possible implementation of this suggestion has been analyzed by Seeman and Merminga\(^7\) for the SLC.

The recent work\(^1,5,7\) is primarily an application to specific accelerators (SLC and CLIC) and depends on the details of bunch shape, structure, and acceleration history. We here instead analyze single bunch beam breakup with BNS damping for a uniform coasting beam in order to explore the dependence on parameters. We use an earlier formulation for cumulative beam breakup\(^3\) and finally express the transverse beam growth in terms of two universal parameters.

Single Bunch Beam Breakup

In order to use the formalism for cumulative beam breakup\(^3\), we divide the single bunch into \(M_0\) equally charged macroparticles. The equations governing \(\xi_M^N\), the displacement of the \(M\)'th macroparticle in a coasting beam as it enters the \(N\)'th cavity are

\[
\xi_M^{N+1} = 2 \cos \mu \xi_M^N + \xi_M^{N-1} = z_M^N, \tag{1}
\]

\*Work supported by the Department of Energy.
†present address: AT Division, Los Alamos National Lab.
where $z_M^N$ is proportional to the excitation of the $N$'th cavity as the $M$'th particle enters. Here $\mu$ is the phase advance of the transverse oscillation between cavities, $\omega$ and $Q$ are the frequency and quality factor of the transverse deflecting mode, and $r$ is the time interval between macroparticles. The parameter

$$r = \frac{N_p e^2 Z_1 T^2}{2 M_0 W Q}$$

is a measure of the charge of each macroparticle and its influence on the transverse motion. The bunch has energy $W$ and total charge $N_p e$, and the cavities, separated from each other by a distance $L$, have a shunt impedance parameter $Z_1 T^2$, where $T$ is the transit time factor.

In our analysis for a single bunch, we shall assume that $M_0 \omega r$ is sufficiently small so that $\sin((M - l)\omega r)$ can be replaced by $(M - l)\omega r$ in Eq. (2). In addition, we assume a weak focusing approximation and treat the large parameters $N$ and $M$ as continuous variables. This permits us to rewrite Eqs. (1) and (2) as

$$\frac{\partial^2 z_M^N}{\partial N^2} + \mu^2 z_M^N = z_M^N,$$

$$z_M^N = r \omega r \int_0^M d l (M - l) \xi_i^N.$$

Two derivatives of Eq. (5) with respect to $M$ lead to

$$\frac{\partial z}{\partial M^2} = r \omega r \xi,$$

where $r \omega$ should really be taken to be the sum $\sum_j r_j \omega_j$, over all transverse modes which are capable of deflecting the beam.

The dominant dependence on $N$ suggested by Eq. (1) is $e^{i u N}$. By redefining $z_M^N$ and $z_M^N$ so as to remove this factor and assuming that the remaining factors are slowly varying with respect to $N$, we obtain

$$\frac{\partial \xi}{\partial N} = \frac{z}{2i \mu}.$$

Equations (6) and (7) govern the asymptotic behavior of the displacement and cavity excitation for large $N$ and $M$.

It is a simple matter to demonstrate that

$$\xi, z \sim e^{ue^{-i \pi/6}}$$

$$u = \frac{3}{2} (r \omega)^{1/3} M^{2/3} N^{1/3}$$

contains the dominant dependence for large $N$ and $M$. In fact, an alternate calculation starting with the integral representation for the solution of Eqs. (1), (2), which uses a saddle point calculation for large $N$ and $M$, leads to

$$\frac{\xi}{\xi_0} = \frac{1}{\sqrt{4 \pi}} \Re \left( \frac{e^{i n N + u e^{-i \pi/6}}}{\sqrt{ue^{-i \pi/6}}} \right).$$
Assuming that the dominant dependence on $N$ is contained in the factor $e^{i\mu N}$ we can check the validity of Eq. (9) for large $u$ by forming

$$\Lambda = \ln \left| \frac{\xi - i \frac{\partial \xi}{\partial N}}{\xi_0} \right|$$

from direct numerical simulations of Eqs (1) and (2). A plot of

$$\lambda_1 = \Lambda - \frac{\sqrt{3}u}{2} + \frac{1}{2} \ln 4\pi u$$

vs. $u$, is shown in Fig. 1 for $M_0 = 100, \omega r = 0.01, rM_0 = 0.06, \mu = \frac{\pi}{50}$. Since the value of $\lambda_1$ corresponding to Eq. (9) is zero, the figure shows that Eq. (9) is valid to an accuracy of about 10% for $u \geq 2.5$.

![Figure 1: Check of Eq. 11 with simulation for $N = 500, 1000, \text{and } 2000$.](image)

**BNS Damping**

We shall now assume that the energy decreases linearly from the head to the tail of the bunch. Specifically, we replace $\mu^2$ in Eq. (4) by

$$\mu^2 \rightarrow (\mu + \alpha M)^2 \approx \mu^2 + 2\alpha M \mu,$$

where $\frac{\alpha M}{\mu} \ll 1$ is the fractional increase in the phase advance per cavity during the pulse, and where $\mu$ is now independent of $M$. Removal of the factor $e^{i\mu N}$ from $\xi$ and $z$ in Eq. (4) then leads to an additional term in Eq. (7):

$$\frac{\partial \xi}{\partial N} + \frac{\alpha M \xi}{i} = \frac{z}{2i\mu}.$$
It is now convenient to change variables from \( N \) and \( M \) to \( u \) and \( v \) where \( u \) is given in Eq. (8) and where
\[
v = \alpha \left( \frac{\mu}{r \nu} \right)^{1/3} M^{1/3} N^{2/3}.
\] (14)

After considerable algebra, we find that, for large \( u \), the solution of Eqs. (6) and (13) for \( \xi \) can be written in terms of the universal parameters \( u \) and \( v \), as
\[
\frac{\xi}{\xi_0} = \frac{1}{\sqrt{4\pi u}} \left( e^{u f(v) + g(v) + i\pi/3} + iu N \right),
\] (15)
where \( f(v) \) and \( g(v) = \int_0^v \frac{N}{D} dv \) satisfy the following equations:

\[
i + f^3 + 3vf^2f' + \frac{9}{4}v^2ff'' + \frac{1}{2}v^3f'^3 =
iv \left( 2f^2 + 2vf + \frac{1}{2}v^2f' \right),
\] (16)
\[
N = 24i(f + vf') - 9f'(4f + 3vf') - 2v(-2iv + 9f + 6vf') f''(v),
\] (17)
\[
D = 4(2f + vf')(-2iv + 3f + 3vf').
\] (18)
The solution of Eq. (16) corresponding to \( f(0) = e^{-i\pi/8} \) has been obtained by numerical integration and is shown in Fig. 2. Fig. 3 shows the result for \( g(v) \), obtained by a subsequent numerical integration using \( \frac{N}{D} \).

![Figure 2: \( f(v) \) vs. \( v \).](image-url)
The validity of Eq. (15) can be checked by forming $\Lambda$ defined in Eq. (10), and

$$
\lambda_2 = \Lambda + \frac{1}{2} \ln 4\pi u - u\mathcal{R}f(u).
$$

(19)

The plot of $\lambda_2$ vs $v$ in Fig. 4 for $u = 14.57, 17.65, 20.35$, adjusted s.t. $\lambda_2 = 0$ for $v = 0$, shows that the results are independent of $u$ in this range, as predicted by Eq. (15). Furthermore, the agreement between $\lambda_2$ and $\mathcal{R}g(v)$, shown as the dashed line in Fig. 4, clearly confirms the parametrization predicted in Eq. (15).

Discussion and Summary

The main result of this paper is the parametrization in terms of $u$ and $v$ in Eq. (15). In suppressing single bunch beam breakup one therefore determines the growth of the tail displacement in the absence of BNS damping ($v = 0$) and the value of $v$ necessary to reduce this growth to an acceptable value.

An interesting result is obtained if one assumes that $v$ is large and that $uf(v)$ is the dominant part of the exponent. It can be shown for large $v$ that $f(v) \to \sqrt{\frac{8}{2\pi}}$, in which case

$$
u f(v) \cong \sqrt{\frac{2M\tau\omega}{\alpha\mu}}.
$$

(20)

independent of $N$. If one now looks for a solution to Eq. (6) which is independent of $M$, this can be achieved by requiring in Eq. (4) that

$$
\xi^N \Delta \mu^2 \cong \xi^N 2\alpha M \mu = \xi^N M^2 = \frac{M^2}{2} r\omega \tau \xi^N,
$$

(21)
$M r \omega T = 4 \alpha \mu$. The condition that the increase in focusing completely compensates for beam breakup is therefore similar to placing a numerical limit on the exponent in Eq. (15).

Finally, although our analysis is for a uniformly charged beam, the parameter $M_0 r \omega T / \alpha \mu$ can be written in a form independent of the bunch microstructure:

$$\frac{M_0 \omega T}{\alpha \mu} = \frac{(M_0 r)(M_0 c T)}{(\alpha M_0 / \mu)(\mu^2 c / \omega)},$$

where $M_0 r$ is proportional to the total bunch charge, $M_0 c T$ is the equivalent bunch length, and $\alpha M_0 / \mu$ is the fractional increase in the transverse phase advance. In order to suppress single bunch beam breakup this parameter should be of the order of 1 or less.
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Single Bunch Beam Breakup

R.L. Gluckstern, F. Neri and J. van Zeijts
University of Maryland

In a recent paper an analysis was given for the growth of the transverse displacement due to single bunch beam breakup. The calculation was for a coasting beam bunch of uniform longitudinal density and included the effect of a linear increase in transverse focussing wave number toward the tail of the bunch to compensate for the beam breakup. In particular, the results were expressed in terms of two dimensionless parameters

$$u = \frac{3}{2} \left( \frac{r_{M}}{\mu} \right)^{1/3} \left( \frac{M}{M_{o}} \right)^{2/3} \left( \frac{N}{N_{o}} \right)^{1/3} , \quad v = \alpha M_{o} \left( \frac{\mu}{r_{M}} \right)^{1/3} \left( \frac{M}{M_{o}} \right)^{1/3} \left( \frac{N}{N_{o}} \right)^{2/3} . \quad (1)$$

Here $r = r_{M}$ is proportional to the charge per bunch and the $\frac{Z}{Q}$ of the cavities, $cT$ is the length of the bunch, and $N$ is the cavity number. The parameter $M_{o}$ is the number of macroparticles in the bunch, $\alpha M_{o}$ is the increase in wave number $\mu$ from the head to the tail of the bunch and $M/M_{o}$ is the fractional distance from the head of the bunch to the longitudinal position in question.

A direct simulation confirmed the form of the analytic result for the transverse position of the bunch, namely

---
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\[ \frac{\xi_{(N,M)}}{\xi_0} = \frac{1}{\sqrt{4\pi u}} \text{Re} \left\{ \exp \left[ u f(v) + g(v) + \frac{i\pi}{12} + i\mu N \right] \right\}, \quad (2) \]

valid for \( u \gg 1 \), and \( v \) of order 1, where \( f(v) \) and \( g(v) \) were obtained numerically in the range \(-3 < v < 3\).

It now appears that the range of values of \( u \) and \( v \) for which one expects to suppress beam breakup corresponds to

\[ \frac{u^2}{v} \sim 1. \quad (3) \]

This agrees with the general thrust of Balakin's suggestion for "autophasing" which is intended to eliminate beam breakup by properly shaping the dependence of the transverse wave number on position in the bunch.

For SLAC/SLC parameters \( u \) is of order 3 to 5, so that \( v \) will be of order 10 to 25, and the approximation in Eq. (2) may not be adequate. Nevertheless \( \xi/\xi_0 \) should still only be a function of \( u \) and \( v \). Current efforts are being directed toward obtaining numerical results for the parameter ranges

\[ 3 < u < 5, \quad 10 < v < 25. \quad (4) \]

\(^{4}\text{V.E. Balakin, Proceedings of the 1988 Workshop on Linear Colliders, SLAC, p. 55}\)
ON THE BEAM BREAK-UP INSTABILITY
IN STORAGE RINGS.

D.V. Pestrikov
Institute of Nuclear Physics, 630090 Novosibirsk, USSR

1. Numerous coherent instabilities of bunched beams in storage rings can be associated with the interaction of particles with low-\(Q\) value elements of the vacuum chamber. When the wake fields induced by the bunch decay faster than the revolution period (\(2\pi/\omega_s\)) or, more generally, than the distance between subsequent bunches in the beam, such instabilities are usually referred as the single-turn (or single-pass) ones. Without special efforts they can limit the current if the stored beam. Traditionally, this scope of problems is solved by the calculation of the eigen-frequencies spectrum for the linearized system of Vlasov's equations. This approach assumes a priori that such a spectrum exists and imposes definite restrictions on the interaction between particles inside the beam. Namely, any part of the bunch exciting the oscillations of others should be affected by the excited oscillations - i.e. the interaction must make the feedback coupling between the bunch particles. If such a feedback loop is not closed, the coherent oscillations can lose both the normal solutions and the spectra of eigen-frequencies.

In storage rings the last conditions may occur for the single-turn instabilities provided the rise (or damping) time of the instability \(\tau_r\) is shorter than the time taken for head-on and tail-on particles in the bunch to exchange their azimuthal positions -i.e. if the instability is fast enough. As the particles in the bunch oscillate with the frequency of synchrotron oscillations \(\omega_c\), one may expect the different behaviour for the development of the bunch coherent oscillations in two regions of parameters:

\[
\tau_r \omega_c \gg 1, \quad (1)
\]

or

\[
\tau_r \omega_c \ll 1. \quad (2)
\]

In the region (1) the instability is slow enough and, thus, the synchrotron oscillations are well pronounced in coherent motion of the bunch. As a result the normal collective oscillations exist, have frequencies close to \(\omega = m_x \omega_x + m_z \omega_z + m_c \omega_c\) and can be classified by definite multipolarity of both the betatron \(m_{x,z}\) and...
the synchrotron oscillations \( m_c \). Here \( \omega_{x,z,c} \) are the frequencies of respectively horizontal, vertical and synchrotron oscillations, while the integers \( m_{x,z,c} \) define the multipolarity of the particular collective mode.

On the contrary, in the region (2) azimuthal positions of particles can not be changed noticeable during the rise time of the instability. This means that the interaction strongly couples synchrotron modes and such oscillations can not more be described by a definite \( m_c \). Due to delaying of wakefield only head-on particles can excite the oscillations of tail-on ones and, hence, the feedback inside the bunch becomes unclosed. Respectively, one may expect non exponential growth of coherent oscillations like it takes place in linacs due to so-called the beam break-up instability [1]. Previously general properties of such instabilities for both transverse and longitudinal coherent oscillations of single bunch in a storage ring were described in Ref.[2],[3]. In this report we shall briefly discuss only the main features of the fast transverse coherent single-turn instabilities and the main stabilizing factors for these oscillations.

2. For the sake of simplicity we shall assume that only vertical coherent oscillations are excited in the beam. The unperturbed oscillations of particles we shall describe by the following formulae

\[
\begin{align*}
\gamma & = a_0 \cos \psi, \\
\epsilon & = \nu_a \sin \psi, \\
\Delta \nu & = \nu - \nu_a,
\end{align*}
\]

\[
\psi = \omega = \omega_0 (\Delta \nu) \nu,
\]

\[
\theta = \theta + \phi, \\
\epsilon = \omega \phi, \\
\phi = \frac{\omega \nu}{\nu_a} \Delta \nu.
\]

They generate the canonical transformation to action-phase variables of unperturbed betatron oscillations \((I_z, \psi_z)\). In these variables and for fast processes the unperturbed distribution function can be written in the form

\[
f_0 = f_0(I_z, \Delta \nu) \psi(\psi)
\]

As coherent oscillations are excited in the beam, \( f_0 \) gets the addition, which is nonuniform in betatron phases

\[
f = f_0 + \sum_m f_m (I_z, \Delta \nu, \phi, \xi) \exp(i m \psi_z).
\]

Provided the amplitudes of coherent oscillations are small, harmo-
nics $f_m$ can be calculated using linearized Vlasov's equation

$$-i(\omega - i m\omega_z) f_{m,\omega} = f_m^{(o)} - \text{Im} \frac{\partial f_{m}}{\partial I_z} <L_m, \omega> , \quad (4)$$

where $<L_m, \omega>$ is the Lagrangian, describing the interaction of a particle with wakefield, $f_m^{(o)}$ are initial harmonics of $f$ and

$$f_{m,\omega} = \int_0^\infty dt \exp(i\omega t) f_m(I_z, \Delta p, \varphi, t), \quad \text{Im} \omega > 0. \quad (5)$$

If the bunch wakefields are described by Green functions, $<L_m, \omega>$ can be written in the form (see in Ref.[4])

$$<L_m, \omega> = Ne^2 \int d\varphi d\Delta p \int dI_z f_m(I_z, \Delta p, \varphi) G_{m,n}(I_z, I_z', \omega + n\omega_z) e^{i(\varphi - \varphi')} f_{m\omega}. \quad (6)$$

Since the fields induced by the bunch in surrounding electrodes are assumed to decay faster than the revolution period, the summation over azimuthal harmonics $n$ was replaced in eq.(6) by the integration, while the exact value of $\omega$ was replaced by the unperturbed value $\omega_z$. If the beam interacts with electrodes, the multipole expansion of Green functions can be employed. The leading term of such expansion yields into $G_{m,n}$ the contribution

$$G_{m,n}(I_z, I_z', \omega + n\omega_z) = \left[I_z I_z'\right]^{m/2} g_n(\omega + n\omega_z). \quad (7)$$

For the sake of simplicity we shall assume that the beam interacts with very short electrodes and therefore below we shall neglect by the dependence of $g$ on the subscript $n$. Taking into account eq.(6), eq.(7) and using the substitution

$$\chi_{m,\omega}(\varphi) = \exp(-im\omega_z\varphi) \int dI_z d\Delta p I_z^{m/2} f_{m,\omega}(I_z, \Delta p, \varphi) \quad (8)$$

we can rewrite eq.(4) in the form

$$\chi_{m,\omega}(\varphi) = \chi_m^{(o)}(\varphi) + \rho(\varphi) \Delta(\omega) \int d\varphi' g(\varphi' - \varphi) \chi_{m,\omega}(\varphi'), \quad (9)$$

where

$$\chi_m^{(o)}(\varphi) = i \exp(-im\omega_z\varphi) \int dI_z d\Delta p I_z^{m/2} f_m(I_z, \Delta p, \varphi) \quad (10)$$
\[ A(\omega) = N e^{2} \int \frac{dI_{z}d\rho p_{m}}{m \frac{\partial F_{0}}{\partial I_{z}}} \frac{dI_{z}}{\omega - \frac{\partial F_{0}}{\partial I_{z}}} \text{, Im}(\omega) > 0 . \] (11)

For more simplification in this report we shall consider the special case, when function \( g(\varphi) \) is constant on the bunch length \( g(\varphi' - \varphi) \approx g(0) \). (12)

Then the solution of eq.(9) can be found for arbitrary linear density \( \rho(\varphi) \). Using the substitutions

\[ \rho(\varphi)w(\varphi) = \chi_{m,\omega}^{(0)} , \quad \rho(\varphi)w^{(0)}(\varphi) = \chi_{m}^{(0)} \] (13)

and

\[ du = \rho(\varphi)d\varphi , \quad |u| \leq 1/2 \] (14)

one can transform eq.(9) into

\[ w(u) = w^{(0)}(u) + A(\omega)g(0) \int_{u}^{1/2} w(u') \left\{ \right. \] (15)

The solution of the last equatuon reads

\[ w(u) = w^{(0)}(u) + A(\omega)g(0) \int_{u}^{1/2} w^{(0)}(u') \exp\left\{ A(\omega)g(0)(u' - u) \right\} \] (16)

and, respectively,

\[ \chi_{m,\omega}^{(0)} = \chi_{m}^{(0)} + \int d\varphi'R(\varphi,\varphi',\omega) \chi_{m}^{(0)}(\varphi') . \] (17)

\[ R(\varphi,\varphi',\omega) = A(\omega)g(0)\rho(\varphi)\exp\left\{ A(\omega)g(0) \int d\varphi'' \rho(\varphi'') \right\} . \] (18)

Once the only singularity of the resolvent kernel \( R \) is the specific singularity at \( A(\omega) = \omega \), eq.(9) has neither eigen values nor eigen solutions. This also can be confirmed directly by the calculation of the dispersion equation, which for eq.(9) reads (see in Ref.[4])

\[ \exp(A(\omega)g(0)) = 0 \] (19)

and obviously has no roots (see, newertheless, in Ref.[3]).

As the amplitudes \( \chi_{m,\omega} \) are calculated, the dependence of the solution on the time is determined by the integral

\[ \chi_{m}(\varphi,t) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \exp(-i\omega t)\chi_{m,\omega} \text{, Im}\omega > 0. \] (20)

Below we shall list some specific predictions for such dependen-
ces. Let us consider first the development of the oscillations in the bunch without the frequency spread. Then one has

$$\Lambda(\omega)g(0) = -\Omega_m/(\omega - im \omega_z),$$

(21)

where

$$\Omega_m = Ne^2m|m|<I_{m-1}^1> g(0) = Ne^2m|m|<I_{m-1}^1> \int dn g(n)$$

(22)

is coherent tune shift for the bunch with the zero length, and

$$\chi_m(\varphi) = \frac{C_m(\varphi)}{\omega - im \omega_z},$$

(23)

As we assumed that the length of electrodes interacting with the bunch is very small, \( \Omega_m \) in eq.(22) is real value. The substitution of eq.(21) in eq.(17),(18) and eq.(17) in eq.(20) yields

$$\chi_m(\varphi,t) \exp(im \omega_z t) = C_m(\varphi) + \int d\varphi' R(\varphi, \varphi', t) C_m(\varphi'),$$

(24)

where

$$R(\varphi, \varphi', t) = \rho(\varphi)C_m \int \frac{d\omega}{2\pi \omega^2} \exp\left\{ -i \omega t - \frac{\Omega_m}{\omega} \int d\varphi'' \rho(\varphi'') \right\}, \text{ Im} \omega > 0$$

(25)

The integral in eq.(25) can be calculated and gives the following result

$$R(\varphi, \varphi', t) = AJ_1(\zeta),$$

(26)

$$A = \rho(\varphi) \left\{ -i \frac{\Omega_m}{\varphi} \int d\varphi'' \rho(\varphi'') \right\}^{1/2}, \quad \zeta = \left\{ i \Omega_m t \int d\varphi'' \rho(\varphi'') \right\}^{1/2} \varphi,$$

where \( J_1(\zeta) \) is the Bessel function. For small time intervals

$$\Omega_m t \ll 1,$$

this solution linearly depends on \( t \), which is specific for the resonant excitation of oscillations. On the contrary, for large time intervals \( \Omega_m t \gg 1 \) it grows

$$R \propto \exp\left( \sqrt{t/\tau_r} \right),$$

(27)

with the rise time
1/T = \int d\varphi \rho(\varphi),

depending on the relative position of particles inside the bunch.

This asymptotic of the solution is caused by the screening of tail-on particles from head-on ones due to collective reaction of the bunch.

3. Let us now discuss the damping of considered instability. Once the amplitudes of the oscillations grow nonexponentially, they can be damped by either the beam cooling, or bunch frequency spreads, or by the detuning of head-on and tail-on particles. The last method was initially suggested to damp oscillations in linear colliders [5] and is called now as BNS-method.

As more specific for storage rings let us consider first the action on fast coherent oscillations of the beam cooling and of the Landau damping. If, for instance, the oscillations of individual particle are damped with the cooling decrement \( \lambda \), which exceeds significantly the frequency spread in the beam 

\[ \lambda \gg |m\Delta\omega|, \]

the modification of the solution in eq.(24) will be described by the substitution \( \omega \rightarrow \omega - i\lambda \). Hence, the unstable oscillations eq.(27) will start decay after the time

\[ t > t_c = \frac{4}{(m\Delta\omega)^2 \tau_r}. \]

Of course, the condition \( t_c \omega_c \ll 1 \), or

\[ |m|\lambda \gg 2(\omega_c/\tau_r)^{1/2} = \frac{2}{\tau_r} \sqrt{\omega_c \tau_r} \]

should be valid. Due to initial assumption \( \omega_c \tau_r \ll 1 \) condition (29) generally does not requires the surpass of the cooling decrement over the instability increment.

The influence of Landau damping due to frequency spreads in the bunch on the oscillations can be described in the following way. When the frequency spread is taken into account, the main contribution into time dependence of the resolvent kernel (25) yields the vicinity of the point, where the phase

\[ \Phi(\omega) = -i\omega t - \frac{\omega m}{\tau_r} \int d\varepsilon \frac{f(\varepsilon)}{\omega - \varepsilon} \]

is stationary. Here \( f(\varepsilon) \) is the frequency distribution in the beam and
The stationarity condition \( \frac{d^2}{d\omega} = 0 \) leads to the "dispersion equation"

\[
1 = i \frac{\tilde{\Omega}_m(\phi', \phi)}{t} \frac{d}{d\omega} \int d\varepsilon \frac{f(\varepsilon)}{\omega - \varepsilon} , \quad \text{Im} \omega > 0 .
\]

(31)

If \( \Delta \omega \) is the frequency spread, for smooth distributions \( f(\varepsilon) \) in the region

\[
|\tilde{\Omega}_m(\phi', \phi)| \gg (m\Delta \omega)^2 t
\]

eq.(31) has the roots

\[
\omega(\phi', \phi, t) = \pm \sqrt{i \frac{\tilde{\Omega}_m}{t}} ,
\]

(32)

which correspond to initial blow-up of oscillations. On the contrary, if the condition similar to (28) becomes valid

\[
t \gg t_0 = \frac{|\tilde{\Omega}_m|}{(m\Delta \omega)^2},
\]

(33)

the roots of eq.(31) will be close to \( \omega \approx -i|m\Delta \omega| \), which corresponds to asymptotic damping of the beam oscillation by the frequency spread.

4. Let us discuss now the BNS damping. It sufficiently uses the resonant nature of the instability and assumes its suppression by the introduction of the deviation of particles oscillation frequencies along the bunch. Practically this can be done using the energy deviation along the beam and the chromaticity of the lattice. That is why this method seems to be less specific for storage rings. Nevertheless, such conditions can be realized in storage rings, say, after the injection of intense bunch from linac.

The simple calculations of BNS-damping can be done for special case, when particles betatron frequencies linearly depends on \( \phi \)

\[
\omega_z(\phi) = \tilde{\omega}_z + \alpha \phi
\]

and the linear density in the bunch is described by the step function

\[
\rho(\phi) = \begin{cases} 
1/2 \rho_b , & |\phi| < \rho_b; \\
0 , & |\phi| > \rho_b.
\end{cases}
\]

(34)

The results of calculations generally depends on the shape of the distribution \( f \) of initial displacement of particles along the bunch. If, for instance, \( \chi_m(\phi) \sim \delta(\phi - \phi_0) \), the asymptotical dependence
of the solution on time has the form (see in Ref.[4] for more details)

\[ \chi_m(t) \approx A t^m + B t^m, \quad |m\omega|t \gg 1, \quad (35) \]

\[ \delta\omega = 2\pi\sigma_b, \quad \alpha_m = \Omega_m/(m\omega), \]

A and B are non increasing functions of the time. In fact this solution is always unstable, though the instability can be done very slow, provided \(|\alpha_m| \ll 1\). Quite different result can be calculated for the uniform distribution of the displacement along the bunch [4]:

\[ \chi_m(t) \sim A t^m + B t^m + x_m^{(c)} e^{-im\omega t}, \quad |m\omega|t \gg 1. \quad (36) \]

This solution will not grow provided the BNS-criterion [5] is valid:

\[ 0 \leq \frac{\Omega_m}{m\omega} \leq 1. \quad (37) \]
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Beam Dynamic Issues at Fermilab

King-Yuen Ng

Fermi National Accelerator Laboratory,* P.O. Box 500, Batavia, IL 60510

Some beam-dynamic studies have been performed recently at Fermilab. Here, we are going to present, in Sect. II the result of a beam transfer function experiment on the Tevatron, and in Sect. III some progress on transition crossing.

I. BEAM TRANSFER FUNCTION

We would like to measure the longitudinal impedance of the Tevatron by the method of beam transfer function.\(^3\) A special cavity was installed. The Tevatron beam at 150 GeV was debunched by lowering the rf adiabatically. The momentum spread was monitored by Schottky scans through a wall-resistive monitor and a spectrum analyser (HP8568B) having a resolution bandwidth of 10 Hz. Such a scan is shown in Fig. 1. The beam was then kicked longitudinally at a certain harmonic. The response was picked up by a wall-resistive monitor and swept by a network analyser (HP3577A of resolution bandwidth 1 Hz) around that harmonic. The sweeping time was so chosen that the upward and downward scans produced the same structure. A typical scan is shown in Fig. 2. Unlike our past experience of the same experiment on the Accumulator, the transfer function was not smooth; it exhibit many notches (deficiency in amplitude). These structures were highly reproducible and appeared also in the transfer functions corresponding the kicks at other harmonics.

Due to the signal-to-noise consideration, Schottky scans had been performed at low frequencies. Any notches in the scan contributing to the transfer function would not show up due to the 10 Hz resolution of the HP8568B. In order to understand the source of notches, a spectrum analyser (HP3588A) with a resolution of 0.088 Hz was used in a later study run. This time we saw also notches in the Schottky scan (Fig. 3). The corresponding transfer function was shown in Fig. 4. We next tried to debunch the beam by turning off the rf suddenly. The notches in the Schottky disappeared and the frequency spread was larger. We were not able to measure the transfer function of this coasting beam (with a wider momentum spread), because the beam intensity was too low at that time. We can draw the conclusion that these notches were the result of some collective instability which was damped by a wider momentum spread of the beam. However, we have not been able to explain the source of this instability by the existing known impedances of the Tevatron vacuum chamber.

If we look at the time evolution of the response of the kick at different frequencies. The HP8566B spectrum analyser was set to full frequency span of 1 MHz, so that roughly two revolution harmonics per division would be visible. The resolution and video bandwidths were kept between 10 kH and 30 kHz so that the sweep time remained near 30 ms. With the spectrum analyser in maximum hold mode, the peak power per bin of all sweeps was constantly displayed. We saw firstly the excitation of the harmonic of the kick, which is to be expected. Very soon, we also saw the excitation of the individual harmonics below the kicked harmonic. However, we did not

---

*Operated by the Universities Research Association, Inc., under contract with the U.S. Department of Energy.
see appreciable excitation of the harmonics above the kick harmonic. We also discovered that excitations at the successive lower harmonics occurred at successively later times. A typical measurement is shown in Fig. 5. This observation is very puzzling. In order to have excitation at successive harmonics, a high impedance at revolution frequency coupled to the kicked harmonic is required. But such an impedance has not been located. Secondly, excitation due to a longitudinal kick should be symmetric in the frequency domain. It is really weird to see the asymmetry in Fig. 5.

II. TRANSITION CROSSING

The Fermilab Main Ring has been identified as the bottleneck in the delivery of high intensity proton and antiproton beams to the Tevatron. A new ring called the Main Injector, which has an aperture of 40π mm-mrad, has been proposed to replace the Main Ring. At the present, one of the main problems of concern is transition crossing. In below, we shall report our recent research in this subject.

In crossing transition, two things that we usually encounter are growth in bunch area and particle loss. The mechanism behind it can be classified as:

(1) Intensity dependent

The longitudinal intensity-dependent forces come from space charge and other impedances. These lead to, near transition, microwave instability and therefore growth in bunch area and particle loss. On the other hand, the transverse space-charge force leads to a tune spread and a spread of γs (UmsTätter's effect²).

(2) Intensity independent

The orbit length is not a linear function of the momentum offset δ (i.e., α1, the coefficient of δ² in some normalization, is not zero). When α₁ ≠ −3/2, particles of different momentum will cross transition at different time (Johnsen's or nonlinear effect³). This leads to the growth of two tails in the longitudinal phase space.

1. Avoiding transition

There are various way to avoid transition crossing. One way is to push γs to below the injection energy. The price to pay is a less strongly focussing ring. On the other hand, γs can be pushed to above extraction energy. However, the frequency-slip parameter will be too small near extraction where the bunch sits for a long time for various rf maneuverings (for example, bunch coalescence). Coherence instabilities would become an important issue. There is still another option of making the momentum compaction factor negative or γs imaginary. Such a lattice has been proposed by Trbojevic. A possible lattice of exactly the right orbit length with suitable long straight sections has been worked out and is currently under further study.

Another method is a γs jump. This is not really a way to avoid transition. The jump merely initiates a very fast jump. A γs jump is usually expensive and requires a large magnet aperture. The feasibility has been explored by Lee and Ng. A γs jump scheme proposed by Holmes for the Main Injector can be summarised in the following,

\[ \Delta \gamma_s = -0.069 \left( \sqrt{Gdl[KG]} \right)^2 \]  
\[ \chi = 2.2 + 4.8(\Delta \gamma_s)^{1/2} \text{[meters]} \]
where \( G \) is the field gradient of the quadrupole responsible for the jump and \( \hat{X}_p \) is the maximum momentum dispersion. The corresponding rms momentum width is

\[
\sigma_s = 2.45 \times 10^{-3} \left( \frac{S}{0.4 \text{ eV-sec}} \right)^{1/3} \Delta \gamma_T^{-1/4} \left( \frac{V_{cf} \cos \phi_0}{2.78 [\text{MV}] \cos [37.6^\circ]} \right)^{1/4},
\]

(2.2)

where \( S \) is the bunch area and \( V_{cf} \) is the rf voltage at transition. With \( \Delta \gamma_T = 1 \), the maximum dispersion is 7 m. Thus the required momentum aperture is about 40 mm.

The minimum transition energy jump is \( \Delta \gamma_T \geq \max (2 \gamma_t c, 3 \gamma_{NL}) \), where \( \gamma_t = 1.96 \text{ ms} \) is the nominal nonadiabatic time and \( \gamma_{NL} = 2.1 \text{ ms} \) (\( \alpha_1 \sim 1 \)), while \( \gamma \) is the rate of increase of \( \gamma \). The maximum \( \Delta \gamma_T \) is determined by the dynamical aperture limitation, which corresponds to maximum \( \hat{X}_p = 8.5 \text{ m} \). These two conditions give us \( 1.72 \geq \Delta \gamma_T \geq 1.3 \). The minimum number of turns \( N_a \), for the \( \gamma_T \) jump which minimises transverse phase space area growth is given by

\[
\frac{\Delta \hat{X}_p}{N_a} \cdot \sigma_s < A_B,
\]

(2.3)

where \( A_B \) is the rms betatron amplitude at maximum beta \( \hat{\beta} = 57 \text{ m} \). One expects, for \( \Delta \gamma_T = 1 \) and normalised 95% transverse emittance of 20\( \pi \text{ mm-mr} \), the minimum number of turns should be about 39 or the minimum jumping time should be about 0.43 ms which gives 1% nonadiabatic change in transverse phase space. Thus one obtains \( \gamma_T \geq 2340 \text{ sec}^{-1} \), which is about 14 times larger than the nominal \( \gamma \). Numerical simulation\(^9\) shows that a jump of

\[
\Delta \gamma_T \approx 1.5 \left( \frac{S}{0.4 \text{ eV-sec}} \right)^{1/2} \geq 3 \gamma_{NL} \approx 3 \gamma_T \hat{\delta}
\]

(2.4)

in 1 ms is sufficient to maintain the bunch area. Here \( \hat{\delta} = \sqrt{\delta} \sigma_s \). Thus the nonlinear effect dictates longitudinal beam dynamics at the transition energy crossing.

2. Crossing transition

If we do not want to avoid transition, we would like to know which of the two above mentioned mechanisms dominates at transition. As a function of initial bunch area, we expect the fractional growth of bunch area and particle loss for two different rf voltages but at the same acceleration rate to behave as depicted in Fig. 6. An experiment was performed on the Fermilab Main Ring by Kourbanis, Meisner, and Ng\(^9\). The results shown in Fig. 7 agree with the domination of nonlinearity. For the future Main Injector, we believe that the impedance per harmonic can be controlled to some reasonably small value. Therefore, we expect nonlinearity to dominate also. In fact, this conjecture has been verified by simulations\(^10\).

One possible cure of nonlinearity is to control \( \alpha_1 \) by adding a third set of sextupoles. If these sextupoles are placed in between the quadrupoles, an unreasonably high sextupole strength will be required. Bogacs and Peggs\(^11\) introduce a dispersion wave in the lattice by modulating the strength of the quadrupoles. In this way, the 3 sets of sextupoles can be made orthogonal. Preliminary calculation indicates that sextupoles of reasonable strengths can indeed reduce \( \alpha_1 \) to \(-3/2\).

Griffin\(^12\) recently proposed a new scheme of transition crossing. Near transition, a second- or third- harmonic is added to the present rf so that a flat plateau-like voltage
is obtained. As a result, all particles in a bunch will be accelerated at exactly the same rate regardless of their momenta. This prevents the formation of tails. Therefore, we should anticipate no growth of bunch area and particle loss. Approaching transition, the bunch tends to tilt because of the absence of the synchrotron oscillation restoring force (Fig. 8a). After the higher-energy particles have crossed transition, the top of the bunch starts to drift backward. The lower portion of the bunch, being still below transition, continue the drift in the same direction (Fig. 8b). After all the particles have crossed transition, the bunch shape will be of the form as shown in Fig. 8c. At this time the higher-harmonic rf is turned off and the bunch is recaptured into an accelerating bucket. In order to minimize the width of the rf plateau, a lowering of the rf (duck under) before transition is desired so that the bunch drift or tilt will be smaller. Simulations by MacLachlan\textsuperscript{13} show that this scheme is indeed feasible in the Main Injector when the bunch has an intensity of $1 \times 10^{11}$ and a bunch area of 1.7 eV-sec. An impedance of $Z/n = 5 \, \Omega$ and an $\alpha_3 \sim 1$ were assumed.

It would be nice if this idea could be tested on the Main Ring. There, it would require about 1 MV (27\%) of 106 MHz rf to produce the rf plateau. However, if the third harmonic were used, only $\sim 300 \, \text{kV}$ (12\%) at 159 MHz would be needed, although the plateau would be shorter.
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Figure 1: Longitudinal Schottky scan in the Tevatron at revolution harmonic 517 using spectrum analyser HP8568B with resolution bandwidth 10 Hz. No notches or spikes were observed.

Figure 2: Longitudinal beam transfer function at revolution harmonic 1100 in the Tevatron swept by network analyser HP3577A with resolution bandwidth 1 Hz. Note the notches or spikes in the beam response.
Figure 3: Longitudinal Schottky scan in the Tevatron at revolution harmonic 11, using spectrum analyser HP8568B with a resolution bandwidth of 88 mHz. Note the appearance of notches in the momentum distribution.

Figure 4: Longitudinal beam transfer function measured in a later study period when Figure 3 was taken. Note that the notches match those of the Schottky scan in Figure 3.
Figure 5: Bandwidth frequency domain picture of beam current modulation caused by a longitudinal beam transfer function measurement at revolution harmonic 1113 (rightmost peak). Note that a number of revolution harmonics below the driven one are excited.

Figure 6: Schematic plot of fractional growth of bunch area and particle loss across transition versus initial bunch area at different transition rf voltages. The rate of acceleration is kept constant.
Figure 7: Experimental results showing fractional growth of bunch area and particle loss across transition versus initial bunch area for 2-booster-turn injection. The rate of acceleration was kept constant.
Figure 8: Bunch motion across transition in Griffin's scheme. The rf plateau is shown above the bunch.
High Frequency Behavior of the Coupling Impedance for a Large Number of Obstacles

R.L. Gluckstern and Rui Li
University of Maryland
College Park, MD 20742

In a recent paper the longitudinal coupling impedance for \( N \) identical obstacles was calculated analytically at high frequency for \( N \gg 1 \). In particular, the impedance, which oscillates rapidly at high frequency, is locally averaged over the oscillations. The result for the reciprocal of the averaged impedance per obstacle was

\[
\frac{1}{N Z_o Y_1(k)} = \frac{Z_o Y_1(k) + \alpha \sqrt{N} - 1 \tan^{-1} \frac{\alpha}{2 \sqrt{N}}}{\alpha},
\]

where

\[
\alpha = \frac{(1 + j) a \sqrt{\mu k}}{\sqrt{\epsilon}},
\]

and where \( Z_o Y_1(k) \) is the averaged admittance for a single obstacle, given for \( k g \gg 1 \) by

\[
Z_o Y_1(k) = \frac{(1 + j) \pi a \sqrt{\mu k}}{\sqrt{\epsilon g}}.
\]

This particularly simple result can be evaluated in two limits. The first is for \( N \to \infty \), where

\[\text{(1)}\]

\[\text{(2)}\]

\[\text{(3)}\]
leading to the \( k^{-3/2} \) dependence for the real part of the impedance at high frequency. The second is for \( k \to \infty \) for finite but large \( N \), in which case

\[
\lim_{N \to \infty} N Z_N(k) = \frac{(1 + j) \pi a \sqrt{\frac{\pi k}{L}}}{\sqrt{g}} + \frac{j \pi k a^2}{L},
\]

which exhibits the \( \sqrt{N} \) behavior of the impedance for large \( N \) suggested by Palmer. Of particular interest is the fact that the admittance in Eq. (1) consists of the sum of one term containing the information involving the single obstacle and a second term involving only the separation of the obstacles.

Figures 1 and 2 show the quantities

\[
\text{Re } Z_N \quad \frac{\text{Im } Z_N}{N \text{ Re } Z_1} \quad \frac{\text{Im } Z_N}{N \text{ Im } Z_1}
\]

computed from numerical codes involving decomposition into axial wave components and averaged over frequency, as functions of \( \sqrt{k a} \). The smooth curves are those predicted by Eq. (1) for \( N = 1, 10, 20, \infty \).

As a result of discussions at the KEK workshop (September 1990) attention is now being focused on the high frequency behavior of the coupling impedance for \( M \) cavities, each consisting of \( N \) cells in a parameter range intermediate between the limits in Eqs. (4) and (5).

---

\[
\frac{Re(Z_n)}{N \cdot Re(Z)}
\]

\[
\frac{Im(Z_n)}{N \cdot Im(Z)}
\]

\[
\frac{g}{a} = \frac{\pi}{8}, \quad \frac{L}{a} = \frac{\pi}{6}, \quad \frac{b}{a} = 1.2
\]

\[
Sqrt(ka)
\]
Measurement of the Asymptotic Behavior of the High Frequency Impedance

A. Hofmann, T. Risselada, B. Zotter

Abstract

A new evaluation of old measurements of the parasitic mode loss in the ISR shows that the asymptotic frequency dependence is very close to the inverse square root which has been found analytically for single cavities.
1 Discussion

Measurement of the slow decrease of orbit radius of an unbunched beam in the ISR over many hours was made many years ago, and has permitted a determination of the parasitic mode loss factor at several frequencies after a small correction for the energy loss due to synchrotron radiation\[1\].

In a smooth coasting beam, there should be no energy loss due to interaction with the chamber walls (the real part of all wall impedances must vanish for DC). It has further been shown that the energy loss due to (coherent) density fluctuations averages to zero\[2\]. The parasitic mode loss is therefore due only to the fact that the beam consists of single protons which interact individually with the wall impedances. The interaction frequency $c/\sigma$ is then determined by the width of the cone of field lines at the chamber wall of a point charge on the axis (see Fig.1)

$$\sigma = \frac{a}{\sqrt{2}\beta\gamma c} \tag{1}$$

where $a$ is the chamber radius. For high energies $\beta\gamma > 1$, the width is quite small, and thus corresponds to rather high frequencies (over 60 GHz at the highest energy of 31.4 GeV).

Measurement have been made at 3 different energies, which thus yield thus loss factors for 3 different frequencies. The decrease of orbit radius with time is shown in Fig.3: a) for 3.6 GeV, b) for 15.4 GeV, c) and d) for 31.4 GeV. The last two figures show that the decrease is the same for beams with almost five orders of magnitude difference in current (4 mA and 32 A), justifying the assumption that single protons cause the energy loss.

Table 1 shows the calculated energy loss per turn, the loss factors and the corresponding frequencies for the 3 energies for which measurements had been made. The loss factor is plotted against frequency on logarithmic scales in Fig.4, and is seen to depend on frequency approximately as an inverse square root. A least mean square fit has been made and gave the value -0.533. The impedance is obtained from the average over 2 adjacent loss factors, and also depends approximately on the inverse square root of frequency. This is in excellent agreement with the calculations for the energy loss of single cavities\[3\], and not with the asymptotic loss factor of periodic cavities ("Optical resonator model")\[4\].

To our knowledge, this is the first experimental result for the asymptotic, high-frequency behavior of the wall impedance in particle accelerators or storage rings, which has been possible by using individual protons for the measurement.
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Fig. 1: Field lines of a single charge (velocity $\beta c$) in cylindrical chamber

Fig. 2: Distribution of induced current in the wall for 2 energies

Fig. 3: Change of average Orbit Radius vs. time
a) 3.6 GeV, 27 mA
b) 15.4 GeV, 4 mA
c) 31.4 GeV, 4 mA
d) 31.4 GeV, 32.2 A
Fig 4: Measured Loss factor as function of bunchlength
SHORT-RANGE IMPEDANCE

Kaoru Yokoya

National Laboratory for High Energy Physics,
Oho, Tsukuba, Ibaraki, 305, Japan

Abstract

Short-range wake functions are usually obtained using time-domain computer programs. We demonstrate that frequency domain methods can also be usefully applied to this end. In addition, we show that the speed and ease of the required computations can be greatly improved if the calculations are performed at complex, rather than at real, frequencies.

Time-Domain and Frequency-Domain

When charged particles pass through a structure in accelerators, electro-magnetic fields are excited. The effect of these fields back on the particles themselves can be expressed in terms of the wake function and/or its Fourier transform, the impedance, if the effect within the structure is small. The methods of computing the wake function/impedance can be classified into two categories, time-domain methods and frequency domain methods. The calculations in the time-domain are usually performed numerically, using computer programs such as TBCI[1]. These calculations are best suited for finding the short-range wake field within a bunch. When long range forces, such as the interaction between bunches, are needed we usually employ frequency domain methods. In these cases the wake function is expressed by a few parameters such as the resonant frequencies, shunt impedances, etc. Frequency-domain calculations are also useful for finding approximate formulas of impedances and the limiting behavior at short distances but these are mostly analytic and are limited to structures of special shapes.

When one is interested in the wake function within a bunch in structures of general shape, time-domain methods have been preferred. However, when the bunch is very short, the obstacle on the wall is small, or the structure is very long, a fine integration mesh is needed and the computing memory and time requirements can be very large. In this note we discuss the possibility of computing the short-range wake function using the frequency domain. One such attempt is the work by Bane and Wilson[2]. They

computed the short range wake function for infinitely periodic rectangular cavities by summing many resonant modes and then extrapolating to infinitely high frequencies using the optical resonator model. Kheifets[3] developed a computer code for structures with a smooth periodic shape by the Fourier transformation of the wall shape. Another example is the field matching method for finite structures attached to uniform beam pipes[4,5]. These programs compute the impedance for a given frequency. If the short-range wake function is needed, one needs first to compute the impedance over a large frequency range and then to calculate the Fourier transform.

Disadvantages of the Frequency Domain
The frequency-domain computation of the short range wake function, however, has the following disadvantages:

(A) Program codes available so far are limited to special structures such as rectangular cavities, sinusoidally varying walls, etc.

(B) At each frequency step, a large matrix equation needs to be solved. If we are interested in structures with special shapes, we may be able to employ the field matching methods. With these methods we expand the fields in terms of orthogonal functions and then construct a matrix equation using the expansion coefficients as unknowns. The matrix obtained in this way is usually dense and, at high frequencies, large. The computing time needed to solve a dense matrix is proportional to the dimension cubed. If we are interested in structures of general shapes, the situation is essentially the same. In this case we cannot use the field matching technique because suitable orthogonal functions cannot be found. However, one method for solving such problems is the boundary element method[6]. In this method the wall of the structure is approximated by line segments and the wall currents/charges (or the fields on the wall) are used as the unknowns. In this case, too, the matrix is dense. If the length of the structure is \( L \) and the mesh size is \( \Delta \), the number of unknowns is \( \sim L/\Delta \) so that the computing time of the impedance at one frequency is \( \sim (L/\Delta)^3 \). On the other hand, in the time-domain computation, if one needs a wake function up to a distance \( S \) from the source particle and if the typical radius of the structure is \( R \), the total computing time is proportional to \( (R/\Delta)(S/\Delta)(L/\Delta) \). This product is normally much smaller than \( (L/\Delta)^3 \).

(C) The impedance at many frequency points is needed for obtaining the short-range wake function. One problem is that ‘short-range’ is not equivalent to ‘high frequency’. The high frequency behavior of the impedance does not contain enough information to compute the short range wake. If, for example, the structure is infinitely periodic, the limiting behavior of \( \Re Z(\omega) \) is \( \sim \omega^{-3/2} \) [7]. Therefore, the dominant contribution to the short range wake \( W(t) \) \( (t \to 0) \) comes from the integral of \( Z(\omega) \) over the whole range of \( \omega \). Even when the structure is of finite length so that \( Z(\omega) \) at high frequencies varies as \( \omega^{-1/2} \), as long as the bunch is not extremely short the low frequency impedance can contribute significantly to the short-range wake.

On the other hand, the high frequency impedance contains a great deal of information which is not needed for computing the short range wake. As is seen in Fig.3(a), \( Z(\omega) \) is normally a rapidly oscillating function of \( \omega \). This behavior is basically due
to multiple reflections on the structure walls. These reflections do not contribute to the short range wake function because of the time delay. Nevertheless, because of its oscillatory behavior, we need to compute \(Z(\omega)\) at many frequency points in order to be able to accurately calculate the Fourier transform. The number of frequency points \(N_u\) is typically \(\geq 1000\).

From the points (B) and (C) we see that the total computing time of the frequency domain methods is proportional to \((L/\Delta)^3 N_u\). This computing time is normally much larger than the required computing time of the time domain method which, as we saw above, is proportional to \(LSR/\Delta^3\).

### Calculations at Complex Frequencies

In order to overcome difficulties (B) and (C), we propose calculating the impedance at complex frequencies.

Because of causality the wake \(W(t)\) is zero ahead of the charge, for \(t < 0\) (we assume the particles travel at the speed of light). The impedance \(Z(\omega)\) is therefore regular in the upper half plane of complex \(\omega\); all the singularities are in the lower half plane. Consequently, we expect \(Z(\omega)\) to be smoother in the upper half plane. If we carry out the Fourier transformation

\[
W(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} Z(\omega)e^{-i\omega t} d\omega
\]

along the line of constant \(\Re(\omega) = \omega_I\) (see Fig. 1), we obtain

\[
W(t) = \frac{1}{2\pi} e^{\omega_I t} \int_{-\infty}^{\infty} Z(\omega_R + i\omega_I)e^{-i\omega_R t} d\omega_R.
\]

The contributions from the right and left edges are zero. The above expression is exact. As we move the integration path further upward, the integrand continues to become smoother, and the numerical integration becomes easier. However, if we go too far, we will need to extract a rapidly oscillating component from a smooth function and then to multiply it by a large factor \(e^{\omega_I t}\). This will result in a loss of numerical accuracy.

The best choice of the path offset is to take \(\omega_I/c \sim 1/S\), where \(c\) is the velocity of light and \(S\) is the maximum distance needed for the wake function \(W\). Since the oscillatory behavior of \(Z(\omega)\) comes from the multiple reflections, \(Z(\omega_R + i\omega_I)\) is smooth if \(\omega_I/c \gtrsim 1/l\), where \(l\) is the typical dimension of the structure. Therefore, if \(S \lesssim l\), we can reduce \(N_u\) considerably. (However, we lose nothing by going to complex \(\omega\) even if \(S \gtrsim l\).)

Thus, we can say that

\[
\text{SHORT-RANGE} = \text{LARGE } \omega_I.
\]

As an example, in order to demonstrate the advantages of this method, we have computed the impedance for the structure in Fig. 2 by Henke's field matching method[5] but at complex, rather than at real, frequencies. The field in the tube region (dotted
Fig. 3a  \( \text{Im}(k) = 0.0001/\text{mm} \)  2400 points

Fig. 3b  \( \text{Im}(k) = 0.05/\text{mm} \)  240 points
Fig. 3c  $\text{Im}(k)=0.6/\text{mm}$  80 points
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Fig. 4. Point Charge Wake for JLC Single Cell
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area) is expanded in a form such as

\[ E^{(R)} = \int dk_z F(k_z) J_m(\sqrt{k_z^2 - k^2})e^{ik_z z} \]

and that in the cavity region (shaded area) as

\[ E^{(S)} + E^{(R)} = \sum_n C_n \left\{ \begin{array}{c} J_m \sin \frac{n\pi z}{a} \\ Y_m \cos \frac{n\pi z}{a} \end{array} \right\} \]

Here, \( E^{(S)} \) and \( E^{(R)} \) are the source and the radiated field, respectively, and \( k = \omega/c \). The coefficients are found by matching the fields at the boundary between the two regions, and by requiring that the wave propagates to the left(right) in the left(right) end pipe. The dimensions used in our example calculation are \( a=3.672 \text{mm}, b=10.6 \text{mm}, \) \( g=6.746 \text{mm} \) and \( d=8.746 \text{mm} \). Fig. 3 displays the longitudinal impedance for one single cell as a function of \( \omega_l/c \). The imaginary part of the frequency is \( \omega_l/c = 0.0001/\text{mm}, 0.05/\text{mm} \) and \( 0.5/\text{mm} \) for Figs. 3a, 3b and 3c, respectively. The solid (dashed) lines are \( \Re[Z] \) (\( \Im[Z] \)). As one can see, the impedance is a very complicated function on the (almost) real axis but it is surprisingly smooth for complex frequencies. In Fig. 3c one can easily see that the asymptotic high frequency behavior of the impedance is \( Z \sim k^{-1/2} \). By fitting the high frequency part to the form \( Z(k) = \text{const.} \times (k_R + ik_I)^{-1/2} \) and then performing the Fourier transform, we obtain the point charge wake function shown in Fig. 4. The dotted, dashed and solid lines in the plot give the wake computed from Figs. 3a, 3b and 3c, respectively. (The number of computed frequency points is 2400, 240 and 80, respectively.) Although the three impedance functions are very different, the wake functions computed from them are almost identical. Thus we see that the information contained in the smooth graph of Fig. 3c is in fact sufficient to compute the wake function up to \(~0.5\text{mm}\).

Calculating the impedance at complex frequencies can also alleviate disadvantage (B). To see why this is so, let us consider the boundary element method of calculating the fields. Suppose there is a source point on the wall at longitudinal coordinate \( z_1 \) and a field point at \( z_2 \). (Let a larger value of \( z \) signify a more forward position.) The kernel between these points is given by

\[ G = \frac{e^{ik_R}}{R} = \frac{e^{ik_RR-k_1R}}{R}, \]

where \( R \) is the distance between the points. This kernel is exponentially small for large distances if \( \omega_l > 0 \). This does not, however, mean that the effect of the source cannot reach far. The impedance is computed by a formula such as

\[ Z(k) = \int_{-\infty}^{\infty} E_k(z)e^{-ikz}dz, \]

where \( e^{-ikz} \) can be exponentially large for complex frequencies. What matters is not
Fig. 5. JLC Multi-cell \( \text{Im}(k) = 0.5/\text{mm} \) 1 to 32 cells

Fig. 6. Gaussian Bunch Wake \( \sigma_z = 60\mu \text{m} \) 1 to 32 cells
the field $E$ but $\tilde{E} \equiv E e^{-ikz}$. The corresponding kernel for $\tilde{E}$ is given by

$$\tilde{G} = \frac{e^{ik(R-z_2+z_1)}}{R}$$

which is exponentially small if $z_2 < z_1$ but contains a long tail for $z_2 > z_1$, i.e., if the field point is ahead of the source point. Thus, the interaction is almost only in one direction if the distance between the two points is large. This fact is due to causality. Therefore, if one writes a matrix equation using the fields on the walls as the unknowns, the matrix is nearly triangular, i.e. the components in the upper triangle are exponentially small. Such a matrix equation can easily be solved by iteration. Thus, the computing time is proportional to $(L/\Delta)^2 \times \text{(number of iteration)}$ instead of to $(L/\Delta)^3$.

The same feature is found with the field matching method. For example, if $k_d > 1$, the matrix for the many-cell structure depicted in Fig. 2 is also nearly (block-wise) triangular. Therefore, one can compute the multi-cell impedance within a reasonable computing time. In Fig. 5 we plot $|\Re Z|$ per cell for a structure with 1, 2, 4, 8, 16 and 32 cells ($k_l = 0.5$/mm). One can clearly see the transition from the $k^{-1/2}$ to the $k^{-3/2}$ behavior of the impedance. (The computing time was a few seconds for the single cell to $\sim 20$ minutes for 32 cells.) The wake functions for a Gaussian bunch (r. m. s. bunch length of 60$\mu$m) computed from these impedances are plotted in Fig. 6 in solid lines. The dashed lines are those computed by the time-domain method (like TBCI) with a mesh size of 6$\mu$m. The dotdashed line is the wake function per cell for an infinite number of cells. It was computed by field matching and by imposing periodic boundary conditions. (For this case the impedance was calculated at many frequency points on the real axis. At the moment the computer program for infinite cells using complex frequencies is not yet finished). The dotted curve in the plot represents the charge distribution.

We note that the solid lines approach the dotdashed line in the limit of infinite cells. However, the time-domain computations, for the cases of 16 and 32 cells, do not approach the asymptotic limit. We believe that this disagreement is due to a numerical problem of the time-domain method. For this example, it seems that the mesh size needs to be reduced if the number of cells is $\gg 16$.

Conclusions

We have described a powerful method of computing the wake functions of very short bunches. In this method we first compute the impedance at complex frequencies, and then Fourier transform this function to obtain the wake. The advantages of finding the impedance at complex, rather than at real, frequencies are twofold.

1. Because the impedance at complex frequencies is smoother, the number of frequency points at which the impedance needs to be calculated is fewer.

2. For complex frequencies the matrix that needs to be solved to find the impedance is nearly triangular. Therefore, at each frequency point the calculation of the impedance is much quicker at complex than at real frequencies.
On the other hand, the difficulty (A), namely, that the frequency-domain computation is limited so far to structures of particular shapes, has not yet been solved. For this, we would like to develop a computer program using the boundary-element method in the near future.
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Abstract

Shielded coherent synchrotron radiation is discussed for two cases: (1) a beam following a circular path midway between two parallel conducting plates, and (2) a beam circulating in a toroidal chamber. Wake fields and the energy radiated are computed for both cases. Under conditions like those of the high-energy bunch compressor of the Next Linear Collider (NLC), in which bunches as short as 40 microns are contemplated, the shielded coherent radiated power is estimated to be small compared to the incoherent power, but can still amount to a few hundred KeV over the compressor arc.

1. Introduction

Particles in a bunch following a curved path may radiate coherently at a wavelength comparable to the size of the bunch. The radiated power is proportional to the square of the current, hence proportional in this event to $N^2$, where $N$ is the number of particles in the bunch. The power of incoherent radiation will vary only as $N$, since each particle contributes a power proportional to its own squared current. In typical conditions in electron storage rings, most of the radiation is incoherent, peaking at frequencies far beyond the microwave region. In an experiment using short bunches from a linac, Nakazato et al., observed coherent radiation, with a clear indication of a transition from $N$ to $N^2$ dependence.

Fortunately for the operation of electron rings, shielding provided by metallic walls of the vacuum chamber greatly reduces the amount of coherent radiation. This effect was recognized in the early days of circular electron accelerators and has been studied theoretically from time to time ever since. In a simple, but relevant model first studied by Schwinger and Nodvick and Saxon, one considers a beam following a circular trajectory in a plane midway between two infinite, parallel, conducting planes, separated by a distance $h = 2g$. According to work of Faltens and Laslett the real part of the longitudinal coupling impedance for this situation should satisfy roughly the condition

$$\max_{n} \left[ \Re \frac{Z(n,n\omega)}{n} \right] = 300 \frac{g}{R} \text{ ohms},$$

(1.1)
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where \( n \) is the azimuthal mode number, \( R \) is the trajectory radius, and \( \omega_0 = \beta c / R \) is the revolution frequency. As we shall see presently, \( \text{Re} Z/n \) is negligible below a certain threshold, then rises rather sharply to this maximum, and henceforth falls slowly. The threshold can be estimated as

\[
n = \pi (R/h)^{3/2} .
\]  

(1.2)

In terms of the frequency \( \omega = \omega_0 n \), or normalized wavelength \( \lambda = \lambda / 2\pi \), the same criterion is

\[
\omega h / c = \pi \beta (R/h)^{1/2} , \quad \lambda = (h/R)^{1/2} h / \pi .
\]  

(1.3)

For typical \( R/h \), with \( h \) being the transverse dimension of the vacuum chamber, this threshold is at a much higher frequency than the "waveguide cutoff" for propagation parallel to the plates, which lies near \( \omega h / c = 1 \).

The radiated power is determined by the impedance and the Fourier spectrum of the bunch. If the bunch is rigid (i.e., maintains a constant form in a rest frame) and the particles radiate coherently, then the energy change per radian on the circular path is

\[
dU / d\theta = -q^2 \omega_0 \sum_{n=-\infty}^{\infty} |\lambda_n|^2 \text{Re} Z(n, \omega_0) ,
\]  

(1.4)

where \( q \) is the total charge in the bunch and \( \lambda_n \) is the Fourier transform of the longitudinal charge distribution \( \lambda(\theta) \),

\[
\lambda_n = \frac{1}{2\pi} \int_0^{2\pi} e^{-in\theta} \lambda(\theta) d\theta .
\]  

(1.5)

If the bunch has significant Fourier components near the maximum (1.1) of the impedance, the radiated power is quite large, as the following discussion will show. This situation usually does not occur in storage rings, since the bunch is long compared to the wavelength at the maximum impedance. On the other hand, in the last stages of bunch compression in the NLC, the bunches are sufficiently short to produce appreciable coherent radiation, provided that the impedance resembles that of the parallel plate model.

Section 2 gives definitions and formulas for the impedance, and derivations of expressions for the energy loss and wake field. The impedance for the toroidal chamber is taken from Ref. 5; that for the parallel plates is obtained by taking a limit of a formula in the same paper. Numerical examples are presented in Section 3 for parameters appropriate to four different designs of the NLC bunch compressor.

The notation and point of view will be the same as in Ref. 5. The reader may refer to that paper for details of technique not discussed here, in particular, for the numerical treatment of high-order Bessel functions.
2. Impedance, Wake Field, and Energy Loss

We work in cylindrical coordinates \((r, \theta, z)\), and suppose that the centroid of the bunch follows an orbit in the plane \(z = 0\). For the present discussion, the orbit is circular; slightly different ideas may be required for single-pass orbits. It is convenient to make a Fourier analysis of the longitudinal electric field with respect to \(\theta\) and the time \(t\):

\[
E_\theta(r, \theta, z, t) = \int_{-\infty}^{\infty} d\omega e^{-i\omega t} \sum_{n=-\infty}^{\infty} e^{in\theta} E_{\theta n}(r, z, \omega) .
\]  

(2.1)

Since we are interested primarily in longitudinal effects, we consider the average of this field over \(r\) and \(z\), weighted with the transverse charge distribution of the beam. Specializing to the case of a rigid bunch, we suppose that the charge and current densities have the form

\[
\rho(r, \theta, z, t) = q(\theta - \omega_0 t)f(r, z) , \quad J_\theta(r, \theta, z, t) = \omega_0 r \rho(r, \theta, z, t) ,
\]

(2.2)

where

\[
\int_0^{2\pi} \lambda(\theta)d\theta = 1 , \quad \int rdr \int dz f(r, z) = 1 .
\]

(2.3)

Here and in the following, the \((r, z)\) integrals extend over the support of \(f\). The field written without arguments \((r, z)\) will be understood as the transverse average,

\[
E_\theta(\theta, t) = \int rdr \int dz f(r, z) E_\theta(r, \theta, z, t) .
\]

(2.4)

The Fourier transform of \(\lambda(\theta - \omega_0 t)\), defined in analogy to (2.1), is \(\lambda_n \delta(\omega - \omega_0 n)\). The corresponding transform of the current is

\[
I_\theta(n, \omega) = \int dr \int dz J_\theta(r, n, z, \omega) = \omega_0 q \lambda_n \delta(\omega - \omega_0 n) .
\]

(2.5)

If the environment of the beam has no longitudinal inhomogeneity, as in the models treated below, then there exists a complex function \(Z(n, \omega)\), the longitudinal coupling impedance, such that

\[
-2\pi R E_\theta(n, \omega) = Z(n, \omega) I_\theta(n, \omega) .
\]

(2.6)

If the environment is inhomogeneous, perhaps because of cavities in the vacuum chamber, this single impedance function is replaced by a matrix, \(Z(n, n', \omega)\), since many harmonics of the current contribute to the excitation of one harmonic of the field.

The use of the weighted average (2.4) in the definition of the impedance is not conventional; usually, the simple average or merely the value of the field at the center of the beam is used. The weighted average seems quite natural, however, and we shall see that it leads to a cleaner derivation of the formula for energy loss than would otherwise be possible. If \(f(r, z) = W(r)H(z)\), where \(rW(r)\) and \(H(z)\) are rectangular...
step functions or delta functions, then the simple average coincides with (2.4). In Ref. 5, \( f \) had such a form and the impedance was defined with the simple average; consequently, the impedance obtained in Ref. 5 can be used in our present formulas.

The wake field \( E_\theta(\omega_0(t + \tau), t) \) is defined as the field on the trajectory at an angular distance \( \omega_0 \tau \) in front of the bunch center. Taking the weighted average of (2.1) over \( r \) and \( z \), and introducing (2.6) and (2.5), we see that the wake field is given by the Fourier transform of the impedance, weighted by the transform of the bunch:

\[
\mathcal{V}(\omega_0 \tau, t) = -2\pi \mathcal{E}_\theta(\omega_0(t + \tau), t) = \omega_0 q \sum_{n=-\infty}^{\infty} e^{i\omega_0 \tau} \lambda_n Z(n, n\omega_0) . \tag{2.7}
\]

The function \( \mathcal{V} \) is sometimes called the wake potential. It is the "wake voltage per turn"; a positive value of \( \mathcal{V}(\omega_0 \tau) \) means energy loss by particles at a distance \( \omega_0 \tau \) from the center of the bunch.

If the beam environment is not homogeneous, the formula replacing (2.7) is

\[
\mathcal{V}(\omega_0 \tau, r, \theta) = \omega_0 q \sum_{n=-\infty}^{\infty} e^{i\omega_0 \tau} \sum_{n'=-\infty}^{\infty} Z(n, n', \omega_0 n') \lambda_{n'} e^{i(n-n')\omega_0 t} . \tag{2.8}
\]

average over one period \( T = 2\pi/\omega_0 \) is given by formula (2.7), since the averaging sets \( n = n' \).

Let us now compute the radiated power. The change in energy in time \( dt \) is the work done by the field \( E_\theta \),

\[
dU = \iint \int E_\theta(r, \theta, z, t) \rho(r, \theta, z, t) r dr dz d\theta dt \]

\[
\mathcal{E}_\theta(\omega_0(t + \tau), t) \lambda(\theta - \omega_0 t) d\theta dt . \tag{2.9}
\]

For the integration over \( r \), we note that \( r^2 \) varies almost linearly over the extent of the beam, which is tiny compared to \( R \). Thus, \( r^2 \approx Rr \) and the average (2.4) appears. The power is

\[
dU/dt = q_\omega R \int d\theta \mathcal{E}_\theta(\theta, t) \lambda(\theta - \omega_0 t)
\]

\[
= q_\omega R \int d\omega e^{-i\omega t} \sum_n \sum_{n'} e^{i\theta} \mathcal{E}_\theta(n, \omega) \sum_{n''} e^{i(n'-n)\omega_0 t} \lambda_{n'} . \tag{2.10}
\]

If we now substitute (2.6), and carry out the \( \theta \) and \( \omega \) integrals we obtain

\[
dU/dt = -(q_\omega)^2 \sum_{n=-\infty}^{\infty} |\lambda_n|^2 \mathcal{E} Z(n, n\omega_0) . \tag{2.11}
\]

We have used the properties \( \lambda_{-n} = \lambda_n^* \) and \( Z(-n, -n\omega_0) = Z(n, n\omega_0)^* \). Notice that the latter follows directly from the definition (2.6) and the corresponding reflection property of \( E_\theta(n, \omega) \) and \( I(n, \omega) \). For a delta function bunch, \( \lambda_n = 1/2\pi \) and
\[
dU/dt = -I^2 \sum_{n=-\infty}^{\infty} \text{Re} \, Z(n, n\omega) \quad , \tag{2.12}
\]

possible impedances, "connected in series."

It remains to give formulas for the coupling impedance for the two models to be explored. In the first model we have infinite, parallel, perfectly conducting plates, separated by a distance \(h = 2g\); the beam circulates in the median plane between the plates. As in Ref. 5, the boundary conditions on the plates are enforced by expanding the fields in Fourier series in \(z\); for instance,

\[
E_\theta(r, n, z, \omega) = \sum_{p=1}^{\infty} \sin \alpha_p (z + \delta) E_\theta(r, n, p, \omega) \quad , \tag{2.13}
\]

where \(\alpha_p = \pi p/h\). Correspondingly, the \(z\)-dependence of charge and current densities must be represented by Fourier series. The \(r\)-dependence of fields is expressed in terms of Bessel functions of order \(n\).

In order to obtain the impedance in a convenient analytic form, we choose a simple form for the transverse beam profile:

\[
f(r, z) = W(r)H(z) \quad , \quad W(r) = \delta(r - R)/R \quad . \tag{2.14}
\]

With a little numerical work, one could accommodate a function \(W(r)\) with a finite width. The impedance comes out in terms of the Fourier transform of \(H(z)\). Again, to get a simple formula, we take \(H(z)\) to be a rectangular step function, symmetrical about \(z = 0\), but any other choice could be treated easily.

With the beam profile as stated, the impedance for the parallel-plate problem is given by

\[
Z(n, \omega) = \frac{2\pi^2 Z_0 R}{\beta} \sum_{p(\text{odd}) \geq 1} \Lambda_p \left[ \frac{\beta \omega R}{n \omega} J'_n(\gamma_p R) \left( (J'_n(\gamma_p R) + i Y'_n(\gamma_p R)) \right) 
+ \left( \frac{\alpha_p}{\gamma_p} \right)^2 J_n(\gamma_p R) \left( J_n(\gamma_p R) + i Y_n(\gamma_p R) \right) \right] \quad , \tag{2.15}
\]

where

\[
\gamma_p^2 = (\omega/c)^2 - \alpha_p^2 \quad , \quad \Lambda_p = (\sin x/x)^2 \quad , \quad x = \pi p \delta h/2h \quad ,
\]

the vertical size of the beam being \(\delta h\). The impedance is in ohms with \(Z_0 = 120 \pi \quad \Omega\).

In the second model the vacuum chamber is a torus of rectangular cross section. The cross section has height \(h = 2g\) and width \(w\). The inner and outer torus radii
are $a$ and $b$, respectively. The radial wave functions are expressed in terms of cross products of Bessel functions, defined as follows:

$$p_n(x, y) = J_n(x)Y_n(y) - J_n(y)Y_n(x),$$

$$s_n(x, y) = J'_n(x)Y'_n(y) - J'_n(y)Y'_n(x).$$

For perfectly conducting walls, the impedance of the torus is given by

$$Z(n, \omega) = \frac{2\pi^2 Z_0 R}{\beta} \sum_{p(\text{odd}) \geq 1} \lambda_p \left[ \frac{3\omega b}{\beta} \frac{s_n(\gamma_p b, \gamma_p R)s_n(\gamma_p R, \gamma_p a)}{s_n(\gamma_p b, \gamma_p a)} \right].$$

The expression (2.18) has poles corresponding to the resonances of the closed, perfectly conducting structure, and is imaginary wherever it is finite. When wall resistance is introduced, the function acquires a real part and the poles are replaced by sharp peaks in the real part. Our calculations include wall resistance, following the theory given in Ref. 5.

The formula (2.15) for parallel plates can be derived immediately from a result of Ref. 5; namely, the formula for impedance of a beam circulating in a cylindrical pillbox of radius $b$. One merely takes the limit for $b \to \infty$. This is best done using the form appropriate to the low-frequency region, in which Bessel functions are replaced by modified Bessel functions [see Eq. (4.3) of Ref. 5]. The latter have simple exponential behavior in the relevant limit. Analytic continuation through the upper half $\omega$ plane produces the high-frequency form (2.15).

To close this section we recall the well known formula for the total power from incoherent synchrotron radiation. For a single electron,

$$\frac{dU}{dt} = \frac{1}{4\pi \varepsilon_0} \frac{2e^2 \beta^4 \gamma^4}{3R^2}.$$

### 3. Numerical Examples of Wake Field and Energy Loss

For calculations, we take a Gaussian bunch with length $\sigma$:

$$\lambda(\theta) = \frac{1}{\sqrt{2\pi}} \frac{R}{\sigma} \exp \left[ -\frac{1}{2} \left( \frac{R \theta}{\sigma} \right)^2 \right], \quad \lambda_n = \frac{1}{2\pi} \exp \left[ -\frac{1}{2} \left( \frac{n \sigma}{R} \right)^2 \right].$$

A wave moving with phase velocity equal to the particle velocity at $r = R$, i.e., with frequency $\omega = \omega_n$, has wavelength $2\pi R/n$. The relevant length for our discussion is wavelength over $2\pi$,

$$\lambda = R/n.$$
Table I: Energy losses for four versions of the NLC bunch compressor. The values of energy loss $\Delta U$ are for a bunch containing $N = 2 \cdot 10^{10}$ electrons.

<table>
<thead>
<tr>
<th>Version</th>
<th>R(m)</th>
<th>$\Delta \theta$ (degrees)</th>
<th>$\sigma_i$ (microns)</th>
<th>$\sigma_f$ (microns)</th>
<th>$\Delta U$ (plates) MeV</th>
<th>$\Delta U$ (torus) MeV</th>
<th>$\Delta U$ (incoherent) MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>V.1</td>
<td>84.218</td>
<td>10.89</td>
<td>460</td>
<td>37</td>
<td>0.176</td>
<td>0.123</td>
<td>2.19</td>
</tr>
<tr>
<td>V.2</td>
<td>213.6</td>
<td>180</td>
<td>460</td>
<td>86</td>
<td>0.164</td>
<td>0.0121</td>
<td>14.2</td>
</tr>
<tr>
<td>V.3</td>
<td>149.5</td>
<td>180</td>
<td>460</td>
<td>61</td>
<td>0.827</td>
<td>0.337</td>
<td>20.4</td>
</tr>
<tr>
<td>V.4</td>
<td>106.8</td>
<td>180</td>
<td>460</td>
<td>44</td>
<td>2.08</td>
<td>1.30</td>
<td>28.5</td>
</tr>
</tbody>
</table>

In terms of $\lambda$ the spectral density of the bunch that appears in in the power formula (2.11) is

$$|\lambda_n|^2 = \frac{1}{(2\pi)^2} \exp \left[-\left(\frac{\sigma}{\lambda}\right)^2\right].$$

We illustrate with values of $\sigma$ and $R$ from four different conceptual designs for the NLC high-energy (16.2 GeV) bunch compressor [7]. Since the expected beam pipe radius is about 1 cm, the plate separation or torus height $h$ will be 2 cm, and the torus width $w$ also 2 cm. The beam height $\delta h$, not a significant parameter, will be 1 mm. Table I shows the compressor parameters, including the initial and final bunch lengths, $\sigma_i$ and $\sigma_f$, and the total deflection angle $\Delta \theta$ of the compressor arc.

Figure 1 shows a typical graph of the real part of $Z(n, n\omega_p)/n$, for the parallel-plate model including only the $p = 1$ term in Eq. (2.15); the parameters are $R = 149.5$ m and $h = 2$ cm, for Version 3 of Table I. At the frequencies of the plot, the higher axial modes $p = 3, 5, \cdots$ make a negligible contribution. The Faltens-Laslett estimate (1.1) of the peak value is confirmed. According to the estimate (1.2), $\text{Re}Z/n$ should first have significant magnitude around $n = 2 \cdot 10^6$. Indeed, it first reaches half-maximum at about that point. Figure 2 shows $\text{Re}Z$ plotted as a function of $\lambda$. From the graph and (2.11), (3.3), we see that significant power will be radiated only for bunch lengths less than 90 $\mu$ or so with $R$ and $h$ as in Version 3. For longer bunches the relevant impedance is too low.

Figure 3 shows $\text{Re}Z/n$ for an aluminum toroidal chamber with parameters for Version 3. The beam is centered in the chamber. The threshold at which the impedance...
is first appreciable is a bit higher than in the parallel-plate model, but the maximum occurs at about the same point. The resistive wall theory is somewhat defective, in that ReZ is negative at some distance from either resonance peak. In the calculation, we put ReZ = 0 wherever the theory gives negative values.

To estimate the total energy loss in the arc, we assume that the energy loss per unit angle of deflection at a particular bunch length is the same as in our steady state model running at the same (fixed) bunch length. Repeating the steady state calculation for many bunch lengths, we find a curve for $dU/d\theta$ versus $\sigma$. Since $\sigma$ decreases in the compressor almost linearly with $\theta$, this is equivalent to knowing $dU/d\theta$ as a function of $\theta$. Integration with respect to $\theta$ produces the figures for total energy loss shown in Table I. The values are in MeV per particle, supposing that the bunch contains $N = 2 \cdot 10^{10}$ electrons. The conductivity of aluminum is used for the toroidal chamber, whereas the parallel plates are perfectly conducting. For comparison, values for incoherent radiant energy are listed. For that, we assume that the energy radiated per unit angle is $(1/\omega_o) dU/dt$, with $dU/dt$ given by Eq. (2.19).

The curve of $dU/d\theta$ for Version 3 of the compressor is shown in Figure 4, for the parallel-plate model. In all four versions the energy loss is sharply concentrated near the end of the arc, since elsewhere the impedance is too small at wavelengths within the bunch spectrum $|\lambda_n|^2$. The corresponding curve for the resistive toroidal chamber has a similar form, but is concentrated still closer to the end of the arc, due to the higher threshold of the impedance. The high-threshold effect is especially pronounced in Version 2 of the compressor, which has relatively large values of $R$ and $\sigma_f$.

For a given final bunch length $\sigma_f$, one can reduce the coherent radiation by making $R$ as large as possible and the transverse dimensions of the chamber as small as possible. This raises the threshold (2.2) for the onset of a large impedance, and allows the bunch spectrum (3.3) to cut off the radiation.
In Figure 5 we show the wake voltage per turn, as defined by (2.7), for the parallel-plate problem and Version 3 of the compressor. Particles within one $\sigma$ of the bunch center lose energy, whereas those around two $\sigma$ on either side gain energy. The peak wake voltage per unit length is comparable to typical wakes in the SLAC linac structure, which amount to a few volts per picocoulomb over a 3.5 cm cell.

Corresponding results for the toroidal model are displayed in Figure 6. Within two $\sigma$ of the center the behavior is similar, although the voltage is somewhat lower due to the higher threshold of the torus impedance. The persistent oscillations well beyond the bunch length can be understood if we refer to the limiting case of infinite conductivity. As that limit is approached, the peak of $\text{Re}Z(n, n\omega_p)$ narrows to a delta function, and the wake field has the form $\exp(inm_0r)$ with essentially a single value of $n$. In fact, the oscillations in Figure 6 have almost exactly the period of such a single exponential, if we choose $n$ to have the value at the peak of the impedance; (in units of bunch length, the wavelength of the oscillation should be $2\pi R/\sigma$, which in the present example is about five). If we increase the $Q$ of the system by increasing the conductivity, we find numerically that the wake indeed approaches the expected single oscillatory exponential. In Figure 6 the oscillations before and after the bunch die off relatively quickly, because a band of $n$ values is involved. In Ref. 5, Section 7, it was shown that the band width is given approximately as

$$\frac{\Delta n}{n} = \frac{2R}{\omega Q}.$$  

(3.4)

The result (3.4) arises from the peculiar nature of the dispersion relation $\omega(n)$ of the resonances of this structure. In the $(\omega, n)$-plane, the dispersion curve is almost parallel to the synchronism line $\omega = \omega_0 n$ at the point where the two cross. This means that a rather broad range of $n$-values can be simultaneously synchronous and resonant when the system has resistive walls.
Figure 5: Wake voltage per turn for the parallel-plate model, $R = 149.5$ m, $h = 2$ cm, bunch length $\sigma = 61\mu$m.

Figure 6: Wake voltage per turn for the toroidal chamber, $R = 149.5$ m, $h = w = 2$ cm, bunch length $\sigma = 61\mu$m.
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Impedance Scaling and Synchrotron Radiation Intercept
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ABSTRACT

This paper presents several scalings in 2-D and 3-D impedance calculations. Most of the scalings are empirical and are found by using the boundary perturbation method and numerical simulations. As an application of these scalings, it is calculated, the impedance of one type of the synchrotron radiation intercept. The results are then compared with that of several other types of intercept designs.

1. INTRODUCTION

The beam-environment coupling impedances are important parameters in the design of modern large accelerators. The calculations of the impedances are usually quite involved. In order to reduce the amount of computational work and to obtain quick estimations, it is desirable to have certain scalings, even approximate ones. In Section 2, several methods are compared, that are commonly used in impedance calculations. They are in general agreement. In Section 3, consideration is given for several parametric scalings in 2-D cases. Two geometric scalings in 3-D are discussed in Section 4. The next section introduces the so-called synchrotron radiation intercept. It is really a 3-D structure and has to be computed using 3-D codes such as MAFIA [1]. The scalings have greatly simplified the computations of this structure. The results of several different designs of intercepts are compared.

2. COMPARISON OF DIFFERENT METHODS

In the past years, several impedance computation methods have been developed. These include the field matching, boundary perturbation, transmission line and numerical simulations, etc. A comparison of the results obtained from these methods have been made and found that they are in general agreement.

(a) Field matching vs. TBCI [2]:

Henke calculates the impedance of a small pillbox with beampipes (Figure 1) using the field matching method. [3] Figure 2 are the spectra that he got. TBCI is run in order to compute the wake potentials of the same structure. The wakes are then Fourier transformed to obtain the impedance as shown in Figure 3. They compare to each other reasonably well, except some spurious peaks as shown in Figure 3 remains to be understood.

† Operated by the Universities Research Association, for the U.S. Department of Energy under Contract No. DE-AC02-89ER40486.
Figure 1. A small pillbox with beampipes. (b = 10 cm, 2g = 0.05b, 2ε = 0.1b.)

Figure 2. Henke's impedance spectra of the pillbox in Figure 1.

Figure 3. Impedance spectra obtained from TBCI and Fourier transform. The dashed line in 3(b) is the result given by the transmission line method.

(b) TBCI vs. transmission line method:
The simple structure shown in Figure 1 can be approximated by a transmission line, in which the longitudinal impedance at low frequencies is purely inductive and can be roughly estimated by the formula

$$Z_l = j\omega \cdot \frac{\mu_0}{2\pi} \cdot \frac{4g\epsilon}{b} \quad (\Omega),$$

(1)
in which $\mu_0 = 4\pi \times 10^{-7} \text{ H/m}$. This is a straight line with a slope equal to $(\mu_0/2\pi) \cdot (4g\epsilon/b)$, as shown by the dashed line in Figure 3(b). It agrees with the TBCI results up to the cutoff of the beampipe.
(c) TBCI vs. boundary perturbation (BP):

The boundary perturbation technique is basically an analytic tool. Unlike the field matching method, this tool can be applied to various types of geometries provided that the perturbation is not too large. For details of this method, refer to Refs. 4-6. As an example, Figure 4 shows a periodic structure which is typical in the beampipe of the storage ring of the synchrotron radiation sources (e.g. ALS, APS, ESRF and SPring-8). The longitudinal and transverse wake potentials of a Gaussian bunch of rms length $\sigma$ traversing this structure are, respectively,

$$W_\parallel(s)^{m=0}(V/pC) = -1.8\pi \sum_{p=1}^{\infty} p |2c_p|^2 \left( \sum_{n=1}^{\infty} k_{on} \Re \left[ \frac{1}{2} e^{-i^2/2\sigma^2} w \left( \frac{k_{on} \sigma}{\sqrt{2}} - j \frac{s}{\sqrt{2\sigma}} \right) \right] \right),$$

$$W_\perp(s)^{m=1}(V/pC \cdot m) = -\frac{360\pi}{b_0^2} \sum_{p=1}^{\infty} p |2c_p|^2 \left( \sum_{n=1}^{\infty} \left\{ \frac{1}{1 - x_{in}^2} \left\{ \sum_{m=0}^{\infty} \left[ \frac{1}{2} e^{-i^2/2\sigma^2} w \left( \frac{k_{in} \sigma}{\sqrt{2}} - j \frac{s}{\sqrt{2\sigma}} \right) \right] \right\} \right\} \right),$$

in which

$$c_p = -j \frac{2\epsilon}{\pi b_0} \cdot \frac{\sin(p \pi L)}{p^2 L} \cdot \frac{1}{p^2} \quad \text{for } p = \pm 1, \pm 3, ...$$

$$= 0 \quad \text{otherwise},$$

and

$$k_{mn} = \frac{\pi p}{L} + \frac{Lx_{mn}^2}{4\pi pb_0^2},$$

$$k'_{mn} = \frac{\pi p}{L} + \frac{Lx'_{mn}^2}{4\pi pb_0^2},$$

$x_{mn}$ and $x'_{mn}$ are the $n^{th}$ root of the Bessel functions $J_m$ and $J'_m$, respectively, and $w$ is the complex error function. All the lengths on the r.h.s. of Eqs. (2)-(6) are in centimeters. Figure 5 is a reproduction from Ref. 5. It is seen that in the range $[-5\sigma, 2\sigma]$, BP and TBCI give almost identical wakes. The discrepancies near the bunch tail may be attributed to accumulation of numerical errors in TBCI. Another possible cause is different boundary conditions used — BP assumes periodic boundary, whereas TBCI assumes open boundaries.
3. PARAMETRIC SCALINGS IN 2-D

Assuming a rotationally symmetric obstacle in an otherwise smooth beampipe, the basic parameters that would determine the impedance of this discontinuity are the average radius, the depth and the width of the obstacle, and the slope of its edges. When these parameters vary, the changes of the impedance obey (approximately) certain power laws. \(^1\) Use the obstacle in Figure 4 as an illustration. A typical set of parameters are \(b_0 = 1.8\,\text{cm}, \, e = 0.2\,\text{cm}, \, \theta = 1/2\) (in unit of \(\pi/2\)) and \(L = 8\,\text{cm}\).

\(^1\)The width of obstacle plays a somewhat different role, which will not be discussed here.
• Scaling I:

\[ k_\perp = B \theta^\alpha \quad (\alpha = 0.7 \pm 0.1) \]  

The transverse loss \( k_\perp \) varies with the taper angle \( \theta \) by the power law described by Eq. (7), in which \( B \) and \( \alpha \) are constants. [7] The value of \( \alpha \) is close to 0.7. There is a small variation (\( \pm 0.1 \)) according to different bunch lengths \( \sigma \) and parameters \( b_0 \) and \( \epsilon \). Figure 6 demonstrates the usage of this scaling. For given \( \sigma, b_0 \) and \( \epsilon \), first calculate \( k_\perp \) for \( \theta = 1 \) (i.e. \( \pi/2 \)), which gives \( B \). Then from the loss for \( \theta = 1/2 \) (i.e. \( \pi/4 \)), obtain \( \alpha \). These two constants determine the solid curve in Figure 6. When TBCI is used to compute the losses for other values of \( \theta \), they just sit on this curve as shown in Figure 6. This greatly simplifies the work, in particular, for small \( \theta \). Because it is known that TBCI has troubles to treat the long tapered structures. [8] It should be pointed out, though, that this scaling may not be very accurate when the bunch length becomes too small.

• Scaling II:

\[ k \sim \epsilon^\beta \quad (1.5 < \beta \leq 2) \]  

When the obstacle depth \( \epsilon \) varies, both the longitudinal and the transverse losses \( k \) vary as described by Eq. (8). Here one may distinguish two cases. If the angle \( \theta \) varies with \( \epsilon \) such that the taper length \( g \) keeps a constant, \( \beta \) exactly equals to 2. This can be seen immediately in Eqs. (2)-(4). If, on the other hand, \( \theta \) is fixed while \( \epsilon \) and \( g \) vary, the value of \( \beta \) is between 1.5 and 2. See Figure 7.

![Figure 7](image)

Figure 7. An exhibit of scaling II. When both \( \epsilon \) and \( \theta \) vary while \( g \) keeps a constant, \( \beta \) is exactly 2 (solid curve). For fixed \( \theta \), \( \beta \) is between 1.5 and 2 (dashed line).

• Scaling III:

\[ k_\perp \sim b_0^\gamma \quad (-3 < \gamma < -2.3) \]  

When the average radius \( b_0 \) varies, the transverse loss is inversely proportional to the second to third power of \( b_0 \). This is seen in Figure 8.
The results are summarized in Figure 9. Various derivations can be obtained by combining these scalings. For example, in the design of the undulators, one needs to know the dependence of $k_{\perp}$ on the undulator aperture $b$ ($\equiv b_0 - \epsilon$) when the beam chamber radius $a$ ($\equiv b_0 + \epsilon$) and the taper angle $\theta$ are fixed. It can be readily shown that the scaling of this variation is

$$k_{\perp} \sim \left( \frac{a + b_1}{a + b_2} \right)^\alpha \cdot \left( \frac{a - b_1}{a - b_2} \right)^\beta,$$

in which $b_1$ and $b_2$ are two values of $b$. This scaling has been used in the design of the 7-GeV Advanced Photon Source (APS) at ANL, in which the transverse impedance is dominated by the undulator aperture.
4. GEOMETRIC SCALINGS IN 3-D

When the obstacles are real 3-D structures, the impedance calculations usually have to invoke 3-D codes. However, for certain 3-D geometry, there are two simple scalings which can provide us with quick estimates from 2-D results. Assume a flag type 3-D structure as in Figure 10(a), and its 2-D counterpart, which has a rotational symmetry, in Figure 10(b).

![Figure 10](image)

**Figure 10.** (a) A flag type 3-D structure. (b) The 2-D counterpart which has a rotational symmetry.

**Scaling IV:**

<table>
<thead>
<tr>
<th>2-D</th>
<th>vs.</th>
<th>3-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_x$</td>
<td>$\sim$ area ratio</td>
<td>$\sim 1$</td>
</tr>
<tr>
<td>$k_y$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The longitudinal loss is roughly proportional to the cross-section area of the obstacle, which is conceivable. The transverse one along the direction towards the obstacle, however, is not sensitive to the area. It is basically determined by the depth of the obstacle (the distance from the beampipe axis).

**Scaling V:**

<table>
<thead>
<tr>
<th>One-sided</th>
<th>vs.</th>
<th>Symmetric (about $x$-$z$ plane)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_x$</td>
<td>1</td>
<td>2.0</td>
</tr>
<tr>
<td>$k_y$</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>$k_z$</td>
<td>1</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Figure 11(a) is a 3-D view of one flag. Figure 11(b) shows two flags symmetric about the $x$-$z$ plane. Due to the symmetry, it is understandable that, when there exist two flags, both the $x$ and $z$ components of the wakefields would be doubled, while the $y$ component would be reduced. It is not clear, though, why it should be reduced by a factor of 2, which is a numerical output.

---

The transverse loss along another direction is insignificant.
5. SYNCHROTRON RADIATION INTERCEPT AND ITS IMPEDANCE

Now employ the scalings discussed in the previous sections to study a specific structure – the synchrotron radiation intercept. It is a crucial component in upgrading the luminosity of huge hadron colliders, such as the SSC and LHC. One main limitation of the luminosity of both machines comes from the synchrotron radiation of the protons, which needs to be absorbed at very low temperatures. In order to get higher Carnot efficiency in the cryogenic system, it is suggested to design an intercept to absorb the radiation and to keep it at a temperature that is considerably higher than that of the superconducting magnets. There are several different types of intercepts, for example, the flag type (Figure 11), the dog-ear type (Figure 12), and the liner (Figure 13).
One concern about the intercept is how much additional impedance it would bring with it. We have used the scalings to analyze various designs of the flag type intercept. Figure 14 exhibits five variations. Their relative impedances are listed in Table 1. Furthermore, when the depth of the flag shrinks, its impedance is reduced as the scaling II, and is shown in Figure 15. Meanwhile, the number of the flags is increased in a linear way. It is thus concluded that the total impedance would be lower if the flags are smaller, symmetric and tapered on both sides.

Table 1. Comparison of Various Designs of the Flag Type Intercept

<table>
<thead>
<tr>
<th>Taper angle</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-flag</td>
<td>90° + 90°</td>
<td>90° + 90°</td>
<td>90° + 5°</td>
<td>30° + 5°</td>
<td>15° + 5°</td>
</tr>
<tr>
<td>2-flag</td>
<td>90° + 5°</td>
<td>30° + 5°</td>
<td>15° + 5°</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>1-flag</td>
<td>30° + 5°</td>
<td>15° + 5°</td>
<td>2</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>1-flag</td>
<td>15° + 5°</td>
<td>2</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_x$</td>
<td>1 unit</td>
<td>2</td>
<td>0.6</td>
<td>0.26</td>
<td>0.2</td>
</tr>
<tr>
<td>$k_y$</td>
<td>1 unit</td>
<td>0.5</td>
<td>0.7</td>
<td>0.42</td>
<td>0.36</td>
</tr>
</tbody>
</table>
As another comparison, Table 2 lists the impedance of three different types of intercept relative to that of the bellows. Because of the simplicity and the small impedance of the liner and some other reasons, it has been given serious consideration.

Table 2. Comparison of Various Types of Intercept

<table>
<thead>
<tr>
<th>Bellows</th>
<th>Flag</th>
<th>Ear</th>
<th>Ear + Posts</th>
<th>Liner + 1 Slot</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Dielectric</td>
</tr>
<tr>
<td>$k_x$</td>
<td>1 unit</td>
<td>0.15</td>
<td>0.0014</td>
<td>0.0026</td>
</tr>
<tr>
<td>$k_y$</td>
<td>1 unit</td>
<td>1.7</td>
<td>0.02</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Note that a comparison of different materials for the posts (dielectric and metallic) has been made and also different sizes for the slot (1, 2 and 3 mm).

6. Conclusions

Five impedance scalings have been demonstrated. They have been used in the design of two large accelerator facilities — the APS at ANL and the SSC. From our experience, they usually give quite good quick estimates without the need of sophisticated computations. The study of the flag type intercept gives one such example. However, except a few cases, most of them are empirical. A further analytical study by means of, say, the boundary perturbation method, will be useful in order to get more insight into these scalings.
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Abstract

The complete spectrum of coherent synchrotron radiation were measured at wavelengths from 0.16 to 3.5 mm. A bunch shape was estimated by the Fourier analysis for this spectrum. This result agrees with that of simulation for the bunching process in the injector of the accelerator. The interferential effects between radiation which were emitted by the different bunches were observed by an interferometer. It was shown that every radiation had the same phase when it was emitted by a bunch.

1 Introduction

In the early study of a synchrotron, coherence and shielding effects of synchrotron radiation (SR) was discussed theoretically by Schiff[1], Nodvick and Saxon[2]. In 1982 an astronomer pointed out the possibility of intense coherent submillimeter radiation in electron storage rings on the analogy of radiation from pulsars[3]. According to these theories, the intensity of SR is expected to be enhanced due to the coherent effects, in case

1) the radiation wavelength under consideration is longer than the longitudinal bunch length,
2) the suppression of radiation due to the shielding effect by the metallic boundaries is negligible.

The enhancement factor should be equal to $N$, where $N$ is the number of electrons in a bunch. As the existing electron storage rings have about $10^{10}$ electrons in a bunch, we might be able to obtain extremely strong photon flux with a continuous spectrum at mill-/submillimeter wavelengths.

A positive sign of the presence of the coherent SR was reported by Yarwood et al.[4] in 1984 at the SRS, Daresbury. However, the coherent SR from a storage ring has not been conclusively confirmed. Schweizer et al.[5] were unable to detect any enhancement at the wavelengths $\lambda = 1 \sim 667 \mu m$ with the bunch length of about 3 cm at the BESSY, Berlin. Williams et al.[6] could observe no enhancement at $\lambda = 30 \sim 400 \mu m$ with the bunch length of 30 cm using the NSLS, BNL. In these experiments the observed wavelengths were much shorter than the bunch lengths.

In January, 1989 the coherence effects in SR were observed for the first time from short bunches accelerated by an electron linac[7]. It had a continuous spectrum and its intensity was more than $10^6$ times as strong as that of ordinary SR at $\lambda = 0.33$
This enhancement factor was almost as same order as $N$. The radiation intensity was proportional to square of the beam current or $N^2$. Radiation was mainly polarized in the orbital plane[7]. The spectrum of coherent SR was dominated by the bunch length of the electron beam as expected by the theory[9, 8].

In our recent experiment we measured the complete spectrum at $\lambda = 0.16 \sim 3.5$ mm using a special far infrared spectrometer for coherent SR. We will present these results and discuss about the relation between the bunch shape and the spectrum. The interferential effects among radiation from different bunches were observed by an interferometer to show a direct evidence of coherent SR.

2 Experimental Method

2.1 General description

The experiment was carried out using the Tohoku 300 MeV Linac[10], which consisted of eight 1 m and twelve 2 m S-band (2856 MHz) accelerating structures. In this experiment the electrons were accelerated up to an energy of 150 MeV. A duration of the bunch train, or burst width, was 2 $\mu$sec and its repetition rate was 300 pulses/sec. The bunch length was designed to be 1.2 mm (4* in RF phase) at the end of the first accelerating structure, where the beam energy be 10 MeV[11]. A supporting evidence[12] suggested the bunch length to be about 1.5 mm (5*) at the end of the last stage of the linac. Accelerated electrons were led to an experimental room through a beam transport[13], where the bunch length would be stretched to about 1.7 mm (6*).

The layout of the experimental setup is shown in Fig.1. The field strength of a bending magnet was 0.206 T and a bending radius was 2.44 m at the light emitting point (P) of the electron orbit. Thus a characteristic wavelength $\lambda_c$ of incoherent SR was 404 nm. As a cross section of a vacuum chamber was 0.2 m $\times$ 0.2 m at the bending magnet and the observing wavelengths were from 0.1 to 4.0 mm, one did not need to consider the shielding effect due to the metallic boundaries. The average beam current was measured by a secondary emission monitor at the downstream of the bending magnets. The number of electrons in a bunch was about $3.6 \times 10^6$ at an average beam current of 1 $\mu$A. The transverse beam size was about $2 \times 2$ mm$^2$ and the beam energy spread was 0.2 % at the point P in Fig. 1.

2.2 Spectrometer

Emitted SR was collected by a spherical mirror with the acceptance angle of 70 mrad and was led to a far-infrared spectrometer[14] of Czerny-Turner type, shown in Fig.2, through a crystal quartz window. Five echelette gratings of 5, 2.5, 1.25, 0.625 and 0.3125 grooves/mm was prepared to obtain a precise spectrum of coherent SR in the wavelength region from 0.1 mm to 4.0 mm. The grating was used together with a set of short- and long-wavelength-cut filters. The former was used to eliminate the higher order light of the grating, and the latter to cut off the stray light caused by the property of coherent SR which was stronger at the longer wavelengths. The resolution ($d\lambda/\lambda$) of the spectrometer was about 0.01 at $\lambda \sim 1$ mm.
The intensity of SR was detected by a LHe-cooled silicon bolometer $D_s$ with three long-wavelength-pass filters and its signal was transmitted to an amplifier which was phase-locked to a 10 Hz chopper mirror $Ch$. Radiation reflected by the chopper was converged onto a monitor bolometer $D_m$, which was used to correct the SR intensity fluctuation caused by the drift of the electron beam intensity. The radioactive background noise into the detectors was measured to be negligible. All the optical components were set in a vacuum chamber to eliminate the absorption loss due to the water vapor.

The absolute sensitivity of the measuring system was calibrated[14] by a blackbody radiator, which was a graphite cavity and was located at the emission point of SR. The temperature of the black body was kept at $1500 \pm 1$ K during the calibration. The accuracy of the absolute intensity measurement of coherent SR was estimated to be within a factor of 1.5 after this correction.

### 2.3 Interferometer

An interference experiment was carried out to clarify the emission mechanism of coherent SR. An interferogram of pulsed SR from the successive bunches was measured by a polarizing interferometer[15]. The schematic layout of the interferometer is shown in Fig.3. Radiation which was emitted by a bunch was delayed by $\Delta L$, the optical path difference between two arms, and interfered with another radiation which was emitted by the next bunch. The distance between the successive bunches $L_B$ was 104.97 mm, which corresponded to the wavelength of the accelerating RF. As the variable range of $\Delta L$ was from -9 to 110 mm, it covered the bunch distance $L_B$. Two wire grid polarizers, $WG_1$ and $WG_2$, had the wire spacing of 25 $\mu$m. The wire direction of $WG_1$ was placed at an angle of 45° to the electron orbital plane, and that of $WG_2$ was at 0°. Radiation was detected by two LHe-cooled Silicon bolometers; one was used to observe the interferogram and the other was used to monitor the intensity of SR.

### 3 Experimental Results

#### 3.1 Spectrum of Coherent SR

As is shown in Fig.4, the complete SR spectrum was obtained in the wavelength region of 0.16 ~ 3.5 mm. Radiation intensity is normalized for an average beam current of 1 $\mu$A, which corresponds to $N = 3.6 \times 10^6$. The spectrum is continuous in these wavelengths and shows a broad peak at $\lambda \sim 1.5$ mm. The intensity decreases rapidly for $\lambda \leq 0.5$ mm. As the calculated intensity of incoherent SR (see Eq.(1)) is $6 \times 10^6$ [photons/sec/mrad/1% BW] at 1 $\mu$A and $\lambda = 1$ mm, the enhancement factor at this wavelength is obtained to be $3.3 \times 10^6$, which is almost as same value as $N$.

#### 3.2 Estimation of the bunch length

The spectral intensity of incoherent SR was derived by Schwinger[16]. For a bunch which has $N$ electrons in it, the spectral intensity of incoherent SR at an angular
frequency $\omega$ is given by

$$I_{\text{inccoh}}(\omega) = N \frac{3 \epsilon^2}{4\pi \rho} \frac{1}{\omega c} \int_{\omega c}^{\infty} K_{\frac{3}{2}}(\xi) d\xi$$

(1)

where $\rho$ is the bending radius, $\gamma$ is the beam energy in units of the electron rest energy, $\omega_0 = c/\rho$ is the revolution frequency, $\omega_c = (3/2)\omega_0 \gamma^3$ is the characteristic frequency of SR and $K_{\frac{3}{2}}(\xi)$ is the modified Bessel function. According to the classical electromagnetic theory[2, 6], the intensity of coherent SR $I_{\text{coh}}(\omega)$ is given by

$$I_{\text{coh}}(\omega) = I_{\text{inccoh}}(\omega) \{1 + (N - 1)F(\omega)\}$$

(2)

$$F(\omega) = \left| \int e^{jwnr/c} S(r) dr \right|^2$$

(3)

where $S(r)$ is the density distribution of electrons in a bunch, $n$ is a unit vector toward the observing point and $F(\omega)$ is a bunch form factor defined by the Fourier transform of $S(r)$. The value of the bunch form factor varies from zero at wavelengths $\lambda < \sigma_L$ (incoherent limit) to unity at $\lambda > \sigma_L$ (coherent limit), where $\sigma_L$ is the longitudinal bunch size.

Assuming that the bunch shape $S(r)$ is an even function of $r$, we can estimate the bunch shape by using the Fourier transform from the observed SR spectrum. Estimated bunch shape is shown in Fig.5. The bunch shape resembles a Gaussian function with a sharp peak. The longitudinal bunch length is about 0.25 mm at full width of a half maximum, which is much shorter than the bunch length of 1.7 mm estimated from the characteristics of the linac.

According to the asymptotic property of Eq.(3), the bunch form factor for $\lambda > 1.6$ mm should increase monotonically to unity, as the wavelength increases. On the contrary, the observed bunch form factor decreases towards longer wavelength. Two cases may be considered for this decrease. One is due to the bunch structure. The longitudinal bunch shape from the linac has some sharp spikes in it (see Fig.7). The other is the shielding effect by the electron beam vacuum chamber. Coherent SR might be suppressed by a metallic boundary condition.

### 3.3 Polarization of Coherent SR

The degree of polarization $P$ is defined as

$$P = (I_{\parallel} - I_{\perp})/(I_{\parallel} + I_{\perp})$$

(4)

where $I_{\parallel}$ and $I_{\perp}$ are the SR intensities which have electrical vectors parallel and perpendicular to the orbital plane, respectively. The polarization of SR was measured to be $P = 0.73$ and 0.92 at $\lambda = 0.4$ and 1.5 mm. Radiation is mainly polarized in the orbital plane. For comparison the calculated $P$'s for incoherent SR for the same optical aperture are 0.64 and 0.77 at $\lambda = 0.4$ and 1.5 mm. Diffraction correction must be done to compare these values with observed $P$'s.
3.4 Interference of SR

The observed interferogram is shown in Fig.6. It is clear that the interference modulation at around the optical pass difference $\Delta L = 0$ mm is repeated at around $\Delta L = L_B = 105$ mm. The first modulation at around $\Delta L = 0$ mm shows the interference of SR from a bunch with itself, and the second one at around $\Delta L = 105$ mm corresponds to the mutual interference with radiation from the next neighbor bunch. These two interference modulation patterns are congruous with each other within the accuracy of the experiment. That is, the first radiation emitted by a bunch has the same amplitude and phase as the second one by the next bunch. This is a direct evidence that observed radiation is coherent.

4 Simulation of the bunching process

In order to examine a possibility of the sharp structure of the electron distribution in the bunch, the bunching process was simulated by tracking the longitudinal motion of the electrons. The bunches are produced in the injector section of the linac, which consists of an electron gun of 80 kV, a re-entrant type prebuncher of ±10 kV, a traveling wave type buncher of 2.6 MV/m, the first accelerating structure of 10 MV/m and drift spaces. The calculation was carried out according to the formulae[17, 18]

$$\frac{d\gamma}{dz} = \frac{eE}{m_0c^2} \sin \phi,$$

and

$$\frac{d\phi}{dz} = \frac{2\pi}{\lambda_0} \left( \frac{1}{\beta_w} - \frac{1}{\beta_e} \right),$$

where $\gamma = 1/(1 - \beta_e^2)^{1/2}$ is the total electron energy in units of the rest energy $m_0c^2$, $\phi$ is the phase relative to an accelerating wave with phase velocity $c \beta_w$, $E$ is the electric field gradient, $\lambda_0$ is the free space wavelength of the accelerating RF and $z$ is an independent variable along the beam axis. As the energy of the electron is about 10 MeV ($\beta_e = 0.9987$) at the end of the first accelerating structure, and $\beta_w = 1.00$ for the regular section of the linac, the right side of Eq.(6) can be regarded as zero at the downstream of the injector, i.e. the bunch shape is determined in the injector.

The bunch shape depends strongly on the relative phase of the RF supplied to the prebuncher, buncher and the first accelerating structure. One of the result of this simulation is shown in Fig.7. The main body of the bunch is 1.3 mm in longitudinal length and it has three spikes, which are about 0.1 mm. This result is not an exact but similar shape as our experimental condition, and is consistent with the result of Fig.5. The effects of the beam loading and the space charge are not taken into account in the above simulation. To consider these effects, a rough calculation was done by the one-dimensional disk model[19]. The beam intensity was so small that the results was almost same as Fig.7.

5 Conclusion

There are two additional important results were obtained by the recent experiments.
1) The bunch length which is calculated by Fourier analysis of the radiation spectrum is consistent with the simulated result of the bunching process in the injector of the linac.

2) The coherent property of radiation was directly observed by the interferometer.

In Tohoku 300 MeV Linac we are now preparing the equipments for the routine application experiments. For example, a physical experiment to measure the reflectance of the superionic conductors has been started. In order to generate coherent SR in the far infrared region, we are developing a bunch compressor with a beam chopper to obtain a short bunch in the order of micrometers.

We thank the staff in the Laboratory of Nuclear Science for their technical support and assistance. We also express our thanks to Dr. M. Takahashi for his technical guidance on the blackbody radiation source, and Prof. I. Sato in KEK for his offering the program code of the one dimensional disk model.
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Fig. 1. The experimental setup. P: light emitting point of SR, Mb: bending magnet, Md: dumping magnet, SEM: secondary emission monitor, Mc: collecting mirror, G: gratings, Ds and Du: LHe-cooled detectors for signal and SR monitor, and CB: concrete blocks for radiation shield. Trajectory of bunched electron beam is shown by a chain line.

Fig. 2. The optical layout of the spectrometer. M1, M2, M3, M4, M5, M6, M7, M8 and M13: plane mirrors, M3: spherical mirror, M4: scatter plate, M7: collimator mirror for monitor, M14: collimator mirror, M12: telescope mirror, L: high pressure mercury arc lamp, Ch: chopper mirror, P: polarizer/shutter, F: filter set, S1 and S2: entrance and exit slits, G1, G2 and G3: gratings, GM: grating for monitor, LP: light pipe, T: turntable, V: vacuum tank and SR: synchrotron radiation.
Fig. 3. Interferometer to measure the interference effect between the bunches. M1, M3, M5 and M7: plane mirrors, M2, M4 and M6: collimators, WG1 and WG2: wire grids, FM: fixed mirror, MM: moving mirror, DS: detector for signal and DM: detector for monitor.

Fig. 4. The observed spectrum of coherent SR.

Fig. 5. The electron distribution function in the bunch obtained from the observed spectrum.

Fig. 6. Interferogram of coherent SR.
(a) Full picture.
(b) Enlarged detail at around $\Delta L = 0$ and 105 mm.
Fig. 7. One of the bunch shape calculated by the simulation of the bunching process in the injector of the linac.
1 Introduction

The fact that a bunch of accelerated charges will radiate coherently at wavelengths comparable or longer than the bunch length has been pointed out a long time ago [1]. The reason why this effect has not played a significant role in the past and present storage rings has also been explained, it is due to the presence of the conducting vacuum chamber that provides shielding [1, 2].

It turns out that at some of the proposed high luminosity $e^+e^-$ colliders [3], where the bunch length required is rather short and the vacuum chamber apertures tend to be rather large, this effect may lead to a substantial increase in the RF power required to compensate for the radiation losses, and thus may become a limiting factor in the design.

Given the approximate nature of the estimates of the shielding effects due to the beam surroundings, it is of interest to try to observe the coherent emission of synchrotron radiation in an existing storage ring to help to improve the estimates.

2 Review of the basic results

The ratio of the coherent radiation power to the incoherent one, emitted by a bunch that contains $N_b$ particles and has an rms bunch length of $\sigma_z$ (gaussian distribution), is approximately [1, 4]

$$\frac{P_{coh}}{P_{incoh}} \approx 0.5 \left( \frac{a}{\sigma_z} \right)^2 \left( \frac{\rho}{\sigma_z} \right)^{2/3} \frac{N_b}{\gamma^4}$$

(1)

where $a$ is the half height of the vacuum chamber and $\rho$ is the bending radius. Since the incoherent power itself is proportional to $\gamma^4$ the above expression indicates that the coherent power is independent of the energy, as expected for the low frequency part of the synchrotron radiation spectrum. The vacuum chamber was modeled by two infinite conducting plates placed at a distance $a$ above and below the beam. For comparison, if the shielding effect is neglected, this ratio becomes

$$\frac{P_{coh}}{P_{incoh}} \approx 0.5 \left( \frac{\rho}{\sigma_z} \right)^{4/3} \frac{N_b}{\gamma^4}$$

(2)
Table 1: Some LEP parameters at injection energy

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>20 GeV</td>
</tr>
<tr>
<td>Average radius</td>
<td>4242.9 m</td>
</tr>
<tr>
<td>Bending radius (dipoles)</td>
<td>3102 m</td>
</tr>
<tr>
<td>Harmonic number</td>
<td>31320</td>
</tr>
<tr>
<td>Energy spread</td>
<td>3.1 \cdot 10^{-4}</td>
</tr>
<tr>
<td>Momentum compaction</td>
<td>3.9 \cdot 10^{-4}</td>
</tr>
<tr>
<td>Vacuum chamber half height</td>
<td>31 mm</td>
</tr>
</tbody>
</table>

We can rewrite the expression for the coherent power in terms of the average current per bunch \( I_b = e f_0 N_b \)

\[
\frac{P_{coh}}{P_{incoh}} \approx \frac{R}{224} \left( \frac{a}{\sigma_s} \right)^2 \left( \frac{\rho}{\sigma_s} \right)^{2/3} \frac{I_b[A]}{E[GeV]^4}
\]

where \( R \) is the average machine radius, and in terms of peak current \( \tilde{I} \)

\[
\frac{P_{coh}}{P_{incoh}} \approx 1.8 \cdot 10^{-3} \frac{a^2 \rho^{2/3}}{\sigma_s^{5/3}} \frac{\tilde{I}[A]}{E[GeV]^4} \tag{3}
\]

where

\[
\tilde{I} \equiv \sqrt{2\pi} \left( \frac{R}{\sigma_s} \right) I_b = \frac{e c}{\sqrt{2\pi}} \frac{N_b}{\sigma_s}
\]

3 Turbulent bunch lengthening threshold

To estimate the amount of coherent radiation power we expect in LEP at injection energy (see Table 1) we first take note of the following fact. Above the threshold of the microwave instability, given by the so-called "localized Keil-Schell"[8] or "Boussard"[9] criterion

\[
\tilde{i} = 2\pi \frac{E \alpha^2}{Z_n}
\]

and as the average current increases beyond the threshold, both the bunch length \( \sigma_s \) and the relative energy spread \( \delta \) increase as a cube root of the bunch current

\[
\sigma_s \propto I_b^{1/3} \quad , \quad \delta \propto I_b^{1/3} \quad , \quad \tilde{i} \propto I_b^{2/3} \quad \text{(above threshold)}
\]

Thus above threshold the ratio of the coherent to incoherent power is roughly constant and it suffices to evaluate it at the threshold. To simplify things, we will use the "zero current" value of bunch length below the threshold for the estimates. This simplification may not be correct for some machines where there is significant potential well bunch lengthening (e.g. in the SLC damping rings[5]), but the measurements of bunch length in LEP[7] are consistent with either no bunch lengthening below the turbulence threshold, or even with some bunch shortening.
4 Effective impedance for short bunches

In the condition for the microwave instability threshold the \(|Z/n|\) is usually a constant, corresponding to the case of long bunches. As the bunches become shorter, it is the effective impedance seen by the bunch, that has to be taken into account in Eqn. 4.

Here we are using a broad band resonator impedance model for LEP, with the resonator frequency \(f_r = 2\text{GHz}\), taking the quality factor of the resonator \(Q = 1\). Bunches are considered short when

\[
\omega_r \sigma_{r0}^2 \ll 1 \quad \sigma_r = \frac{c}{\sigma_s}
\]

and the effective impedance to be used in the calculations of the threshold current becomes

\[
\left(\frac{Z}{n}\right)_{\text{eff}} = 2(\omega_r \sigma_{r0})^2 \left|\frac{Z}{n}\right|
\] (5)

This model has worked well in describing the threshold and bunch lengthening data obtained recently at LEP at the injection energy[6], resulting in the effective impedance of LEP, determined from this model of only

\[
\left(\frac{Z}{n}\right)_{\text{eff}} \approx 20 \text{ m}\Omega \quad \text{while} \quad \left|\frac{Z}{n}\right| \approx 0.25\Omega
\]

The impedance model for very short bunches will almost certainly have to be modified to reflect the correct behaviour of the impedance at high frequencies. The scaling of the effective impedance with bunch length can be checked at LEP since at injection energy we can shorten the bunches by both applying the extra RF voltage available at present (up to 400 MV) and by using the 90° phase advance per cell lattice (reducing the momentum compaction factor \(\alpha\) by a factor of 2). With 400 MV RF voltage, we can make \(\sigma_s = 2.5 \text{ mm}\), resulting in

\[
\left(\frac{Z}{n}\right)_{\text{eff}} \approx 6 \text{ m}\Omega
\]

and with the 90° lattice we can further reduce the bunch length to \(\sigma_s = 1.8 \text{ mm}\), reaching

\[
\left(\frac{Z}{n}\right)_{\text{eff}} \approx 4 \text{ m}\Omega
\]

These values for the effective impedance approach the estimate for the so-called "free-space" or radiation impedance[10] for LEP

\[
\left(\frac{Z}{n}\right)_{\text{rad}} = 300 \frac{a}{R} = 2 \text{ m}\Omega
\]

5 Coherent power estimates for LEP

Taking into account the change in the effective impedance with bunch length, we can write down the threshold current as

\[
I_{th} = \sqrt{\frac{\pi}{2}} \left|\frac{Q_s E\delta}{Z/n} (\omega_r/\omega_0)^2\right| \approx 10^{-3} Q_s
\] (6)
where the synchrotron tune $Q_s$ as a function of the RF voltage and the momentum compaction factor $\alpha$ is approximately

$$Q_s \approx 5\sqrt{\alpha V_{RF}[100 \text{ MV}]}$$

and the coherent power fraction becomes

$$\frac{P_{coh}}{P_{incoh}} \approx 10^{-6} \frac{V_{RF}[100 \text{ MV}]}{\alpha^{5/6} \frac{Z}{n}}$$

With conditions close to present operating values at injection ($V_{RF} = 100 \text{ MV}$)

$$\frac{P_{coh}}{P_{incoh}} \approx 0.3\%$$

and with full RF voltage presently available ($V_{RF} = 400 \text{ MV}$)

$$\frac{P_{coh}}{P_{incoh}} \approx 4\%$$

The 90° per cell lattice will double the ratio

$$\frac{P_{coh}}{P_{incoh}} \approx 8\%$$

and observing the effect using the LEP mini-wigglers[11] will increase the coherent power signal by a factor of 2.3 (bending radius $\rho = 250 \text{ m}$).

6 Conclusions

LEP at injection energy represents a very interesting place to try to measure the spectrum of coherent radiation from a bunch in a storage ring. It is furthermore very interesting to measure the effective impedance down to very short bunch lengths, reaching a regime where the radiation impedance becomes comparable to the effective impedance.

As the additional RF voltage becomes available with the installation of the superconducting RF system for the second stage of LEP, even shorter bunches can be obtained.
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Abstract

This paper is concerned with the synchrotron radiation from an undulating electron beam in a rectangular waveguide. The analysis is based on the dyadic Green's function approach to solve Maxwell's equations in terms of the vector potential. It is shown analytically and numerically that the radiated energy spectrum may differ significantly from the free space result when the undulator length divided by the Lorentz factor of the electron beam is larger than the transverse size of the waveguide. Then, the appearance of the spectrum is changed into a small number of sharp peaks, each corresponding to an excited waveguide mode. The undulator radiation is identified with the wake field in beam instabilities. The concepts of wake function and impedance are introduced to formulate the present problem in the same manner as the beam instability problem, so that the accumulated techniques of the latter can be applied. It is shown that the obtained impedances satisfy the Panofsky-Wenzel theorem and other properties inevitable for wake fields.

Introduction

An (plane) undulator is a device to produce high-flux quasi-monochromatic radiation in a narrow angular cone in the forward direction. A relativistic charged particle travelling in the undulator undergoes transverse oscillations and emits multipole radiation. Interference effects between the radiation fields from different poles compress the spectrum to sharp peaks. Most works on the undulator refer to radiation in free space. In reality, however, undulators are surrounded by metallic boundaries, such as a vacuum chamber. Then, the first question arises:

1. How will the properties of the undulator radiation be changed when the boundaries are taken into account?

The radiation fields in the waveguide are modified when they reach the boundaries because they must satisfy the boundary conditions. When their wave properties match those of waveguide modes, they can survive and propagate in the waveguide. The radiated energy is redistributed among such waveguide modes. In consequence, the energy spectrum tends to change from a monotonously increasing function to discrete sharp peaks, each corresponding to an excited waveguide mode. This change is particularly of interest in the low frequency region, where the waveguide modes are

* This work was supported by the Director, Office of Energy Research, Office of Basic Energy Sciences, Materials Sciences Division, the U.S. Department of Energy under Contract No. DE-AC03-76SF00098.
well separated. The redistribution of the radiated energy into these few modes will enhance their power significantly. If the wavelength of a waveguide mode is larger than the bunch size, the whole bunch is reinforced to move collectively by the waveguide fields. This may cause a new type of collective instability.

So far, only a few studies have been done on the influence of metallic boundaries on the radiation. Motz and Nakamura gave the first discussion on the subject by means of the Hertz vector approach to solve Maxwell's equations for an infinitely long undulator. In this paper, we present a general method to calculate the radiation fields from an undulator with finite length in the presence of a rectangular waveguide. The method is actually a generalization of Motz-Nakamura's Hertz vector method.

Once the radiation fields are calculated, the next question arises:

(2) How will the radiation fields disturb the motion of particles in a beam?

In this question, both the high and the low frequency parts of the radiation play important roles. The high frequency part will contribute to the bunching of particles on a microscopic scale, which induces coherent radiation from particles in the same bunch. This is the stimulated emission process in FEL's. The low frequency part, if it contains significant energy, will drive collective motion of the whole bunch. In both cases, the particles and the radiation fields create a coupled system. Our ultimate purpose is to solve this particle-radiation system in a self-consistent way. To this end, it is necessary first to formulate the action of the undulator radiation fields on particles. We have a similar situation in beam instability problems. A charged particle interacts with its environment to create a wake field. This field acts back on the beam and disturbs the particle motion. This particle-environment system may be identified with the present particle-radiation system. With this in mind, we introduce the concepts of wake functions and their Fourier transforms, impedances.

**Vector Potential**

Any solutions of Maxwell's equations may be expressed in terms of the scalar potential $\Phi$ and the vector potential $A$. Under the Lorentz condition, Maxwell's equations are equivalent to the two inhomogeneous wave equations for $\Phi$ and $A$:

$$\nabla^2 \Phi - \frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2} = -\frac{\rho}{\epsilon}, \quad (1)$$

$$\nabla^2 A - \frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} = -\mu J, \quad (2)$$

where $c$ is the speed of light, $\rho$ is the charge density, $J$ is the convective current density, $\epsilon$ is the dielectric constant, and $\mu$ is the permeability. Since the scalar potential $\Phi$ can be calculated from $A$ using the Lorentz condition, our task is to seek a solution for the vector potential only. To solve Eq. (2), it is useful to find a Green's function $G$ which is defined as a solution of the following equation with appropriate boundary conditions:

$$\frac{\partial^2 G(r, t|\tau, t')}{\partial \tau^2} = -\delta(r - \tau)\delta(t - t'), \quad (3)$$
where $G$ is a $3 \times 3$ matrix, the so-called dyadic Green's function, and $I$ is the unit dyadic. A solution of Eq. (2) is calculated from

$$A(r, t) = \mu \int \int G(r, t|r', t')J(r', t')d^3r'dt'.$$

(4)

In rectangular coordinates $x, y$ and $z$, the solution $G$ of Eq. (3) has only diagonal terms. The geometry of concern may be that part of a considerably longer waveguide that is sandwiched by the undulator of finite length. We assume that the walls have infinite conductivity. We denote the inside region of the waveguide by $0 \leq x \leq a$ and $0 \leq y \leq b$. Then the solution is written as $^4$

$$G(r, t|r', t') = \frac{1}{4\pi^2} \sum_{m,n} \sum_{\nu} i_\nu i_\nu \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d\beta \frac{\phi_{mn\nu}(r_\perp)\phi_{mn\nu}(r'_\perp)}{\beta^2 - \omega^2/c^2 + \alpha_{mn}^2} e^{-i\beta|z-z'|} e^{i\omega(t-t')},$$

(5)

where

$$\alpha_{mn}^2 = \left(\frac{m\pi}{a}\right)^2 + \left(\frac{n\pi}{b}\right)^2.$$  

(6)

Here $i_\nu(v = x, y, z)$ is the unit vector, $r_\perp$ is the transverse component of $r$, and $i_\nu i_\nu$ is an operator such that $(i_\nu i_\nu) \cdot a = (i_\nu \cdot a) i_\nu$ for any vector $a$. The functions $\phi_{mn\nu}(r_\perp)$ are the eigenfunctions of waveguide modes with real eigenvalues. $^4$

The integration over $\beta$ in Eq. (5) can be done readily using the residue theorem. The result is

$$G(r, t|r', t') = -\frac{4\pi^{\frac{1}{2}}}{2\pi} \sum_{m,n,\nu} i_\nu i_\nu \int_{-\infty}^{\infty} d\omega \frac{\phi_{mn\nu}(r_\perp)\phi_{mn\nu}(r'_\perp)}{2\beta_{mn}} e^{i\omega(t-t')e^{-i\beta|z-z'|}},$$

(7)

where

$$\beta_{mn} = \frac{\omega}{c} \sqrt{1 - (\frac{c}{\omega})^2 \alpha_{mn}^2}.$$  

(8)

Let us consider a single electron moving in the $x-z$ plane. It enters the undulator at $x = x_0$, $y = y_0$, $z = z_0$ at time $t = 0$. The undulator has length $L$. We assume that the particle's motion is described by

$$x = \frac{c\kappa}{\gamma \omega_0} \sin \omega_0 t + x_0,$$

(9)

$$y = y_0,$$

(10)

$$z = vt + z_0,$$

(11)

where $\kappa = \frac{eB}{mc_0}$, $B$ is the undulator field, $\omega_0 (= \frac{\kappa}{v})$ is the undulator frequency, $\gamma$ is the Lorentz factor of the electron, $m$ is the electron rest mass, and $v$ is the initial longitudinal velocity of the electron. In Eqs. (9)-(11), we have kept only the lowest order terms in powers of $\kappa/\gamma$, assuming $\kappa/\gamma \ll 1$ (weak field approximation). The longitudinal velocity modulation term of second order in $\kappa/\gamma$ is neglected in the RHS of Eq. (11). It contributes mainly to higher order harmonics.

If we insert Eq. (7) and the current densities corresponding to the undulating motion, Eqs. (9)-(11), into Eq. (4) and carry out the integration over volume $r_\perp$ and time $t'$ ($0 \leq t' \leq L/v$), we have for $A(r, t)$

$$A(r, t) = \frac{1}{2\pi} \sum_{m,n,\nu} \sum_{-\infty \leq p \leq \infty} i_\nu \phi_{mn\nu}(r_\perp)I_{mn\nu} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d\beta \frac{e^{-i(\beta_\nu - \beta_{mn})L} - 1}{2\epsilon_{\beta_{mn}}(\beta_\nu - \beta_{mn})} e^{i\omega t - i\beta_{mn}(z-z_0)},$$

(12)
where
\[ \beta_p = \frac{\omega - p\omega_0}{v}, \quad ; p = \text{integer} \] (13)

and the explicit forms of \( I_{mnp} \) are given by
\[ I_{mnpz} = \varepsilon \omega_0 \frac{ip}{n} F_{mnp}, \] (14)
\[ I_{mnpy} = 0, \] (15)
\[ I_{mnpz} = \varepsilon u F_{mnp}, \] (16)

where
\[ F_{mnp} = -\frac{i}{\sqrt{ab}} \left\{ e^{\frac{i\pi\omega_0}{a}} - (-1)^p e^{-\frac{i\pi\omega_0}{a}} \right\} J_p\left(\frac{m\pi \sqrt{ck}}{\gamma \omega_0} \sin\left(\frac{n\pi}{b} y_0\right)\right), \] (17)

and \( J_p(z) \) is a Bessel function. The harmonic number \( p \) emerges due to the expansion
of \( \left[ \frac{\sin}{\cos} \left( \frac{m\pi \sqrt{ck}}{\gamma \omega_0} \sin\omega_0 t + x_0 \right) \right] \) by the Fourier series about \( \omega_0 t \). In obtaining Eq. (12), we have neglected the contribution from the backward radiation in the laboratory frame, i.e., the \( z < z' \) case. This radiation covers only the tiny part of the Doppler down-shifted frequency range between \( p\omega_0/2 \) and \( p\omega_0 \).

Radiated Energy

The power flow \( P \) along the waveguide is given by integrating the Poynting vector over the waveguide cross section at the exit:
\[ P(t) = \int_0^a \int_0^b (E \times H) \cdot i_z dx dy, \] (18)

where \( E \) and \( B \) are the electromagnetic fields calculated from the vector potential \( A(r, t) \) given by Eq. (12) with \( x_0 \) and \( y_0 \) set to the values at the center of the waveguide. The total radiated energy \( U \) is the time integral of \( P(t) \):
\[ U = \int_0^\infty P(t) dt. \] (19)

This can be expressed by the Fourier transforms \( \tilde{E}(\omega) \) and \( \tilde{H}(\omega) \) of \( E(t) \) and \( H(t) \), respectively, as
\[ U = 2\pi \int_0^a \int_0^b \int_{-\infty}^\infty (\tilde{E}(\omega) \times \tilde{H}^*(\omega)) \cdot i_z d\omega dx dy. \] (20)

After tedious calculation, we have
\[ U = \sum_{m,n \geq 0} \sum_{-\infty \leq p \leq \infty} A_{mnp}^{(E)} \int_{-\infty}^\infty Z_{mnp}^{(E)}(\omega) d\omega, \] (21)

where
\[ A_{mnp}^{(E)} = \frac{e^2}{2\pi} L^2 |F_{mnp}(x_0 = \frac{a}{2}, y_0 = \frac{b}{2})|^2 \]
\[ = \frac{4e^2}{2\pi \frac{m^2}{ab} \sin^2\left(\frac{n\pi}{b}\right)} J_p^2\left(\frac{m\pi \sqrt{ck}}{\gamma \omega_0} \sin\left(\frac{m\pi}{a}\right) \right) \times \begin{cases} \cos\left(\frac{m\pi}{a}\right) & \text{for } p = \text{odd} \\ \sin\left(\frac{m\pi}{a}\right) & \text{for } p = \text{even} \end{cases} \] (22)
\[
Z_{mnp}^{(E)}(\omega) = \frac{1}{4\epsilon_\omega \beta_{mn}} \left[ \left( \frac{\omega}{c} \right)^2 (1 + \left( \frac{p\omega_0}{v} \right)^2 (\frac{a}{m\pi})^2) - (\beta_{mn} + \frac{p\omega_0}{v})^2 \right] \sin^2 (\beta_p - \beta_{mn}) L/2 \left( (\beta_p - \beta_{mn}) L/2 \right)^2, \tag{23}
\]

where we have neglected the cross terms between different harmonics \( p \). They drop out if the undulator is sufficiently long. The quantity \( A_{mnp}^{(E)} \) depends on the particle orbit and provides the selection rule about mode number: \( n = \text{odd}, \ m + p = \text{odd} \). On the other hand, the quantity \( Z_{mnp}^{(E)}(\omega) \) has the dimensions of impedance, and indeed can be identified as an impedance, as will be confirmed later. The product \( A_{mnp}^{(E)} Z_{mnp}^{(E)}(\omega) \) represents the energy flow of the radiation of the \( p \)-th harmonic from the undulating electron into the waveguide mode specified by \( (m, n) \). Note that \( Z_{mnp}^{(E)}(\omega) \) is always positive and is an even function of \( \omega \), being accompanied with a change in sign of \( p \).

Now let us take a close look at \( Z_{mnp}^{(E)}(\omega) \). The sink function \( J^m J^p \phi^p \) represents phase matching condition. The straight line \( \beta = \beta_p = \frac{\omega - \omega_0}{\omega_0} \) expresses the resonance condition between the particle and the radiation field of the \( p \)-th harmonic. The curved line \( \beta = \beta_{mn} = \frac{\omega}{c} \sqrt{1 - (\frac{\omega}{c})^2 \alpha_{mn}^2} \) or \( \beta^2 = (\frac{\omega}{c})^2 - \alpha_{mn}^2 \) represents the dispersion relation of the structure for the waveguide mode \( (m, n) \). The factor \( \frac{\sin^2 (\beta_p - \beta_{mn}) L/2}{(\beta_p - \beta_{mn}) L/2} \) is peaked at the frequencies where the two lines cross. The two intersections correspond to the excited waveguide modes which move together with the electron having the same speed, so that they can interact over a prolonged period of time. The peak frequencies are obtained by solving \( \beta_p = \beta_{mn} \) for \( \omega \). The result is

\[
\omega = \omega_\pm = \gamma^2 \left[ \frac{p\omega_0}{c} \pm \frac{v}{c} \sqrt{(\frac{p\omega_0}{c})^2 - \frac{c^2}{\gamma^2} \alpha_{mn}^2} \right]. \tag{24}
\]

The signs + and − correspond to the Doppler up- and down-shifted frequencies of the radiation fields emitted in the forward and the backward directions, respectively, in the electron rest frame.

Figure 1 shows an example of the energy spectrum. The parameters used, \( \gamma = 5.9, \lambda_0 = \) the undulator wavelength = 2.77 cm, \( a = 13.34 \) cm, \( b = 1.9 \) cm, and \( N = L/\lambda_0 = 258 \), are relevant to those of the University of California at Santa Barbara (UCSB) FEL. The peak frequency corresponds to the wavelength of 0.4 mm. The free space spectrum denoted by the broken line is drawn for comparison. One can recognize that the interference effects due to the boundary change the spectrum significantly from the free space result.

A criterion for the transverse size of the waveguide for which the boundary effects may be neglected (we assume always \( a \geq b \))

\[
b \geq L/\gamma \tag{25}
\]

can be derived from the following physical consideration. In the electron rest frame, the length of the undulator is \( L/\gamma \). If the radiation emitted at the entrance of the undulator cannot, after bouncing at the boundary, come back to the electron by the time when the electron gets out of the undulator, the electron cannot know the existence of the boundary. In other words, since the information about the boundary does not reach the electron, the boundary effects cannot influence the interaction properties between the electron and the radiation fields. The fastest information may be brought back by the fields radiated into the purely vertical direction. It takes time \( b/c \). This value has to be larger than \( L/(\gamma c) \).
Figure 1: Radiated energy spectrum of UCSB FEL. The free space result is denoted by the broken line.

**Wake Function and Impedance**

We here would like to study the action of the radiation on particles in a beam. If we are allowed to neglect the perturbation in particle motions due to the radiation fields while particles go through the undulator, we can apply the concepts of wake function and its Fourier transform, impedance. Suppose a charged particle travelling through an undulator, emitting the radiation. We call it the driving particle. Imagine another particle (test particle) which moves together with the driving particle keeping the fixed distance $z = TV$. The wake function is defined by the total Lorentz force exerted on the test particle over the structure from the radiation fields. The test particle may go either ahead of or behind the driving particle. This is the peculiar point of the present problem different from the beam instability case where we consider only the test particle following the driving particle since there is no fields ahead of the driving particle. The wake function contains the longitudinal and the transverse components. They may be written explicitly as

$$W_x(T) = \int d^3r \int_T^{T+\frac{L}{c}} dt \rho \cdot (E_x - v_z B_y), \quad (26)$$

$$W_y(T) = \int d^3r \int_T^{T+\frac{L}{c}} dt \rho \cdot (E_y + v_z B_x - v_x B_z), \quad (27)$$

$$W_z(T) = - \int d^3r \int_T^{T+\frac{L}{c}} dt \rho \cdot (E_z + v_x B_y), \quad (28)$$
where $\rho$ is the charge density of the test particle. Note the minus sign in the definition of the longitudinal wake function. This follows the convention of the beam instability formalism where $W_s(T)$ is always negative, i.e., the test particle is decelerated, in the vicinity of the driving particle. If the test particle is the same particle as the driving one ($T = 0$), the longitudinal wake function gives the energy loss of the particle due to deceleration by its own fields. This energy loss is nothing but the total radiated energy, namely,

$$W_s(0) = U.$$  \hspace{1cm} (29)

The wake function generalizes the concept of the radiated energy to the case where the particle that creates the radiation fields and the particle that feels them are different.

Carrying out the integration in Eqs. (26)-(28), we obtain,

$$W_v(T) = \sum_{m,n \geq 0} \sum_{-\infty < p \leq \infty} A_{mnvp} W_{mnvp}(T)$$  \hspace{1cm} (30)

with

$$W_{mnvp}(T) = \begin{cases} \frac{1}{i} \int_{-\infty}^{\infty} Z_{mnvp}(\omega)^2 e^{i\omega T} d\omega & \text{for } \nu = x \text{ or } y \\ \int_{-\infty}^{\infty} Z_{mnvp}(\omega)^2 e^{i\omega T} d\omega & \text{for } \nu = z \end{cases}$$  \hspace{1cm} (31)

where

$$Z_{mnvp}(\omega) = \frac{m\pi a}{2\omega \beta_{mn}} \left\{ \left( \frac{a}{m\pi} \right)^2 \omega^2 \frac{p\omega_0}{v} \left( \frac{\omega}{c} \right) \left( \frac{v}{c} \right) \beta_{mn} - \left( \beta_{mn} + \frac{p\omega_0}{v} \right) + \frac{v^2 \omega}{c^2} \right\}$$

$$\times \left( \frac{\sin^2(\beta_p - \beta_{mn})L/2}{((\beta_p - \beta_{mn})L/2)^2} \right),$$  \hspace{1cm} (32)

and we have neglected the cross terms between different harmonics $p$. As in the previous section, we call $Z_{mnvp}(\omega)$ the impedance. The explicit forms of $A_{mnvp}$ are as follows:

$$A_{mnpx} = \begin{cases} \frac{e^2 4L^2}{2\pi ab} \frac{\cos(\frac{m\pi}{a} x_0) \sin(\frac{m\pi}{a} x_1) \sin(\frac{n\pi}{b} y_0) \sin(\frac{n\pi}{b} y_1)}{\sin(\frac{\omega}{\gamma} \beta_{mn}) J_0(\frac{m\pi}{a} \gamma \omega_0) J_0(\frac{n\pi}{b} \gamma \omega_0)} & \text{for } p \text{ odd} \\ \frac{e^2 4L^2}{2\pi ab} \frac{\sin(\frac{m\pi}{a} x_0) \cos(\frac{m\pi}{a} x_1) \sin(\frac{n\pi}{b} y_0) \sin(\frac{n\pi}{b} y_1)}{\sin(\frac{\omega}{\gamma} \beta_{mn}) J_0(\frac{m\pi}{a} \gamma \omega_0) J_0(\frac{n\pi}{b} \gamma \omega_0)} & \text{for } p \text{ even} \end{cases}$$  \hspace{1cm} (35)

$$A_{mnpy} = \begin{cases} \frac{e^2 4L^2}{2\pi ab} \frac{\cos(\frac{m\pi}{a} x_0) \cos(\frac{m\pi}{a} x_1) \sin(\frac{n\pi}{b} y_0) \cos(\frac{n\pi}{b} y_1)}{\sin(\frac{\omega}{\gamma} \beta_{mn}) J_0(\frac{m\pi}{a} \gamma \omega_0) J_0(\frac{n\pi}{b} \gamma \omega_0)} & \text{for } p \text{ odd} \\ \frac{e^2 4L^2}{2\pi ab} \frac{\sin(\frac{m\pi}{a} x_0) \sin(\frac{m\pi}{a} x_1) \cos(\frac{n\pi}{b} y_0) \cos(\frac{n\pi}{b} y_1)}{\sin(\frac{\omega}{\gamma} \beta_{mn}) J_0(\frac{m\pi}{a} \gamma \omega_0) J_0(\frac{n\pi}{b} \gamma \omega_0)} & \text{for } p \text{ even} \end{cases}$$  \hspace{1cm} (36)

$$A_{mnpz} = \begin{cases} \frac{e^2 4L^2}{2\pi ab} \frac{\cos(\frac{m\pi}{a} x_0) \cos(\frac{m\pi}{a} x_1) \sin(\frac{n\pi}{b} y_0) \sin(\frac{n\pi}{b} y_1) J_0(\frac{m\pi}{a} \gamma \omega_0)}{\sin(\frac{\omega}{\gamma} \beta_{mn}) J_0(\frac{n\pi}{b} \gamma \omega_0) J_0(\frac{m\pi}{a} \gamma \omega_0)} & \text{for } p \text{ odd} \\ \frac{e^2 4L^2}{2\pi ab} \frac{\sin(\frac{m\pi}{a} x_0) \sin(\frac{m\pi}{a} x_1) \sin(\frac{n\pi}{b} y_0) \sin(\frac{n\pi}{b} y_1) J_0(\frac{m\pi}{a} \gamma \omega_0)}{\sin(\frac{\omega}{\gamma} \beta_{mn}) J_0(\frac{n\pi}{b} \gamma \omega_0) J_0(\frac{m\pi}{a} \gamma \omega_0)} & \text{for } p \text{ even} \end{cases}$$  \hspace{1cm} (37)
Some conclusions may be drawn from inspection of Eqs. (30) to (37).

(1) The transverse impedances are odd functions of frequency $\omega$ in connection with the change in sign of $p$:

$$Z_{nnp}^{m}(-\omega) = -Z_{nnp}^{m}(-\omega) \geq 0 \quad \text{for} \quad \nu = x \text{ or } y,$$

while the longitudinal impedance is an even function of $\omega$:

$$Z_{nnp}^{m}(-\omega) = Z_{nnp}^{m}(-\omega) \geq 0.$$

This implies that

$$W_{nnp}^{m}(0) = 0 \quad \text{for} \quad \nu = x \text{ or } y$$

which means that a particle receives no net transverse force from its own radiation.

(2) If we take the limit of infinitely long waveguide, i.e., $L \to \infty$, we find that the following relationships hold between the transverse and the longitudinal impedances for the same set of $(m,n,p)$

$$Z_{nnp}^{m} = \frac{\omega - \rho_{0}}{v} \left( \frac{a}{m\pi} \right) Z_{nnp}^{m}(-\omega),$$

$$Z_{nnp}^{m} = \frac{\omega - \rho_{0}}{v} \left( \frac{b}{n\pi} \right) Z_{nnp}^{m}(-\omega).$$

The above relationships are quite similar to the Panofsky-Wenzel theorem$^3$ except for the factor $(\omega - \rho_{0})/v$ instead of $\omega/v$. The appearance of $\frac{\omega_{m}}{v}$ might originate from the characteristics of the undulating orbit of the particle.

(3) From Eqs. (35)-(37) and (30), we notice that

$$W_{x}(T) = 0 \quad \text{if} \quad x_{0} = x_{1} = \frac{a}{2},$$

$$W_{y}(T) = 0 \quad \text{if} \quad y_{0} = y_{1} = \frac{b}{2}.$$

This is obvious from the geometrical symmetry of the particle trajectory and the wave guide.

In carrying out the integration in Eq. (31), it is necessary to separate the frequency range of the integration in impedance according to the sign of $T$. Namely, the test particle lagging behind or going ahead of the driving particle sees a different frequency range of the impedance. There is the following physical reason for this case distinction. For simplicity, let us consider the radiation in free space. In the electron rest frame, power flow to the radiation must be the same in the forward and backward directions for symmetry. Most of the backward radiation in the electron rest frame is turned around into the forward direction in the laboratory frame by the Lorentz transformation. The plane $z' = 0$ perpendicular to the $z'$-axis in the electron rest frame now forms a narrow cone about the $z$-axis with the angle $\theta = 1/\gamma$. This cone sets the border that separates the two kinds of the forward radiation having different origins. The radiation inside and outside of the cone correspond to the forward and the backward radiations in the electron rest frame, respectively. The test particle lagging behind the driving particle in the laboratory frame is also sitting behind it in the electron rest frame. Therefore it can feel only the backward radiation in the rest frame. It sees the forward radiation.
outside of the cone and the backward radiation in the laboratory frame. The test particle going ahead of the driving particle sees the forward radiation in the electron rest frame and the corresponding forward radiation inside of the cone in the laboratory frame.

The frequency of the radiation fields emitted along the cone can be easily calculated from the Lorentz transformation: that is \( \omega_{\text{cone}} = \frac{p\omega_0\gamma^2}{2} \) which is just half the peak frequency \( 2p\omega_0\gamma^2 \). The backward radiation in the laboratory frame covers only the very low frequency region from \( p\omega_0/2 \) to \( p\omega_0 \). Its total power is about \( \gamma^2 \) times smaller than that of the forward radiation. Thus, the backward radiation may be neglected for ultra-relativistic particles. From the above arguments, we can conclude that for \( T > (\leq)0 \), i.e., when the test particle lags behind (goes ahead of) the driving particle, the integral in Eq. (31) should be done over the frequency range from \( 0 \) to \( p\omega_0\gamma^2 \).

Figure 2 shows an example of the longitudinal wake function. Again, the parameters are taken from those of the UCSB FEL. One can see that the wake function is significant only in the close vicinity of the driving particle \( (\Delta T \sim 2\pi/(\omega_0\gamma^2)) \). This is due to the rapidly oscillating phase factor \( e^{i\omega T} \) in the integrand for large \( T \). The broken line denotes the wake function from free space radiation. Even for a small value of the transverse size, no large differences in the wake functions are recognizable, although the energy spectra are quite different (see Fig. 1). This suggests that the free space radiation result for the wake function may be used as a good approximation to any structure.

If we compare Eqs. (21)-(23) with Eqs. (30)-(37) and neglect the quantities smaller than the leading term by a factor \( \gamma^2 \), we can conclude that

\[
\frac{1}{2}(W_+(0_+) + W_-(0_-)) = U = W_z(0).
\]  

This approximation is consistent with having ignored the longitudinal velocity modulation term in Eq. (11) and the backward radiation in the Green's function. In fact, the relationship (45) is a physical consequence of energy conservation and can be derived from the following thought experiment. Suppose that the test particle follows the driving particle at an infinitesimal distance and that they have opposite unit charges. Here the test particle is a real particle, i.e., it also emits radiation. Both particles lose energy \( U \) by radiation, while the test and the driving particles gain an energy \( W_z(0_-) \) and \( W_z(0_+) \), respectively, from the fields radiated by the other particle. When they are put together, the charges will be neutralized and the radiation is suppressed. In order for the total energy to be conserved, we need

\[
W_z(0_+) + W_z(0_-) = 2U
\]

which agrees with Eq. (45). The above relationship is a modified form of the fundamental theorem of beam loading.\(^3\)
The identification of the undulator radiation with the wake field in beam instabilities seems to be proper. The difference is only that the wake function is significant mostly ahead of the driving particle in the case of undulator radiation, while it is non-zero only behind the driving particle in usual wake fields. The longitudinal wake function includes necessary information on how particles will be accelerated or decelerated by the radiation fields. From this, one can calculate the bunching of particles and eventually explain the stimulated emission process. In the analyses of FEL behavior so far, the bunching has been estimated by picking up only the radiation field emitted on axis in the forward direction. As a result, the wake function becomes a periodic function of the distance from the driving particle, and one needs to impose an arbitrary upper limit on the distance that the force can reach. The present analysis removes such arbitrariness. Future study will be aimed towards solving the particle-radiation system in a self-consistent way in order to clarify the coherent radiation mechanism.
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