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SPECIALISTS MEETING ON
ADVANCED CALCULATIONAL METHODS FOR POWER REACTORS

CADARACHE, FRANCE, 10-14 SEPTEMBER 1990
SUMMARY OF THE SPECIALISTS MEETING

Session 1: LWR Cell & Assembly calculations
(Chairmen: M.J. Halsall & G.B. Bruna)

The session provided an interesting contrast between computer-intensive solutions of exact geometries, and computer-economical solutions based on theoretical extensions of methods to achieve acceptable accuracies.

An extension to the fast, but rather approximate interface current collision probability method was recommended, in which the use of DP, instead of DPo, was suggested in order to achieve a flux profile comparable to a CP (Po) treatment, but at approximately 20% the cost of the latter. The speed of the conventional method is due to the fact that the probability increases only linearly with the number of regions, but it is approximate because isotropy is assumed at every boundary. The extended method is based instead on a spherical harmonic expansion at each boundary, improving the accuracy by including directional terms. A factor of about 5 was observed in the accuracy of fluxes, at little expense in computation time.

A new and interesting approach for differentiating the axial and radial leakages in a heterogeneous assembly was proposed. This method, which is based on the definition of direction-dependant migration areas, represents an improvement over the standard one, which operates only on an homogeneous system, defining thereby an averaged diffusion coefficient. The results show quite a low sensitivity of the local diffusion coefficient to the computational options, in PWR nominal conditions, but this sensitivity increases significantly in advanced reactor lattices. Its drawback lies in the fact that it computes the neutron leakage rate DB for a medium representing the assembly, not the leakage of the assembly itself.

A new module called CACTUS was described, which solves the differential form of the transport equation by a method of characteristics in a complex mixed geometry of cylindrical rods in a square or hexagonal array. Applications for this system can be found that extend to very complex 2D geometries. Despite rather prohibitive computational costs, it could still be used for benchmarking purposes.

The fortuitous success of a center-mesh one mesh per pin diffusion treatment was brought out, vis-a-vis a rigorous transport treatment for worth evaluation of RCCA in a PWR fuel assembly. The interest in performing an equivalence was also analyzed, and compensation phenomena between transport and diffusion calculations were pointed out.

Simple, heuristic 1-D supercell calculational procedures were applied to some difficult problems of two adjacent Gd pins in a 4x4 square array, and for Gd as BAF or absorber rods in hexagonal lattice assembly/core. Despite the simplifying assumptions made in the methods, agreement with accepted benchmark solutions and experimental measurements was generally good.

Session 2: Computational Techniques/Posters/Demonstrations
(Chairmen: V. Jagannathan & J.B. Thomas)

The advent of supercomputing can be likened to the invention of the microscope and the telescope, since it could add a whole new dimension to the art of 3D visualization, and to the real-time follow-up of 3D phenomena in a nuclear reactor. The consensus is that supercomputing is necessary, and that it will arrive on the scene anyway, since yesterday's supercomputing is simply, after all, today's computing. The gigantic computational power that will be provided by these machines (gigaflops, teraflops, and perhaps beyond), will require increasing control of a huge amount of data, and of a great number of choices to be made for optimizing modeling and computation. The solution to this will probably come from Computer Aided Software Engineering (CASE), with knowledge-based systems that will act on generic, multipurpose and modular integrated software systems. This will simultaneously provide, from a single toolkit:

- simple, specialized methods for industrial applications that are highly concerned with computational time, and
- advanced methods for reference calculations and cross-validation, and for the calibration of standard models and procedures.

The high-standard presentations made during the poster and demonstration session provided a representative sampling of the tools developed for various industrial purposes. These ranged from off-line design and safety calculations to on-line computer aided monitoring and operation, and from them the two main classes of tools can be identified: namely, that of generic, multipurpose software tools, and that of specialized, automated, fast-running tools.

The software packages presented were APOLLO, CRONOS, CESAR, CAROLINE AND RITME. In its new version, the first of these incorporates collision probabilities with 2D discrete ordinate capabilities. Transport/transport and transport/diffusion equivalence procedures, providing identical calculation of reaction rates on reference lattices, are built-in. CRONOS2 is a 3D kinetics code oriented towards core calculations in normal and off-normal situations. It combines finite difference and various levels of finite elements diffusion approximations with discrete ordinate transport capabilities. The kinetics and thermal hydraulics are tightly coupled in CRONOS2, by the use of a simplified model or of the FLICA4 3D two-phase flow code. The modular structure of SAPHIR (the computer code system into which both APOLLO and CRONOS are embedded), and the availability of a control language (GIBIANE), allow the user to build up computational procedures oriented towards the optimized calculation of specific problems.

CESAR, a PWR rod ejection computational system, combines 3D kinetics and thermal hydraulic operations in a very optimized fashion. The comparison with conventional, standard synthesis previously used in parametric design and fuel management studies (which lead to numerous accident simulations) demonstrated to be very favorable, and allowed the adoption of CESAR as a routine computational tool. As a consequence, a great part of the conservatism deriving from synthesis approximation has been relaxed, providing a more realistic computation, and correlative gains.

CAROLINE is a surveillance-protection system that uses on-line 3D calculations. It is derived from the 3D nodal code COCCINELLE, which was developed for core design and fuel management. As such, CAROLINE can be compared consistently...
Another fast 3D integral transport code is RITME, which uses the nodal
Greene function method. A time step requires about 1 second on a conventional
computer on the whole core 3D power distribution. More detailed models are under devel-
oped in the framework of the LOGARITME system.

The software presented in the poster and demonstration session illustrates the
evolution towards modular, multi-function and multilevel codes. Attempts are being
made to build computational schemes for handling many different problems with the
same toolkit, and encompassing various models from different fields (neutronics,
thermal-hydraulics, etc.). Furthermore, the codes are being developed in such a
fashion as to allow the building of an optimized computation by picking up in the
toolkit the right level of modeling for every sub-problem, thereby broadening the
field of operations. Also desirable is the ability to build, calibrate, validate and
optimize simplified models intended to perform specific industrial on- or off-line
calculations, and to perform cross-validations between different methods (Monte-
Carlo, SN, collision probabilities, etc.). These codes are intended to capitalize, in a
unique, long-lived and acceptably maintainable fashion, every improvement in
modeling, numerical analysis, computational scheme, nuclear data and qualification.
Simultaneously, new, specialized products are emerging as tools dedicated to indus-
trial applications concerning off-line parametric studies, or on-line computer-aided
operation. In both cases, the specialization is intended to provide a high computa-
tional efficiency and to reduce or even cancel (on-line) the human work necessary
to run the code. The codes oriented towards on-line computation have proved capa-
bale of running in one to ten seconds by time-step on hardware typically capable of
one to ten MFlops. The precision is still improving, and comes close to that of typical
off-line calculations.

The main goals and future needs for the development of computer codes for
reactor physics dictate a reduction of the manpower required by the whole compu-
tational process. This includes the development, maintenance, and daily operation
of the code by the users (the field of "computer-aided computation"). Simultaneously,
the quality and reliability need to be increased, as does the automation of the
QUALIFICATION process. Precision of the computations can be optimized through
the combination of models from various fields, with special attention given to the core
and primary system thermal-hydraulics, and by careful selection of the right models
("the right model in the right place"). For on-line computations, the methodology
for calibration by comparison with measurements needs to be improved as well.

The limits on future developments have their roots in the precision of basic
nuclear data, and data on critical experiments and on the physical state of the core,
which will be available for qualification and calibration. A factor is also the time that
is needed to develop and assess a new, improved computational scheme, without any
"weak link" (for instance, when introducing 3D transport with thermal hydraulic
feedback in the core computation). Last, but not least, is the problem of raw com-
puting power, which leads us back to the subject of "supercomputing".

The means to achieve future goals is to follow the current lines of progress,
while adding boosters to tackle the complexity problem. Important aids to this would
be knowledge-based systems providing the power of the expert's heuristics, with the
assistance of data banks oriented towards qualification in relation to various experi-
ments, cross-comparison, and operational feedback. Given some improvements and
increasing resources in power and memory available on workstations, two fields seem
to be open to a massive use of computation. One is on-line monitoring, surveillance
and control, which involves improved thermal-hydraulics and calibration methodolo-
gy. The other is optimization, with a new methodology involving automated computa-
tion and interpretation of the results and decision, in a closed-loop feedback.

Session 3: Methods for Advanced and MOX Fuelled Reactors
(Chairmen: A. Casadei, A. Valle)

It is necessary to provide a fresh validation of codes for application to
HCLWRs. Through a Monte Carlo comparison, it has been shown that 1D modeling
and 2D diffusion, vis-à-vis 2D Sn calculations, are inadequate. This is especially the
case for strong perturbation with RCPPs.

An approach is being developed to improve reactor calculation efficiency by
generating a multi-parameter cross-section library for PWR design calculations used
in the APOLLO code. This would help avoid large numbers of costly assembly spec-
trum calculations. Reactivity differences noted between the reconstructed cross-
sections and explicit calculations, covering the first phase of the project (i.e. data
generation), were small. These acceptable differences indicate that the approach is
feasible. Exactly how feasible it will be determined by the results of further work
that is planned to test the performance for core calculations.

Pu recycling with a maximum of 30% of MOX assemblies in each reload has been
successfully implemented. With the updating of Pu data, the inclusion of some minor
and otherwise neglected actinides, and the revision of equivalent fusion product
across-cross-sections, accuracies comparable to those for uranium cores were obtained
for MOX fuelled cores.

The preparation of multi-group cross-sections by using a rigorous resonance
treatment for U and Pu was described. It is probable that MOX fuel may need a 2D
modelling of fuel assemblies due to greater complexity. The contribution of some
normally neglected chains, such as U-234, Pu-238, Np-231, etc. were evaluated as
a function of burnup. The results presented are useful in assessing changes made
to the specific nuclide chain, but care must be exercised in generalizing some of the
conclusions to other systems.

Session 4: Calculational Methods for VVER-Type Reactors
(Chairmen: M.R. Becker, M. Salvatores)

Spectral rods, based on the numerical solution of the multi-group transport
equation, were validated against a set of experimental and numerical benchmarks.
Generally, their performance was satisfactory for regular lattices. Increasing atten-
tion is being paid to lattices with Gd as a burnable absorber, some results for which
were presented both for numerical benchmarks and for critical experiments. The accuracy
of these codes allows their use for preliminary design studies.

Assembly homogenization is performed either in transport or in diffusion
approximation. At this stage, the actual hexagonal geometry must be correctly
described.
Two methods are used to account for the spectrum perturbations. For the first one, a method of spectral indices, extensive validation of the code system with uniform and heterogeneous lattice has been done. The performance has been very good for uniform lattice cores, although in the ZR-6 experiment with Gd, the $k_{en}$ was somewhat over-predicted. The results of power distribution comparison from Czechoslovakia proved to be similar to those of India. For LR$_6$ experiments, there is a strong under-prediction of Gd pin power, which may be due to the neglect of net leakage across the assembly.

The second is a hexagonal nodal method, based on a representation of neutron distribution in a cell as a sum of some trial functions. It is capable of taking into account the effects of thermal neutron spectrum deformations and cell heterogeneities, and therefore significantly increasing calculational accuracy. Substantial improvement in power distribution was obtained for the strongly perturbed (D7) lattice experiments of ZR-6.

Generally good agreement was found for all uniform and regularly perturbed lattices, in the validation of the NESSEL 4 code with numerical and experimental benchmarks. The effects of fine divisions on the micro-depletion behaviour of burnable absorber rods were described.

A code system which uses neutrons and thermal hydraulics modules to treat steady state, and slow transient situations was presented, together with typical subchannel analyses of the latter. The neutronics part has been validated with TRX and ZR-6 experiments.

Many of the ZR-6 experiments, and other VVER-type benchmarks, can be useful in assessing the performance of hexagonal codes. It may be increasingly important due to increasing interest in LWHIcRs. The code systems that were presented at this session should additionally be validated in the solution of applied problems such as reactor operation and control, load following, incidental and accident transients, safety-related difficulties, and the assessment of safety margins. The comparison of safety-related critical and postulated accidents analyzed in PSAR for VVERs and PWRs could help to resolve some of the problems for VVER users. Further enhancements have been incorporated into the new generation of codes, which are directed towards the complete integration of reactor physics methods for a broad range of applications from core design, safety analysis, core monitoring, operations support, and operators training.

Session 5b: Reactor Calculation Methods and Codes  
(Chairmen: H. Finneman, J.P. West)

Three complex code systems were presented, all of which have reached a certain level of maturity with respect to the methods used. The authors were aware of the necessity for producing high-quality, user-friendly and portable software, as highlighted in the previous session, and consequently yet further effort is being devoted to these aspects.

The SAFHYR code system, which relies on the well-known APOLLO code for assembly transport calculations, and on the diffusion code CRONGS for global reactor calculations, was described. APOLLO has a built-in 99 group library, and is capable of handling other libraries as well. The heterogeneous fuel assembly is normally treated by a 2-D transport method with either Roth approximation (multi-cell) or by $j^+$/DPDO treatment. An exact 3-D $P_6$ calculation may also be opted for benchmarking purposes. The CRONGS module solves core problems by $P_6$, $P_2$, and synthesis methods. An outstanding feature of the code system is the FLICA IV module, which provides the thermal-hydraulic feedback.

The space-time kinetics code system PANBOX is completely based on advanced nodal methods that have been improved over the past years, as demonstrated by their recent extension to include hexagonal geometry. A new approach, applicable to cartesian and hexagonal geometry for the calculation of the homogeneous flux distribution, was presented which uses elementary Helmholtz solutions for the representation of the group fluxes. The PANBOX code system then uses the reconstructed pin power distributions to evaluate safety-related parameters...
explicitly recalculating the hot channel thermal-hydraulics. Different local refine-
ments are still under investigation.

The capabilities of the emerging code system COCCINELLE include static and
transient calculations applied to core design, fuel management, safety, monitoring
and on-line surveillance. For space-time kinetics calculations, a detailed 3D thermal-
hydraulic module has been implemented (THYC), and an external coupling with the
CATBARE code (for overall NSSS operation calculations) has been tested. First
results for such accidents as control rod ejection and steam line break can already
be obtained, which show that a detailed modelling is feasible and necessary. An
interesting new approach was presented for the calibration of neutron parameters,
based upon an application of the GPT, and on the calculations of 3D importance
functions.

The physical characteristics of the core of a Nuclear District Heating Plant
(NDHP), and the associated core studies were presented. The NDHP concept had
been designed for implementation in the vicinity of large cities, which requires them
to have enhanced safety features. Results from core analyses performed on the basis
of experimental assembly geometries and full scale cores showed good agreement with the
calculations.

The use of discontinuity factors in a 1D modelling was attempted, to obtain an
approximate coarse mesh solution method for solution of the diffusion equation in RZ
geometry. 2D RZ calculations can already be performed on PC-XTs with reasonable
accuracy, and within reasonable time. This is true even if the quadratic variant of
the nodal expansion method is coupled with a 1D algorithm for the calculation of
discontinuity factors, which are used as correction factors to increase the accuracy
of the 2D calculation. Such methods are of interest in and of themselves, and are
related to more general multilevel techniques.

Session 6: Core Monitoring Codes and Methods
(Chairman: V.V. Pshenin, P. Bernard)

The LOGARITME concept of core monitoring, mentioned in a previous session,
was presented. The method is based on the evaluation of nodal Green functions,
which can be parametrically precalculated and tabulated for subsequent construction of
the core flux profile. It is found to be adaptable to on-site work stations for very
low computational cost.

The Toshiba Advanced Reactor Management System (TARMS) for BWR core
monitoring uses adaptive methods to estimate biasing factors for nodal powers and
eigenvalue, and is able to accurately predict the core behaviour even during Xenon
transition conditions. Use of exponential interpolation provides the possibility of a
more precise local power peak estimation.

Also presented was the full scale computer simulation code complex for a RBMK
type reactor. A one group time dependent diffusion equation is solved by explicit
scheme, and it is possible to display the 3D transient behaviour for any vertical/horizontal section of the core using coloured graphics.

In conclusion of the session, it is evident that great progress has been made
in this field, and some very good physical models are presently being used. It was
suggested, however, that the pin by pin calculations and/or reconstruction be
improved, especially for MOX, complex enrichment, and refuelling. It is clear that
in on-line calculations, there exists inherent amplification of even slight uncertain-
ties, and that adequate calculation-measurement combinations are necessary.

General Conclusions and Recommendations

A high level of maturity has been reached in the development of code systems
for PWRs. Though these codes may not be directly available to developing countries,
it is in principle possible for even non-OECD members to gain access to specific
benchmark problems and their solutions from NEA. IAEA may act as the coordinator
for making a particular choice of codes/problems benchmark, etc. for countries
which are without any on-going nuclear programmes, but are aspiring to have one in
the near future. It was suggested that the choice of a particular reactor type must
be made by every country, and developed countries can provide assistance on a
need-basis for developing expertise in specific areas.

Even if a reactor type is not chosen by a developing country, it might be
possible for them to participate in simple, reactor independent problems.

USSR and other socialist bloc countries expressed the possibility of identifying
certain cold-clean experiments of the ZR-6 facility, performed over the last two
decades under TIC. Interest in these experiments exists in all countries opting for
a VVER type reactor. From the advanced countries' point of view, the ZR-6 experi-
ments may be useful in testing out some HCLWR concepts, and eventually formulating
a serious benchmark for a prospective HCLWR design.

USSR also mentioned that the operational data on VVER-440 and VVER-1000
type reactors be presented at the TIC meetings. They can be made available to other
interested member states by the Agency, for verification of the hexagonal code
system, developed by various states.

The Federal Republic of Germany expressed the need for reviving interest in
3D transient benchmark analysis with thermal hydraulic feedback, since far more 3D
space-time codes are available compared to two decades earlier, and computing costs
are also less prohibitive.
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Abstract

The collision probability method has been used extensively to solve the neutron integral transport equation for lattice cells. The main problem with this technique is that in order to converge on the exact neutron flux distribution inside the cell, a fine calculation mesh is required. However this substantially increases the amount of computation time required for a transport calculation since the number of collision probabilities that must be computed is quadratic in $N$, the number of regions. An alternative to this technique, which is expensive in terms of computer resources is the J± technique which is also based on the collision probability method. This technique involves performing a $n$-terms series expansion for the angular fluxes at each interface (the DPs approximation) and then computing the collision, leakage and transmission probabilities associated with each individual homogeneous region inside the cell independently of its surroundings. These probabilities are then coupled using the angular fluxes at each interface surrounding a cell. In the DPO approximation, only the first order term in this series expansion is considered. This results in fast (since the number of probabilities to compute is linear in $N$) but often inaccurate solutions to the transport equation. Here we present the DP1 approximation where, in addition to the linear angular flux contributions, linearly anisotropic contributions are also considered. This approximation retains most of the speed of the DPO approximation (since the number of CP to compute is still linear in $N$) while providing an improved solution to the transport problem. We will illustrate this affirmation by looking at 1D cylindrical and 2D square and hexagonal geometry problems. As will be shown, even if the DP1 results are more approximative than the standard CP method, they give a very good description of the behaviour of the neutron flux inside a cell.

I. INTRODUCTION

One method which is widely used throughout the world to solve the neutron transport equation is the collision probability (CP) technique [1, 2]. The results obtained using this method can be made as accurate as desired provided the mesh discretization is sufficiently fine. However, a very fine discretization of the mesh has important effects on the computation time since the number of collision probabilities that need to be computed is quadratic in $N$, the number of regions in the cell. Moreover, upon changing the physical properties of a single region in the cell, either for self-shielding problems of during depletion calculations, the complete collision probability matrix must be recomputed. Therefore, there is a need for a faster technique for solving the transport equation when the number of regions to consider is large.

One alternative to this method lies in the use of the J± technique[3]. Here, one first uses a series expansion for the interface currents in terms of spherical harmonics. This series expansion is then truncated after $n$ terms (the DPN approximation). Then, the collision, leakage, and transmission probabilities are computed for each region and for each component of the angular flux expansion. All the regions inside the cell are finally coupled via the currents at each interface using a transmission/reflection matrix. The main advantage here is that the number of probabilities that need to be evaluated for the complete mesh is linear in $N$ as opposed to the quadratic dependence of the CP technique, and these probabilities depend only on the cross section of each individual region. However, in the case where the order of the series expansion is too large, this linearity in $N$ is soon overcome by the need to compute the additional leakage and transmission probabilities associated with each component in the current.

The J± technique was initially used assuming uniform angular fluxes at each interface (the DPO approximation). This lead to a fast solution to the transport equation which was found to be inaccurate in many situations. In order to improve on this problem of precision, Sanchez[5] proposed to use linear current expansion at each interface (the DP1 approximation). This should improve considerably on the DPO flux results since one takes into account, in addition to the cosine current contribution at each interface, the contribution from the anisotropic currents. However, this implies the computation of additional transmission and leakage probabilities associated with the various components of the current considered. This increased complexity has for effect to effectively slow down the collision probability calculation process with respect to the DPO technique, however the number of probabilities to compute is still linear in $N$, and each region remains independent. In fact, the improvements in the flux solutions obtained using the DP1 as compared to the DPO techniques are very substantial.

The main advantage of the J± method is that it allows one to perform a complete self-shielding calculations in its exact geometry, using few computer resources. This is because only the CP associated with the fuel rods must be recomputed at each stage of the self-shielding process. This made possible the replacement of the very crude ID/4 regions (annular) self-shielding approximation previously used in WMS-AECL[2] by an exact geometry analysis without noticeable increase in the calculation time. It also speeds up the burnup calculation since only the CP associated with regions where depletion takes place must be reevaluated at each time step.

This paper will describe the DP1 approximation to the J± method and its implementation in the lattice code DRAGON[4]. In section II. of this paper we will describe the basics of the J± method while in section III. we discuss the evaluation of the DP1 transmission probabilities for various type of 1 and 2 dimensional geometries. In section IV. we show how these probabilities can be used directly in a lattice code. In section V. we analyze the performance of the DP1 approximation as compared with either the CP method and the DPO approximation. Finally in section VI. we present possible extensions of this method to multicell calculations and conclude.
II. THE DPI TRANSMISSION PROBABILITIES CALCULATION

The monoenergetic integral transport equations for the scalar and angular fluxes inside a region $V$ of total cross section $\Sigma(f)$ with isotropic source $Q(f)$ and bounded by a surface $S$ take the form[6]:

$$\phi(f) = \int_S \psi_s(f, \vec{r}) \exp(-\tau(f)) \frac{d^2r_s}{4\pi} + \int_V Q(f - s\vec{n}) \exp(-\tau(s)) \frac{d^3r}{4\pi s^2} \quad (1)$$

$$\psi_s(f, \vec{r}) = \psi_s(f, \vec{r}) \exp(-\tau(f)) + \frac{1}{4\pi} \int_R Q(f - s\vec{n}) \exp(-\tau(s)) \, ds \quad (2)$$

$$\psi_s(f, \vec{r}) = \int \psi_s(f, \vec{r}', \vec{n}') T(f, \vec{r}, \vec{r}') \, d^2\Omega' \quad (3)$$

where the first equation is for the scalar flux, the second equation represents the behaviour of the angular flux on each surface and the last equation incorporates the boundary conditions. In the above, $f_s = f - \tau(\vec{n})$ is a point on $S$ and $\tau(s)$ is the optical neutron path.

These equations will be discretized in the following way. We assume a constant scalar flux $\phi_f$ inside each homogeneous region of the cell (volume $V_s$, boundary surface $\Sigma_s$, cross section $\Sigma_s$) and use a series expansion in terms of spherical harmonics for the angular flux of the form:

$$\psi_s(f, \vec{r}) = \frac{1}{4\pi} \left[ J_{\phi,0} + \sum_{m=1}^{\infty} J_{\phi,m} \psi_m^0(f, \vec{r}) \right] \quad (4)$$

where the $\psi_m^0(f, \vec{r})$ form sets of orthonormalized functions:

$$\int \psi_m^0(f, \vec{r}) \psi_n^0(f, \vec{r}) \, d^2\Omega = \delta_m^n \quad (5)$$

Note that the above series expansion is divided into parts: the DPO term ($m = 0$) and the DPI contributions ($m = 1$), which contains 3 independent terms $\rho = 1, 2$:

$$\psi_0^0(f, \vec{r}) = 1,$n, \quad \psi_1^0(f, \vec{r}) = \sqrt{2} (\vec{n} \cdot \vec{r}_1^0 - 2), \quad \psi_2^0(f, \vec{r}) = 2 (\vec{n} \cdot \vec{r}_2^0), \quad \psi_3^0(f, \vec{r}) = 2 (\vec{n} \cdot \vec{r}_3^0)$$

where $\vec{r}_k^0$ and the unit vectors $\vec{n}_1^0, \vec{n}_2^0, \vec{n}_3^0$ form a three-dimensional bases on $\Sigma_s$.

This discretization procedure results in the following set of linear equations:

$$\phi = \sum_{k=1}^{N} \sum_{\rho=0}^{3} S_k \frac{J_{\phi,\rho}}{4\pi} + p_0 Q \quad (6)$$

where $T^{\rho,\sigma}$ is the discretized coupling matrix.

We defined in Eq. (6) and Eq. (7) four different types of CP matrices. These are not all independent since they satisfy symmetry and conservation relations:

Symmetry relations

Conservation relations

$$S_1 J_{\phi,0} = S_2 J_{\phi,0}$$

$$\sum_{\rho=0}^{3} J_{\phi,\rho} = \delta_{\rho} - S \rho_n$$

$$4V J_{\phi,\rho} = S \rho_n$$

In fact it is sufficient to compute a subset of the transmission probabilities $P_{\phi,0}$, which is given by:

$$P_{\phi,0} = \frac{1}{\tau^{z_1}} \int_{S_1} d^2r_s \int_{S_2} d^2r_s' \exp(-\tau(s)) \quad (9)$$

From further symmetry considerations, it can be shown that for 1 dimensional geometries the contributions of two current components ($\rho = 2, 3$ components) are completely uncoupled from the scalar flux equations. Similarly, for 2 dimensional geometries the $\rho = 3$ current component will not contribute to the neutron flux. Accordingly, the transmission probabilities associated with these terms in the angular flux expansion will not be evaluated.

A final advantage of this technique is that the collision, leakage, and transmission probabilities associated with void regions can be easily evaluated[7].

III. APPLICATION TO 1 AND 2 DIMENSIONAL GEOMETRIES

We will first present the computation of the DPI transmission probabilities for the 1D cylindrical geometry described in Fig. 1.

![Figure 1: Example of a 1 dimensional cylindrical geometry](image-url)
In this case we only need to evaluate $P_{11}^{a}$ for the filled cylindrical region and $P_{11}^{b}$ for the hollow cylinder with $\mu, \nu = 0, 1[7]$. Here we use the notation

$$
\begin{align*}
P_{00}^{a} &= T_0^a \\
P_{01}^{a} &= \sqrt{2}(2T_1^a - 2T_0^a) \\
P_{10}^{a} &= 2T_0^a \\
P_{11}^{a} &= \sqrt{2}(2T_1^a - 2T_0^a)
\end{align*}
$$

where $T_0^a$ and $T_1^a$ involve 4 dimensional integrals as described in Eq. (9). From the symmetries of the problem, these expressions can be reduced to a final one dimensional quadrature of the form:

$$
\begin{align*}
I_n &= \frac{8}{\pi^2} \int_0^{\pi} \int_0^{\pi} \frac{\cos^2 \theta \sin \phi}{(1 - \cos^2 \theta \sin^2 \phi)^{n+1}} \text{d}z \text{d}x (2 - z^2)^{n-1} \int_0^\infty K_{n+1}(z_0 x, \rho z) \text{d}z \\
I_n^b &= \frac{8}{\pi^2} \int_0^{\pi} \int_0^{\pi} \frac{\cos^2 \theta \sin \phi}{(1 - \cos^2 \theta \sin^2 \phi)^{n+1}} \text{d}z \text{d}x (2 - z^2)^{n-1} \int_0^\infty K_{n+1}(z_0 x, \rho z) \text{d}z
\end{align*}
$$

where $z_0 = 0$, $z_1 = z_0/z_2$ and $K_{n}[u]$ is the Bickley-Naylor function of order $n$. This final expression will be evaluated numerically using a Gauss-Jacobi quadrature. Spherical and slab geometries can be treated in exactly the same way and the results we obtained either involve a single integral or are analytic.

We also analyzed various types of two dimensional geometries including rectangular, hexagonal and cluster geometries[8] which are illustrated in Fig. 2.

**Figure 2: Examples of 2 dimensional geometries analysed using the $J_{\pm}$ technique**

In these cases, the collision probabilities associated with each of the cylindrical regions will be computed using the technique previously described, which involves a single Gauss numerical quadrature, while the strictly two dimensional contributions corresponding to region 1 will be evaluated independently. In fact the transmission probabilities for these regions all involve a double numerical integration. This is in contrast with the standard CP technique where the geometry is always treated as a whole which implies that the collision probabilities associated with the cylindrical region are also computed using a 2D numerical quadrature.

### IV. USE OF THE DPI TRANSMISSION PROBABILITIES

Once all the probabilities associated with a given homogeneous regions have been evaluated numerically, the problem of using them directly in various parts of a transport calculation remains. In fact, collision probability matrices are used in two different parts of a complete lattice cell calculation: for the solution of the transport equation itself and in the self-shielding calculation. In both cases, the straightforward option is to reconstruct the complete collision probability matrix for the heterogeneous cell ($P_{vw}$), starting with the known probabilities for the $N$ individual regions:

$$
\begin{align*}
\tilde{P}_{vv} &= P_{vv} + P_{vs} P_{ss} P_{sv} \\
\tilde{P}_{ss} &= T(I - P_{ss} T)^{-1}
\end{align*}
$$

where $T$ is the identity matrix. This approach is expensive in terms of computer resources since it requires one matrix inversion and four matrix products to be performed.

For the solution the transport equation, a totally different approach, which involves the direct solution of the current-flux equations using sparse matrix algebra techniques, can be considered[7]. An additional benefit of this method is that the various components of interface currents are also computed during the resolution process. The first step here consists in extracting from the isotropic neutron source $Q^0$, which appears in Eq. (1) and Eq. (2), contributions arising from within-group scattering:

$$
Q^0 = \Sigma_i^0 \varphi^0 + Q^w
$$

where $\Sigma_i$ is the within-group macroscopic scattering cross section and $Q^w$ is the reduced neutron source which includes neutrons generated from all other origins. Using this notation, the transport equation can be cast in the form:

$$
\begin{align*}
\varphi &= \sum_{l=1}^{A} \sum_{m=0}^{3} W_{l}^{m} J_{l,m}^{a} + \omega \varphi^w \\
J_{l,m}^{a} &= \sum_{l=1}^{A} \sum_{m=0}^{3} W_{l}^{m} J_{l,m}^{w} + \omega \varphi^w
\end{align*}
$$

where the scattering modified CP matrices are defined as

$$
\begin{align*}
w_{m} &= \frac{1}{1 - \Sigma_{l=0}^{A} p_{l}} \\
\omega &= \frac{1}{1 - \Sigma_{l=0}^{A} \rho_{l}} \\
W_{l}^{m} &= \frac{1}{1 - \Sigma_{l=0}^{A} \rho_{l}} \left( \frac{\Sigma_{l=0}^{A} p_{l}}{\rho_{l}} \right) \\
W_{l}^{m,w} &= \frac{1}{1 - \Sigma_{l=0}^{A} \rho_{l}} \left( \frac{\Sigma_{l=0}^{A} p_{l}}{\rho_{l}} \right) \\
W_{l}^{m,a} &= \frac{\Sigma_{l=0}^{A} p_{l}^{m,a}}{\rho_{l}} + \frac{\Sigma_{l=0}^{A} \rho_{l}^{m,a}}{\rho_{l}}
\end{align*}
$$
Note that the w-matrices satisfy the same symmetry and conservation relations as the standard CP matrices provided that the total cross section \( \Sigma' \) is replaced by \( \Sigma' - \Sigma_0' \).

The resulting linear system of equations to be solved can be reduced to the following form:

\[
\bar{J}_e = [I - W_e T_e]^{-1} W_e \bar{Q}^*
\]

(16)

\[
\bar{\phi} = W_e T_e \bar{J}_e + w_e \bar{Q}^*
\]

(17)

where \( \bar{J}_e \), \( \bar{\phi} \), and \( \bar{Q}^* \) are vectors made up of the fluxes, the currents and the reduced sources \( \bar{Q}^* \), and we have solved Eq. (8) explicitly for \( \bar{J}_e \).

These two equations are those actually used to evaluate the neutron flux inside each region. As may be seen, solving Eq. (16) involves the inversion of a rather large matrix. However, this matrix has a diagonal banded structure with a constant bandwidth. A LU factorization of the matrix may therefore be performed using a compressed diagonal storage mode where the LU factors occupy the same locations as the elements of the original matrix. The complete algorithm of the solution then proceeds as follows: 1) find the elements of the lower (L) and upper (U) triangular matrix such that \( LU = p - W_e T_e \); 2) solve successively the two linear systems \( L \bar{x} = \bar{w}_e T_e \bar{Q}^* \) and \( U \bar{y} = \bar{y} \) by forward and backward substitution, respectively; 3) solve the flux equations using Eq. (17). This algorithm will generally be efficient and economical.

For self-shielding calculations, the evaluation of an escape matrix is required:

\[
\bar{E} = \bar{p}_o [I - p_0 Y]
\]

where \( \bar{E} \) is a diagonal matrix containing the macroscopic cross section of the resonant isotopes in each fuel region and \( \bar{p}_o \) is a matrix formed by the components of \( p_0 \) related to fuel regions. The computation of the \( \bar{p}_o \) matrix can be speed-up using again sparse matrix algebra: 1) use an LU decomposition for \( [I - P_{ea} T_e] \) with L a lower and U an upper triangular matrix; 2) for each fuel region i, successively solve the two linear systems \( L \bar{x} = \bar{w}_e \bar{Q}^* \) and \( U \bar{y} = \bar{y} \) where \( \bar{S}_e \) is a column of the \( p_{ea} \) matrix corresponding to the fuel region i; 3) compute \( \bar{p}_o \) by applying Eq. (12) and Eq. (13) only to the fuel components:

\[
\bar{p}_o = p_o + P_{ea} T_e Y
\]

with \( P_{ea} \) a subset of the \( P_{ea} \) matrix and where \( Y \) is a matrix formed with the \( \bar{y} \). Note that a special treatment is required in cases where one or more components of \( \Sigma'_e \) become infinite. In these cases, the Hospital rule can be consistently applied and leads to finite components for the \( E \) matrix.

V. NUMERICAL RESULTS

We will now compare the results obtained using the DP0 and DP1 approximations to the \( J_e \) method with standard CP calculation results. Three types of geometry will be considered: a one dimensional cylindrical geometry, a two dimensional square geometry and a two dimensional hexagonal geometry.

We will first compare the reconstructed collision probabilities obtained using the DP1 and DP0 approximation with the exact CP probabilities for a two region hexagonal geometry (side 1.0 cm). We will consider various cross section values for the inner cylindrical region of radius 0.5 cm \((\Sigma_1)\) and for the outer region \((\Sigma_2)\). The results we obtained for \( p_{22} \) and \( p_{12} \) are presented in Table 1. As can be seen the DP1 results are all within 2% of the CP results while the DP0 results may differ by as much 3%.

Table 1: Comparison of the DP0 and DP1 results with the exact \( p_{22} \) and \( p_{12} \) probabilities

<table>
<thead>
<tr>
<th>Cross Section</th>
<th>DP0</th>
<th>DP1</th>
<th>CP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Sigma_1 (\text{cm}^{-1}) )</td>
<td>( \Sigma_2 (\text{cm}^{-1}) )</td>
<td>( p_{22} )</td>
<td>( p_{12} )</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>0.4085</td>
<td>0.4116</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>0.2948</td>
<td>0.2959</td>
</tr>
<tr>
<td>2.0</td>
<td>1.0</td>
<td>0.3908</td>
<td>0.3938</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>0.2843</td>
<td>0.2854</td>
</tr>
</tbody>
</table>

For the second set of tests we solve the neutron transport equation in a multiplicative medium with reflective boundary conditions (\( k_{\infty} \) calculation). We first considered the cylindrical geometry problem described in Fig. 3.

![Figure 3: Geometrical and physical properties for Test2 (cylindrical) and Test3 (square), the outer radii of each cylindrical region are respectively 1.0, 2.0, 3.0, 4.0 and 5.0 cm while the square has sides 10.0 cm](image)

The calculations were first performed over the 5 mesh regions using an 8-points Gauss-Jacobi quadrature for collision probability integration for both the \( J_e \) and the complete CP calculations. We then successively subdivided each of the annuli into 2, 4 and 8 subregions. The results we obtained for \( k_{\infty} \) and the averaged relative error on the neutron fluxes relative to the complete CP calculation are presented in Table 2. All the DP1 results lie within 50 pcm (0.5 mk) of the CP results which is a notable improvement over the DP0 results which may be in error by as much as 360 pcm (3.6 mk). Note that the relative error in the flux increases as the number of regions increases from 5 to 40. Large flux errors arise in the highly absorptive region when it is finely discretized. This is illustrated by the 33 region calculations (only regions 2 to 5 subdivided into 8 subregions) which result in a value for \( k_{\infty} \) identical to the 40 region calculations while the averaged error in fluxes is reduced to less than 1%.
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The calculations were first performed over the 5 mesh regions using an 8-points Gauss-Jacobi quadrature for collision probability integration for both the \( J_e \) and the complete CP calculations. We then successively subdivided each of the annuli into 2, 4 and 8 subregions. The results we obtained for \( k_{\infty} \) and the averaged relative error on the neutron fluxes relative to the complete CP calculation are presented in Table 2. All the DP1 results lie within 50 pcm (0.5 mk) of the CP results which is a notable improvement over the DP0 results which may be in error by as much as 360 pcm (3.6 mk). Note that the relative error in the flux increases as the number of regions increases from 5 to 40. Large flux errors arise in the highly absorptive region when it is finely discretized. This is illustrated by the 33 region calculations (only regions 2 to 5 subdivided into 8 subregions) which result in a value for \( k_{\infty} \) identical to the 40 region calculations while the averaged error in fluxes is reduced to less than 1%.
Table 2: Results for \( k_{in} \) and average relative flux error for Test2 and Test3

<table>
<thead>
<tr>
<th>nb. regions</th>
<th>( k_{in} )</th>
<th>flux error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.8616</td>
<td>0.8633</td>
</tr>
<tr>
<td>10</td>
<td>0.8739</td>
<td>0.8756</td>
</tr>
<tr>
<td>20</td>
<td>0.8813</td>
<td>0.8811</td>
</tr>
<tr>
<td>33</td>
<td>0.8861</td>
<td>0.8830</td>
</tr>
<tr>
<td>40</td>
<td>0.8861</td>
<td>0.8830</td>
</tr>
<tr>
<td>Test3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.8499</td>
<td>0.8518</td>
</tr>
<tr>
<td>9</td>
<td>0.8615</td>
<td>0.8638</td>
</tr>
<tr>
<td>17</td>
<td>0.8685</td>
<td>0.8691</td>
</tr>
<tr>
<td>26</td>
<td>0.8617</td>
<td>0.8643</td>
</tr>
<tr>
<td>33</td>
<td>0.8730</td>
<td>0.8710</td>
</tr>
</tbody>
</table>

The relative error in the flux distribution in each region is also presented in Fig. 4 for the 33 subregions case. As one can see, the DP1 results are very close to the reference CP results. For the 5 region calculations the CPU required by the CP calculations amounted to 0.17 sec while the DP0 and DP1 calculations required only 0.17 and 0.16 sec respectively. For the 33 region calculations, the respective CPU amounted to 0.50 sec and 0.19 sec for the CP and DP1 calculations which is an improvement of 3 times by the DP1 method.

As one can see, there is again very good agreement between the DP1 calculations and CP calculations. Here the relative errors on the fluxes increases quite substantially as the discretization is increased, however, this error arises mostly in the very absorptive material and is reduce dramatically when the first region is not subdivided as illustrated in the 26 region results. Finally, one will find in Fig. 4 a plot representing the relative error on the DP0 and DP1 flux (with respect to the CP flux) with respect to the position in the mesh. Again the DP1 results are relatively good while the DP0 results are are very poor. Finally for the 33 region test case, the respective CPU requirement are: 1.18 sec for the CP method, 0.25 sec for the DP1 results and 0.22 sec for the DP0 calculations. Here the gain in computation time for the DP1 method over the CP is even larger that for Test2.

VI. CONCLUDING REMARKS

The DP1 approximation gives solution to the transport equation that are more reliable than the DP0 approximation while the benefits of the \( J^- \) technique, which are its speed and the fact that the CP to compute are associated with a single region, remains. Moreover, the method can be used directly for assembly calculations where a large number of cells are coupled.
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Abstract

The standard procedure for the calculation of neutron leakage rate of an assembly is based on calculating this rate for a homogeneous medium representing approximately the assembly, but not the leakage rate of the assembly itself. The method presented here allows to take into account, with some approximations, the influence of heterogeneous structure of the assembly on the leakage. The anisotropic buckling-dependent migration area of the assembly in the direction $k$, which relates buckling in the same direction to the effective and the infinite multiplication factor, can be calculated using the anisotropic buckling-independent migration area corrected in an approximately way by the buckling-dependent and the buckling-independent migration areas of the homogenized medium. The mentioned migration areas are calculated by means of the first flight collision probability and the first flight directional collision probability. The numerical results show that for ordinary PWR fuel assembly the influence of heterogeneity on the leakage is relatively small and that the effect increases when the concentration of water decreases. This effect could be much more important in more heterogeneous types of reactors.

I - INTRODUCTION

The calculation of a nuclear reactor as a whole remaining, at least at the time being, beyond the possibilities of computers, certain codes used at present for the calculation of reactors, for instance APOLLO (Ref 1), begin by calculating the transport multigroup flux chart in a perfectly reflected assembly by means of the collision probability method. This calculation can be made with some approximations at the boundary of each elementary cell, such as in the multigroup codes CALLOPE and NAUSICAA (Ref 2) and EURYDICE (Ref 3). It can also be made without any approximation other than numerical ones, such as in MARSYAS (Ref 4). Once obtained the multigroup flux chart in a perfectly reflected assembly, one can define for the whole assembly a homogenized medium by weighting all the cross-sections on the volume and the flux in each energy group. This medium without leakage is not critical. In order to make it critical, it is necessary to introduce a spatial dependence in $\exp(iB^2)$. A subroutine of APOLLO, DIFFON, calculates, in a multigroup scheme, the critical buckling $B_0^2$ and the diffusion coefficient $D^g$ in each group $g$ of this homogenized medium. The next step consists in introducing this leakage rate as an uniform absorption cross-section in a new heterogeneous reflected assembly transport calculation. This is made by replacing the scattering cross-section $S^g$ by $S^g = S^g - B_0^2$. The new assembly flux chart allows to define a new homogenized medium, a new critical buckling $B_0^2$ and a new diffusion coefficient $D^g$ are obtained for this medium. The same procedure is continued until convergence ($K=1$). Finally, one obtain by MARSYAS a flux chart taking into account the leakage of the assembly, and the critical buckling $B_0^2$ is given by DIFFON. Analogous calculations are now made by the APOLLO-2 code (Ref 10).

II - A NEW PROCEDURE FOR LEAKAGE CALCULATION

The drawback of this procedure lies on the fact that it calculates the neutron leakage rate $D_0^2$ of a homogeneous medium representing approximately the assembly, not the leakage rate of the assembly itself. We propose here an improvement of the method allowing to take into account (with some approximations) the influence of the heterogeneous structure of the assembly on the leakage.

Let us start with the initial case, concerning a perfectly reflecting heterogeneous assembly without buckling. Considering a reflection condition is equivalent to consider an infinite and regular lattice of similar assemblies. This lattice can be critical only if a macroscopic dependence $\exp(iB)$ is superimposed to the macroscopic flux. The buckling vector $B$ is related to the effective multiplication factor $K$ by the relationship

$$
\frac{1}{K} = \frac{1}{K_\infty} \left[ 1 + \sum_{k=1}^{\infty} \omega_k^2(B) \frac{B_k^2}{k} \right]
$$
where $K_w$ is the infinite multiplication factor (i.e. with a zero-buckling), where $B_k$ is the $k$-component of $\bar{B}$ (with $k=x,y,z$), and where $M_k^2(\bar{B})$ is the anisotropic buckling-dependent migration area in the direction $k$. The quantity $M_k^2(\bar{B})$ being difficult to calculate, we shall calculate the quantity $M_k^2(0)$ (buckling-independent migration area), and correct it approximately as follows in order to obtain $M_k^2(\bar{B})$ (Ref. 9).

$$
M_k^2(\bar{B}) = M_k^2(0) \frac{M_k^2(\bar{B})}{M_k^2(0)}
$$

where $M_k^2(0)$ is the migration area of the homogenized medium obtained by flux weighting, and corresponding to the critical buckling $B_w$ of this medium. This quantity can be obtained by means of the DIFFON module of APOLLO. The calculation of $M_k^2(0)$ is a simple particular case of the calculation of $M_k^2(\bar{B})$ in a lattice, that we shall see later.

Assuming that the lattice is such that

$$
M_k^2(\bar{B}) = M_k^2(B)
$$

Eq. 1 gives a relation between $K_w$, $B_k^2$ and $B_k^2$, where $B_k^2$ is the radial buckling. Let us assume that $B_k^2$ is known; Eq. 1 defines then the critical radial buckling $B_k^2$ corresponding to $K_w$.

### III - CALCULATION OF $M_k^2(0)$

The expression $M_k^2(0)$ of the migration area in a lattice at the limit $B \to 0$ has been obtained by Deniz (Ref. 5, 6)

$$
M_k^2 = K_w \frac{\left\langle \phi_w^* D_k \phi_{k,1} \right\rangle}{\left\langle \phi_w^* F \phi_w \right\rangle}
$$

where the brackets mean a summation over the volume of the reflected assembly, over the solid angle $4\pi$ and over all the groups $g$.

The "classical" angular flux $\phi_w^*(r,\Omega)$ is the solution of the equation

$$
T \phi_w - \frac{1}{K_w} \phi_w = 0
$$

where $T$ is the integro-differential transport operator (taking into account the energy group transfer) and where $F$ is the fission operator. The adjoint flux $\phi_w^{*\prime}(r,\Omega)$ is the solution of the adjoint equation.

The "directional" angular flux $\phi_w^d(r,\Omega)$ is the solution (the existence of which is guaranteed by Fredholm's theorem) of the equation with source (Ref. 7, 8)

$$
T \phi_w^d - \frac{1}{K_w} \phi_w^d = D_k \phi_w
$$

In order to avoid handling of angular fluxes, let us assume that $\phi_w^*(r,\Omega)$ and $\phi_w^{*\prime}(r,\Omega)$ can be replaced by their average value $\phi_w^d(r)$ and $\phi_w^{*\prime}(r)$ over de solide angle $4\pi$. Moreover let us assume that we can keep only the uncollided part of the directional flux $\phi_w^d(r,\Omega)$, which is equivalent to neglecting the "angular correction term"; this approximation is reasonable in a lattice such a PWR one, which is not extremely far from homogeneity. Then $M_k^2(0)$ becomes

$$
M_k^2(0) = \frac{1}{3} \sum_{g} \sum_{i} \sum_{j} \int_{\Omega} \phi_i^g \phi_j^g \frac{1}{\Sigma_{l,j}} \rho_{i,j,k}^g
$$

where the sumations are extended to all the calculational regions $i$ and $j$ of the reflected assembly, and to all the groups, $\Sigma_{l,j}$ being the volume of region $i$ and $\rho_{i,j,k}^g$ and $\phi_i^g$ being the average value of $\phi_i^g(r)$ and $\phi_i^g(r)$ over region $j$.

The first flight directional collision probability $p_{i,j,k}^g$ is defined by (Ref. 7, 8)
with $\mathbf{R} = r - r'$, $q = R/R$ and where $\Sigma R$ is the optical path between $r$ and $r'$ (with the total cross-section $\Sigma_t$).

The $P_{ij,k}^g$ are very close to the classical first flight collision probabilities $P_{ij,k}$, and since the $P_{ij,k}^g$ are anyway necessary to calculate the flux chart in the assembly, the determination of the $P_{ij,k}$ requires only a small additional work.

REMARK

A small difficulty arises here due to the fact that $\psi^g(r)$ is not the solution of the adjoint integral transport equation. It can be shown (Ref. 9) that it is the solution of the direct integral transport equation in which the transfer cross-section $\Sigma_s^g(r)$ is replaced by $\Sigma_s^g(r)$. This is important to point out since the collision probability method is based on the integral form of the transport equation.

IV - NUMERICAL RESULTS

The method presented above was performed by the APOLLO-2 code (Ref. 10) and applied to several situations of a PWR assembly. The normal fuel assembly is a 17x17 square pattern of fuel pins, this fuel being a typical MOX mixture of uranium oxide and plutonium oxide. The pin radius is 0.413cm, the clad radius 0.474cm; the pitch is 1.265cm; the central cell is a water hole; for the calculation the structure materials are homogenized with water.

The table presents the values of the migration area $M^2_0$ obtained by the standard APOLLO procedure, and the values $M^2_k$ of the radial and axial migration areas given by the proposed method. This table gives also the relative changes

\[ \frac{\delta M^2_k}{M^2_0} = \frac{M^2_k - M^2_0}{M^2_0} \]

The first case concerns a normal fuel assembly in which the water temperature is 306°C (the boron concentration is $1.2 \times 10^{-9}$). In the two following cases, the density of water (and boron) has been reduced by a factor 5 and 10. In the last case, we considered a critical assembly with 24 boron carbide pins.

V - CONCLUSIONS

It can be seen that for a normal fuel assembly the influence of the heterogeneity on the leakages is relatively small; the effect increases when the concentration of water decreases. Anyway, the effect of heterogeneity on leakages does not seem to be fundamental in a PWR assembly. But this effect could be much more important in more heterogeneous types of reactors as for example HTR.
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Abstract

The WIMS lattice codes, written at Winfrith in the UK, have a long pedigree, dating back to about 1964 (and earlier for several of the physics methods). It was in 1969 that serious efforts were made to develop the first "modules" of a new version to be known as WIMSE. This modular scheme is now the major lattice code at Winfrith for the exploitation of new methods; because it is modular with a standard interface between the individual components, it is relatively easy to add new ones. The method we call CACTUS is such a module.

CACTUS solves the differential transport equation in two dimensions by the so-called Characteristics Method. By means of a combination of carefully selected numerical 'tracks' and a general, if somewhat tedious method of geometry description, the method has been used to solve a wide range of very complicated geometries from simple pincells to supercells (colorsets) of Advanced Gas-cooled Reactor (AGR) channels. In all of these cases the 2D geometry is solved exactly without the need to smear fuel pins.

This Paper describes the rather simple equations solved by CACTUS and explains the tracking methods that automatically impose the required boundary conditions. The accuracy of the solution is dependent on the number of angles at which tracks are evaluated, and also on the spacing between them. In this respect, the method has similarities with numerical methods of integrating collision probabilities; it is significantly different in that the transport equation is solved along each track segment in turn. One disadvantage of the method is that both azimuthal and polar angles must be integrated numerically; in collision probability methods the polar integration is analytic.

The methods have only been worked out in detail for rectangular outer boundaries, i.e. for square or rectangular pitch lattices, but could be applied equally well to hexagonal systems. It is these tracking methods and efficient ways of processing the data produced by them that are at the heart of CACTUS and its successful exploitation.

The generality of the CACTUS geometry has made it possible to analyse some problems for which no other method in WIMS
would be appropriate. The Paper gives two examples of these applications.

Essentially the same CACTUS module has been implemented in the 'semi-modular' Light Water Reactor version of WIMS known as LWRWIMS. In LWRWIMS the geometry interface is automatic, but is restricted to standard LWR assembly (or supercell) geometries. Comparisons are quoted of the relative efficiencies for practical design calculations of CACTUS and the standard LWRWIMS design route.

The specification of a theoretical benchmark based on a mixed oxide PWR is given as an Appendix, together with sample solutions derived by various methods, including CACTUS, that are available within the WIMS family of codes.

1. INTRODUCTION

The WIMS lattice codes, written at Winfrith in the UK, have a long pedigree, dating back to about 1964 (and earlier for several of the physics methods). It was in 1969 that serious efforts were made to develop the first 'modules' of a new version to be known as WIMSE. This modular scheme is now the major lattice code at Winfrith for the exploitation of new methods; because it is modular with a standard interface between the individual components, it is relatively easy to add new ones. The method we call CACTUS is such a module.

An early stand-alone version of CACTUS is described in Ref 1, and testing on a 'simple' benchmark case in Ref 2. Ref 3 contains a slightly more recent description of the options of the code as first implemented in WIMSE.

CACTUS solves the differential transport equation in two dimensions by the so-called Characteristics Method. By means of a combination of carefully selected numerical 'tracks' and a general geometry description, the method has been used to solve a wide range of very complicated geometries from simple pincells to supercells (colorsets). In all of these cases the 2D geometry is solved exactly without the need to smear fuel pins. Section 2 of this Paper describes the rather simple equations solved by CACTUS. Sections 3 to 5 describe the numerical tracking methods used to integrate them.

Essentially the same CACTUS module has been implemented in the 'semi-modular' Light Water Reactor version of WIMS known as LWRWIMS. In LWRWIMS the geometry interface is automatic, but is restricted to near-standard LWR assembly (or supercell) geometries.

The generality of the CACTUS geometry has made it possible to analyse some problems for which no other method in WIMS would be appropriate. Section 6 gives examples from WIMSE and LWRWIMS, and also gives an indication of the relative efficiencies for practical design calculations of CACTUS and the standard LWRWIMS diffusion theory based design route.

2. THE TRANSPORT EQUATION

One of the principle attractions of the methods used in CACTUS is the simplicity of the formulation. The Boltzmann form of the neutron transport equation for an isotropic source can be written:

\[ \frac{dN}{ds} + \Sigma N = \frac{Q}{4\pi} \]

where \( N \) is the angular flux along a 'line' or 'track' in the problem (otherwise known as a 'characteristic'), \( S \) is the distance measured along the line, \( \Sigma \) is the total macroscopic cross section, \( Q \) is the neutron source (fission-yield and scattering) assumed to be isotropic.

For any line segment of length \( t \) and constant properties \( \Sigma \) and \( Q \) we can integrate Equation 1 to obtain:

\[ N_{\text{out}} = N_{\text{o}} e^{-\Sigma t} + \frac{Q}{4\pi \Sigma} \left( 1 - e^{-\Sigma t} \right) \]

or

\[ \Sigma t \bar{N} = \int_{0}^{t} N dS = \left( N_{\text{o}} - \frac{Q}{4\pi \Sigma} \right) \left( 1 - e^{-\Sigma t} \right) + \frac{Qt}{4\pi} \]

Hence

\[ \bar{N} = \frac{Q}{4\pi \Sigma} + \frac{\Delta}{\Sigma t} \]

where \( \bar{N} \) is the average angular flux along the line, \( N_{\text{o}} \) is the inward value of the angular flux at \( S=0 \), \( N_{\text{out}} \) is the outward value at \( S=t \), \( \Delta \) is \( N_{\text{o}} - N_{\text{out}} \).

Thus for any line intersecting a system, we may, by repeated application of Equations 2 and 3, form the average flux along each line segment, given an initial boundary condition.

3. NUMERICAL INTEGRATION

The entire procedure of calculating the neutron flux in CACTUS revolves around numerical integration of the line segments as described above. By choosing a family of parallel
lines it is possible to carry out the required spatial integration. If these lines are also rotated through a number of discrete angles in the azimuthal direction (x-y plane) and in the polar direction (the z direction) the angular integration can also be carried out.

This approach has significant similarities with the numerical type of tracking that is frequently adopted in collision probability methods for geometries where the probabilities cannot be expressed analytically. Some sort of geometrical algorithm has to be programmed to evaluate the track lengths through whatever geometry is of interest. In the WIMS PIJ code this geometry is generally of a cylindrical cluster type, with options to subdivide annuli and pins azimuthally. In CACTUS a more general approach was adopted to permit almost any type of geometry within a rectangular boundary to be investigated.

The differences between CACTUS and PIJ tracking are:

- the polar angle integration must be done numerically rather than analytically through the use of Bickley functions. In this respect, CACTUS has a similarity with Sn methods. In CACTUS, it is convenient, though not essential, to adopt the same azimuthal angles at each polar angle, whereas in Sn methods the number of azimuthal angles is normally reduced at high polar angles.

- because the flux is being solved directly, the boundary conditions must be built into the tracking routine, and provision must be made for iteration of the solution. In this respect, also, the method has a similarity with Sn methods.

The differences between CACTUS and PIJ tracking are:

- the polar angle integration must be done numerically rather than analytically through the use of Bickley functions. In this respect, CACTUS has a similarity with Sn methods. In CACTUS, it is convenient, though not essential, to adopt the same azimuthal angles at each polar angle, whereas in Sn methods the number of azimuthal angles is normally reduced at high polar angles.

The method by which the boundary conditions are introduced into the solution at present restricts the use of CACTUS to rectangular boundary problems with reflection or translation. Consider the simple track in Figure 1 which illustrates reflecting boundary conditions.

With the right choice of angle this track has been arranged so that it ends at its own starting point. If a guess is made of the angular neutron flux at a starting point on this track ($N_0$ in equation 2), then the final value of $N_{out}$ should equal this if the solution has been properly converged.

Several parameters are important in achieving an accurate solution from CACTUS. These are:

- the size of region within the problem over which the source $Q$ is assumed to be spatially constant,
- the spacing between tracks,
- the number of azimuthal angles,
- the number of polar angles.

The user has control over all of these parameters, but the precise choice of track spacing and azimuthal angle is constrained by the requirement that the track shall return to its starting point. The way this constraint works is easier to visualise in a case with translational (or cyclic) boundary conditions.

In Figure 2, assume that each 'box' is an identical assembly with cyclic boundary conditions, and each lettered point is at an equivalent position on the assembly boundary. Then a track from A to any other lettered point will simply repeat itself if further extended, and the angular flux at A in the direction of the track will be equal to that at all other points in the same direction. This will be our basic boundary condition assumption: on a track from A to C, for example, we insist that the computed outward angular flux at C be equal to the inward angular flux at A in a converged solution.

Along any track where NX assemblies are traversed in the x-direction, and Ny in the y-direction, then NX and Ny should
be co-prime (they must not have a common factor greater than unity) otherwise tracks will be duplicated. (See for example, tracks AJ and AF in Figure 2.)

Along AC, Nx=2 and Ny=3, and the within assembly track is as shown in Figure 3, where $\theta$ is the azimuthal angle.

A further constraint on the choice of tracks is the required track separation; the closer the tracks and the better the calculation, but the computing cost will also be increased. The track separation will obviously vary inversely as the total length of track within the assembly, and hence for a given required separation we have further constraints placed upon the values of Nx and Ny.

The choice of azimuthal angles, $\theta$, is therefore rather complicated. We have first to choose a range of 'ideal' angles and then for each one, evaluate the co-prime pair of numbers Nx and Ny so that the required angle and the required track separation are most nearly achieved.

The easiest way to consider the reflecting boundary case is to take units of four assemblies which then have cyclic boundary conditions. The track illustrated in Figure 4(a) across 4 assemblies is equivalent to the reflecting track illustrated in Figure 4(b) around a single assembly. It should be noted that for the translational case it is necessary to spread the azimuthal angles between 0 and $2\pi$, but for the reflectional case tracks starting at angles between 0 and $\pi/2$ achieve a similar coverage.

CACTUS does not presently have a capability for hexagonal geometries, but there is no reason in principle why these should not be implemented. For example, tracks across a single assembly with cyclic boundary conditions would work as illustrated in Figure 5.

As noted earlier, the integration over polar angles in CACTUS, as in Sn methods, is numerical. The choice of polar angles is not constrained in any way, but some choices are better than others. For convenience, the same azimuthal angles are tracked at each polar angle; this simplifies the logic of the tracking routine itself. In the x-y plane it is not possible to choose tracks that preserve a mean chord length (although the actual track lengths can be used to integrate region areas numerically, and the true track lengths in each region can be scaled to give the analytic areas). In the polar direction, it is straightforward and desirable to choose angles that reproduce mean chords. As a simple example, an infinite cylinder (of volume V, surface area S, and radius r) has a mean
chord of 4V/S = 2r. Tracks in the horizontal plane (of area A and diameter d) have a mean length of A/d = wr/2. To achieve the required mean chord for the cylinder the horizontal tracks must be multiplied by 4/π, which is the secant of the required polar angle. For several polar angles it has been shown semi-empirically that the best choice is to divide the range 0 to π/2 into equal angles and to select the mean secant within each range.

In practical cases good accuracy is obtained by choosing a track separation of the order of 2mm, 5 azimuthal angles, and 2 or 3 polar angles. Even with a single polar angle the solution is not unrealistic (typically within 1% in k).

4. REPRESENTATION OF GEOMETRY

There are many ways of describing geometry, even in two dimensions. With hindsight, the method used in CACTUS is not ideal. It is extremely flexible but is very onerous for the user who wishes to set up a large complicated problem. Within LWRWIMS, which is used for standard geometries, an interface is generated automatically, and the user is spared this chore. In the modular WIMS code, WIMSE, the user is required to specify the geometry as follows:

- define the rectangular boundary of the problem,
- locate by means of x-y coordinates any number of 'nodes' or points within the boundary,
- join pairs of nodes by straight lines or circular arcs (with a specified centre of curvature) to define any number of 'edges',
- define 'elements' by specifying a sequence of edges,
- define 'inserts' of concentric regions that make up fuel pins for example,
- specify the material contents of each region (elements + inserts).

The above sequence provides an extremely general capability for defining any geometry that can be represented by straight lines and circular arcs. Graphical procedures have been written to output the geometry as defined but these are useful only for checking, and not for data generation. Ad hoc procedures have been written by some users with special requirements for very large problems, but this is an area of the code development that will be given attention, now that we have convinced ourselves of the power of the method.

5. ACCELERATION OF THE SOLUTION

Several methods have been employed. The original code used an Aitken extrapolation of the fluxes every few iterations. This had limited success and has now been replaced by a Chebyshev technique. In addition, the energy rebalance, which is particularly important in multigroup light water cases, has been speeded up by a simple homogenisation procedure. After each iteration, the problem is smeared using conventional flux and volume weighting, and the homogeneous eigenvalue problem is solved. (At present this is a simple unaccelerated iterative solution which is adequate for few group cases, but as bigger problems are now being run, this will be replaced by a better inversion method). The homogeneous flux solution is used to rescale the group spatial fluxes derived by CACTUS, and it is these rescaled fluxes that are accelerated using the Chebyshev method.

A standard calculation is started by assuming a scalar flux of unity in all groups and regions, and a boundary angular flux of 1/4π. A less obvious way of obtaining a faster solution is to run a calculation with only one polar angle to obtain a starting flux guess. This strategy is attractive because a better solution with more polar angles does not involve any further analysis of the geometry. Even better, in a depletion calculation, is to save all the track lengths from one time step to the next for multiplication by an updated set of cross sections, and to use the previous time step fluxes (scalar and boundary) as a starting guess. This typically speeds up subsequent CACTUS calculations by a factor of about three.

6. EXAMPLES OF THE USE OF CACTUS

An early version of the CACTUS code was in use at Winfrith about 10 years ago. At that time it was prone to tracking errors and expensive to run on our main-frame computers. Double precision arithmetic in the tracking routines has cured the tracking error problems and modern workstations have made very large problems a practical proposition.

An early application of CACTUS was a problem that was not easily solved by other methods available at the time. An important consideration in the study of PWR clad ballooning is the local distribution of pin powers, and the question asked was 'How important to local pin power distribution is the possible displacement of a pin from its nominal position in the assembly?'. The answer can be obtained simply by use of CACTUS in LWRWIMS. A 5 by 5 array of identical pincells at normal conditions gives a flat power distribution; with the centre pin displaced 2mm along the diagonal the following power map was obtained, ie with about a 1% perturbation in the pin powers adjacent to the displaced pin.
were placed at interstitial positions (Ref 4). A more complicated case that was analysed in early CACTUS days concerned fast neutron damage to the structure of the bulk graphite moderator in an AGR core. The case was a difficult one because it involved calculating the fast flux gradient along a straight line junction between blocks of graphite some distance from the cylindrical cluster of fuel pins.

The biggest case in terms of regions and track data that has been analysed was a 9 by 9 supercell of AGR fuel channels, each comprising 36 fuel pins in a cluster, surrounded by graphite sleeves and bulk graphite moderator. Control absorbers were placed at interstitial positions (Ref 4).

A sample case that has been used as a benchmark in the UK is described below. The problem is a two-dimensional representation of a PWR supercell (colorset) designed to highlight the interaction between U and Pu assemblies.

The biggest case in terms of regions and track data that has been analysed was a 9 by 9 supercell of AGR fuel channels, each comprising 36 fuel pins in a cluster, surrounded by graphite sleeves and bulk graphite moderator. Control absorbers were placed at interstitial positions (Ref 4).

### Geometry Key

- **c c c c c c b w 1 1 1 1 1 1**: $a = 2.359$ w/o Pu fission pin
- **c c c c c c b w 1 1 1 1 1 1**: $b = 2.993$ w/o Pu fission pin
- **c c c c c c b w 1 1 1 1 1 1**: $c = 4.252$ w/o Pu fission pin
- **c c c c c c b w 1 1 1 1 1 1**: $d = 1.053$ w/o U235 pin
- **c c c c c c b w 1 1 1 1 1 1**: $e = 1.349$ w/o U235 pin
- **c c c c c c b w 1 2 2 2 2 2**: $f = 3.400$ w/o U235 pin
- **b b b b b b b a a w 1 1 1 1 1 1**: $g = $ guide tube
- **w w w w w w w w w w w w w w w w w w w w w w w w**: $w =$ water gap

### Other data:
- Fuel radius 0.4645 cm, temperature 900K
- Clad i.r. 0.4742 cm, o.r. 0.5360 cm, temperature 600K
- Guide tube i.r. and o.r. as clad, temperature 550K
- Coolant temp 550K
- Water gap 0.1 cm, pin pitch 1.4122 cm, assembly pitch 19.8708 cm

### Fuel compositions as weight percentages:

<table>
<thead>
<tr>
<th>Element</th>
<th>U238</th>
<th>Pu240</th>
<th>U235</th>
<th>Pu241</th>
<th>Pu242</th>
<th>Am241</th>
<th>Oxygen</th>
<th>Hydrogen</th>
<th>Zirconium</th>
</tr>
</thead>
<tbody>
<tr>
<td>U238</td>
<td>85.6012</td>
<td>84.3323</td>
<td>82.7772</td>
<td>87.2218</td>
<td>86.9609</td>
<td>85.1529</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pu238</td>
<td>0.0305</td>
<td>0.0396</td>
<td>0.0580</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pu239</td>
<td>1.7691</td>
<td>2.2219</td>
<td>3.1574</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pu240</td>
<td>0.6772</td>
<td>0.8466</td>
<td>1.2208</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pu241</td>
<td>0.2540</td>
<td>0.3155</td>
<td>0.4495</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pu242</td>
<td>0.1179</td>
<td>0.1473</td>
<td>0.2165</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Am241</td>
<td>0.0323</td>
<td>0.0397</td>
<td>0.0567</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydrogen</td>
<td>9.8574</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zirconium</td>
<td>11.8300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Water composition to be used throughout (density 0.85943 g/cc includes smeared grid material and 900 ppm boron):

- | Element | Value |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrogen</td>
<td>9.8574</td>
</tr>
<tr>
<td>Natural boron</td>
<td>0.0794</td>
</tr>
<tr>
<td>Oxygen</td>
<td>78.2332</td>
</tr>
<tr>
<td>Zirconium</td>
<td>11.8300</td>
</tr>
</tbody>
</table>

Boundary conditions are reflecting on all four sides, and correspond to a problem of infinite extent axially. The low, medium and high enrichments of uranium correspond in reactivity to two representative fuel burnups and to fresh fuel. Requested output is a normalised (to an average of unity) pin power map, a similarly normalised assembly power map, and k-infinity.

For an accurate calculation of the above problem, the CACTUS solution takes over 100 times longer than a straightforward diffusion solution. This may seem prohibitive for design work, but in a typical case with depletion, the breakdown of running times is as follows:

<table>
<thead>
<tr>
<th>Process</th>
<th>CACTUS</th>
<th>Diffusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microscopic cross section processing</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Multicell collision probabilities</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Few group constants</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Smear &amp; modified diffusion coefficients</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Transport solution (GOG/CACTUS)</td>
<td>1</td>
<td>150</td>
</tr>
<tr>
<td>Edits and depletion</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>16</td>
<td>164</td>
</tr>
</tbody>
</table>

Note that the derivation of modified diffusion coefficients also relies on CACTUS calculations for small sections of the problem (Ref 5). Bearing in mind that CACTUS calculations after the first in a depletion run (using previous flux solutions as starting guesses) are three times quicker, we see that the overall factor in running time ranges from 10 down to about 4. A factor of 4 in computing time in the context of a workstation environment, where computing is cheap and machine
speeds are increasing every year, it is not serious. The benefit of using a more reliable transport solution in design applications is considerable and it is reasonable to anticipate that the CACTUS approach will become the standard LWRWIMS method in the not-too-distant future.
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Abstract

Calculation of the reactivity worth of control and safety clusters is generally a major issue in the project studies of PWR type nuclear reactors. Adapted procedures are to be searched for obtaining suitable data, because, in practice, computing the absorber cross-sections always implies a compromise between the often contrasting requirements of the physics and those imposed by the environment in the computational chain.

In this paper, we summarize some elements of a wide research and development work carried out in FRAMATOME in the aim of getting a deeper understanding on the whole matter, taking into account both its physical and computational aspects.

All these elements contributed, in various ways, to the definition of a project oriented preliminary cross-section generation scheme, well adapted to fulfill the requirements of a calculation chain based on two group, finite difference, discrete, diffusion codes.

The analysis was performed either with the multigroup, collision probability, two dimensional, transport APOLLO code, or with the finite difference, centered mesh, diffusion module of the project chain.

All calculations were made in an infinite medium assembly approximation.

In the whole work, four main items were analyzed, in some detail:
- the origin and splitting of the reactivity worth of control clusters,
- the influence of the transport scheme,
- the effect of the diffusion approximations,
- the overall impact of these items on the structure of a project computational chain.
1 FUNDAMENTAL ANALYSIS ON REACTIVITY EFFECT

The sample we considered in our investigation was a standard 17x17 Uranium fueled PWR assembly, the main features of which are summarized in tab 1.

Fig 1 shows its typical layout. As said, the assembly was either in nominal wet full power conditions, (24 water holes), or in a clustered full power configuration, (24 AIC - Silver, Indium, Cadmium-pins in)

When a control cluster is inserted into a reactor, the reactivity of the system is changed by the action of several contrasting effects of different magnitude and opposite sign:

- a direct effect, a big, strongly negative one, which is due to the net increase of the absorption reaction rates in the poison region,

- a main spectral effect, which is due to the change in the reactivity worth of all the fuel, coolant and structural materials of the medium, produced by the selective action of the cluster on the thermal and epithermal energy regions,

- a minor spectral effect, which is due to the average change in the medium coolant to fuel ratio.

In a standard PWR infinite medium assembly calculation, the direct component of the worth is up to about 90 % of the total, the spectral components accounting for about 9 % and 1 %, respectively.

An accurate splitting of the reactivity worth into individual components per isotope can be obtained via a two group zero-dimensional exact perturbation formula as shown, for instance, in [Ref 2].

If the small moderation effect is neglected, the results summarized in tab 2 show that, owing to the mutual compensations in the fuel and structural material contributions to the reactivity change, the overall reactivity effect can be reduced to two main contributions:

- the direct effect of the absorber.

<table>
<thead>
<tr>
<th>Unit, material</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>density U02</td>
<td>10.96</td>
</tr>
<tr>
<td>Nominal % T D</td>
<td>95</td>
</tr>
<tr>
<td>mm</td>
<td>8.19</td>
</tr>
<tr>
<td>mm</td>
<td>9.50</td>
</tr>
<tr>
<td>mm</td>
<td>0.57</td>
</tr>
</tbody>
</table>

TAB. 1
17x17 PWR ASSEMBLY FEATURES

The Uranium fueled PWR assembly is composed as follows, according to an orthogonal 17x17 array:

264 fuel pins
24 guide-tubes
1 central thimble tube

DIMENSIONS
inter-assembly gap = 21.5 cm
inter-pin gap = 1.26 cm

URANIUM FUEL PIN CHARACTERISTICS

- the spectral effect associated to the change in the slowing-down properties of the water.

This fact, if confirmed and broadly proved, could be usefully exploited in the definition of the project computational scheme, in order to account for the spectral effect of the cluster in a simplified way.
Anyway, it must be noticed that the infinite medium assembly approximation, very practical in the analysis phase, exacerbates the spectral effect in the fuel region surrounding the absorber, because, in the core, the sharp spectral shift produced by the cluster is significantly mitigated by the leakage of the unclustered assemblies.

In the following, for practical reasons, only the direct effect component will be explicitly taken into account.

2 INFLUENCE OF THE TRANSPORT SCHEME

In a transport P1 computational scheme, like the one built in the APOLLO code/1/, the results may significantly depend on the approximations made in the treatment of the probability collision exchange matrix. These approximations may generate important discrepancies on the calculated power values, when black absorbers are studied in a simplified multicell scheme.[Ref /3/]

---

**TAB. 2**

**SPLITTING OF THE CLUSTER REACTIVITY INTO COMPONENTS (TYPICAL UO2 CASE)**

<table>
<thead>
<tr>
<th>ISOTOPE</th>
<th>DIRECT CONTRIBUTION</th>
<th>SPECTRAL CONTRIBUTION</th>
<th>HIGHER ORDER CONTRIBUTION</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>URANIUM 235</td>
<td>0</td>
<td>-134</td>
<td>0</td>
<td>-134</td>
</tr>
<tr>
<td>URANIUM 238</td>
<td>0</td>
<td>187</td>
<td>0</td>
<td>187</td>
</tr>
<tr>
<td>WATER</td>
<td>621</td>
<td>861</td>
<td>-56</td>
<td>1426</td>
</tr>
<tr>
<td>OXYGEN</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>BORON</td>
<td>-126</td>
<td>-37</td>
<td>2</td>
<td>-161</td>
</tr>
<tr>
<td>ZIRCONIUM</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>RAFNIUM</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>CHROMIUM</td>
<td>39</td>
<td>-8</td>
<td>-12</td>
<td>19</td>
</tr>
<tr>
<td>IRON</td>
<td>110</td>
<td>-12</td>
<td>-44</td>
<td>54</td>
</tr>
<tr>
<td>NICKEL</td>
<td>29</td>
<td>-11</td>
<td>-4</td>
<td>14</td>
</tr>
<tr>
<td>OTHER STAINLESS</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>CADMIUM</td>
<td>3472</td>
<td>0</td>
<td>0</td>
<td>3472</td>
</tr>
<tr>
<td>SILVER</td>
<td>3196</td>
<td>0</td>
<td>0</td>
<td>3196</td>
</tr>
<tr>
<td>INDIUM</td>
<td>1896</td>
<td>0</td>
<td>0</td>
<td>1896</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>9250</td>
<td>864</td>
<td>-114</td>
<td>10000</td>
</tr>
</tbody>
</table>

**Features:** U235 enrichment = 1.8 %
nominal conditions
boron concentration = 1050 10⁻⁶
24 AIC control cluster
All these approximations were widely investigated and their impact quantified in a previous paper, [Ref /3/], so that we focus here only on the other approximations, usually made in the transport assembly calculations, i.e.

- 'cell' homogenisation in space, eventually via a transport/transport equivalence procedure,
- finite meshing in space and energy, (coarse mesh and collapsing),
- assembly spatial amalgamation of several physically 'equivalent' cells, in order to reduce the memory size in computations and simplify the data storage.

Fig 2 presents a structured synthetic flow-chart of the whole transformation process, the relative weight of the different steps are quantified in fig 3.

These approximations generate effects, which can be individually higher than the ones strictly related to the use of a two group diffusion approximation in a theoretical continuous meshing.

An equivalence procedure is generally set up in the cell code in order to account for these approximations in a simplified way this procedure, often quoted as a 'transport/diffusion equivalence', actually acts as an overall equivalence operator, which transforms fine transport calculated, multimedia, multigroup data into 'equivalent' homogeneous, two media, two group diffusion ones.

3 EFFECT OF DIFFUSION APPROXIMATIONS

The main issue in the search of a finite difference numerical solution of the diffusion equation, containing homogeneous pin data coming from a transport computational scheme, as seen before, is to discretize the gradient operator on a given meshing in order to set up a system of linear equations, [Ref /4/].

![Structured Flow Chart of the Transport-Diffusion Process](image)

A very usual system is based on a linear expansion of the Laplacian operator over the mesh. This procedure generates an error which is proportional to the square of the mesh size, [Ref /5/].

Different expressions of the error show up, depending on whether the problem is either a centered mesh or a non-centered mesh, but, in both cases, the asymptotic continuous meshing expressions of the gradient and \( k_{\text{effective}} \) will be the same [Ref /6/].
Fig. 4 shows the relative weights of the first, second and higher order corrections to the eigenvalue in a finite difference scheme. Information on the equivalent results obtained with different polynomial expansions at finite elements are also given, for comparison.

This problem being a general matter in neutronics, the analysis we performed on the topic is straightforward and will not be presented here in detail.

**Fig. 3**

Relative weight of the transport approximations: infinite medium clustered assembly calculation

**Fig. 4**

Meshing effect on $k_{in}$: infinite medium clustered assembly diffusion calculation
The practical information to be retained from this analysis is the huge sensitivity of the calculated parameters to the mesh size, and its dependence on the discretisation scheme used in the diffusion calculations.

4 OVERALL IMPACT ON THE COMPUTATIONAL CHAIN

All the informations obtained in the studies presented above allowed the definition of a simplified preliminary procedure for the generation of the absorber constants for the project calculations.

Being aware that our project chain is based on an homogeneous pin by pin description of the core and that a finite difference discretisation of the diffusion equation with one mesh per pin is chosen at two energy groups, the overall results summarized in Fig 5 show that, owing to compensations among transport and diffusion effects, a systematic transport/diffusion equivalence can be avoided in the general case, without affecting the project chain computed results, significantly.

This conclusion remains strictly dependent on the overall structure of the chain and on the design features, (assembly layout, fueling, enrichment, etc...), so that any too hasty generalisation should be avoided.

5 CONCLUSIONS

We present in this paper some elements of an analysis aimed at getting a deeper understanding on the process which allows the generation of suitable data for the project calculations of the absorbing clusters.

Preliminary results allow the definition of a simplified procedure which avoids a systematic use of a transport/diffusion equivalence, in a fixed scheme project chain.
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BENCHMARKING THE CALCULATIONAL MODEL FOR GADOLINIUM PINS IN SQUARE AND HEXAGONAL LATTICE ASSEMBLIES
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Abstract

This paper presents the benchmarking of lattice codes against two theoretical benchmarks, one for square and another for hexagonal geometry. Both these benchmarks lay emphasis on the modeling of burnable absorber rods. The validation of the hexagonal lattice and core simulation codes against the experiments done in the ZR-6 facility of Hungary and in the LR-0 research reactor of Czechoslovakia with Gd as absorber or poisoned pin respectively is also presented in this paper.

1 INTRODUCTION

A lattice burnup model based on one dimensional (1-D) supercell approach offers one of the most computationally efficient tool to analyze the complex square or hexagonal Light Water Reactor (LWR) fuel assemblies. The code SUPERB [1] was developed for the depletion calculation of a BWR fuel assembly lattice cell. The lattice constants of SUPERB code are used in the coupled neutronics and thermal hydraulics core simulator code COMETG [2]. These codes have been tested against the operational data of Tarapur BWRs [3]. We have recently developed another lattice code EXCEL based on the same 1-D supercell method for burnup analyses of hexagonal lattice assemblies.

2 CALCULATIONAL MODEL

The basic cross section library is the 69 group WIMS library of B.R. The cross sections for Gd isotopes Gd-155, Gd-156 and Gd-157 were generated from the respective resonance parameters and appended to the WIMS library in WIMS format. For routine design calculations the 69 group library is condensed with a typical LWR spectrum to 28 groups with the group structure recommended in LWR-WIMS [8].
We perform the multigroup transport calculations invariably in one dimensional (one-d) cylindrical geometry in order to keep the computer memory and time requirements to a minimum value. The 2-d calculations are done in few groups by diffusion theory.

We classify the fuel pins in the assembly cell into many pin cell types depending on enrichment and Dancoff factors. The resonance group cross sections are obtained by the standard WIMS procedure. For the one-d transport calculations we use the interface current approach (E) of the MOREL code which is found to give as accurate a result as the fij method [9].

In a fuel assembly heterogeneities in the form of a water rod, poisoned pin or an absorber rod influence the normal uniform lattice spectrum to different extent depending on the proximity or otherwise of a given type of heterogeneity. We perform a series of one-d supercell calculations in multigroups for each of the above heterogeneities. We consider a given heterogeneity at the centre of the supercell, surrounded by rings of fuel pin cell paste regions. Multiple rings are considered for the poisoned fuel pin. The presence of other heterogeneities in the surrounding rings is ignored in this calculation. This calculation is also done by j= method in 28 groups. The cross sections are collapsed to few (five) groups by using the appropriate upercell ring spectra.

The 2-d fuel assembly cell is analysed by few group diffusion theory in square or hexagonal geometry with one mesh per fuel pin cell.

We classify the fuel pins in the assembly cell into many pin cell types depending on enrichment and Dancoff factors. The resonance group cross sections are obtained by the standard WIMS procedure. For the one-d transport calculations we use the interface current approach (E) of the MOREL code which is found to give as accurate a result as the fij method [9].

In a fuel assembly heterogeneities in the form of a water rod, poisoned pin or an absorber rod influence the normal uniform lattice spectrum to different extent depending on the proximity or otherwise of a given type of heterogeneity. We perform a series of one-d supercell calculations in multigroups for each of the above heterogeneities. We consider a given heterogeneity at the centre of the supercell, surrounded by rings of fuel pin cell paste regions. Multiple rings are considered for the poisoned fuel pin. The presence of other heterogeneities in the surrounding rings is ignored in this calculation. This calculation is also done by j= method in 28 groups. The cross sections are collapsed to few (five) groups by using the appropriate upercell ring spectra.

The 2-d fuel assembly cell is analysed by few group diffusion theory in square or hexagonal geometry with one mesh per fuel pin cell.

The burnup equations are solved for several burnup zones. We follow the nephew scheme of five pseudo-fission products recommended in LWR-WIMS [8]. At present the burnup chain of even isotopes of Gd is completely ignored in our codes i.e., Gd-155 and Gd-157 become non-absorbers after absorption of a neutron.

3. THEORETICAL BENCHMARKS

3.1 Square Lattice

The square lattice benchmark [4] considers a simple 4X4 regular fuel pin array with two central diagonally adjacent pins containing 3% of Gd-0. We give in Tables 1 and 2 the results of regular and poisoned pin lattices obtained by SUPERB. Our results are updated due to changes in transport cross section of hydrogen [10], use of resonance table 3238.4 for cold and hot conditions and a US leakage model of criticality adjustment during burnup. At zero burnup results of a Monte Carlo (MC) analysis are also given [11]. It is found that SUPERB results agree with MC results. It is observed that for regular lattice the deviations in various international results are essentially due to cross section library and our results are within the overall spread. For poisoned lattice, SUPERB underpredicts the

<table>
<thead>
<tr>
<th>Burnup (GWd/T)</th>
<th>K-Inf</th>
<th>Number densities in units of 10^24</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-235</td>
<td>Pu-239</td>
<td>Pu-240</td>
</tr>
<tr>
<td>0.0</td>
<td>(No Xe)</td>
<td>1.3396</td>
</tr>
<tr>
<td>1.0</td>
<td>1.2830</td>
<td>6.510-4</td>
</tr>
<tr>
<td>3.0</td>
<td>1.2686</td>
<td>6.258-4</td>
</tr>
<tr>
<td>4.0</td>
<td>1.2405</td>
<td>5.769-4</td>
</tr>
<tr>
<td>5.0</td>
<td>1.2267</td>
<td>5.545-4</td>
</tr>
<tr>
<td>6.0</td>
<td>1.2136</td>
<td>5.328-4</td>
</tr>
<tr>
<td>7.0</td>
<td>1.1955</td>
<td>5.104-4</td>
</tr>
<tr>
<td>8.0</td>
<td>1.1870</td>
<td>4.901-4</td>
</tr>
<tr>
<td>9.0</td>
<td>1.1747</td>
<td>4.706-4</td>
</tr>
<tr>
<td>10.0</td>
<td>1.1627</td>
<td>4.516-4</td>
</tr>
<tr>
<td>Code</td>
<td>K-Inf</td>
<td>Burnup = 0.0</td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>--------------</td>
</tr>
<tr>
<td>SUPERB</td>
<td>1.3396</td>
<td>93.60</td>
</tr>
<tr>
<td>MONALI (MC)</td>
<td>1.3404</td>
<td>1.389</td>
</tr>
<tr>
<td>Percentage Absorption in</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuel</td>
<td>Clad</td>
<td>Coolant</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>--------</td>
</tr>
<tr>
<td>SUPERB</td>
<td>1.119</td>
<td>1.062</td>
</tr>
<tr>
<td>MONALI (MC)</td>
<td>1.113</td>
<td>1.166</td>
</tr>
<tr>
<td>0.999</td>
<td>0.368</td>
<td></td>
</tr>
<tr>
<td>0.237</td>
<td>0.50</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Results of Square Lattice Benchmark - Poisoned Lattice

<table>
<thead>
<tr>
<th>Burnup (GWd/T)</th>
<th>K-Inf</th>
<th>Number densities in units of 10^24</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-235</td>
<td>Pu-239</td>
<td>Pu-240</td>
</tr>
<tr>
<td>0.0</td>
<td>1.0164</td>
<td>6.573-4</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0180</td>
<td>6.471-4</td>
</tr>
<tr>
<td>2.0</td>
<td>1.0491</td>
<td>6.349-4</td>
</tr>
<tr>
<td>3.0</td>
<td>1.0764</td>
<td>6.210-4</td>
</tr>
<tr>
<td>4.0</td>
<td>1.1042</td>
<td>6.057-4</td>
</tr>
<tr>
<td>5.0</td>
<td>1.1327</td>
<td>5.888-4</td>
</tr>
<tr>
<td>6.0</td>
<td>1.1648</td>
<td>5.704-4</td>
</tr>
<tr>
<td>7.0</td>
<td>1.1764</td>
<td>5.569-4</td>
</tr>
<tr>
<td>8.0</td>
<td>1.1832</td>
<td>5.307-4</td>
</tr>
<tr>
<td>9.0</td>
<td>1.1760</td>
<td>5.104-4</td>
</tr>
<tr>
<td>10.0</td>
<td>1.1655</td>
<td>4.904-4</td>
</tr>
<tr>
<td>Burnup = 0.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code</th>
<th>K-Inf</th>
<th>Relative Power in Pins</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUPERB</td>
<td>1.0164</td>
<td>1.119</td>
</tr>
<tr>
<td>MONALI (MC)</td>
<td>1.0172</td>
<td>1.118</td>
</tr>
</tbody>
</table>
absorption in Gd and hence initially there is a significant overprediction of $K$. The lower depletion rate of Gd results in somewhat closer prediction of $K$ at higher burnups.

### 3.2 Hexagonal Lattice

The hexagonal lattice benchmark [5] was analysed by EXCEL code. The benchmark considers two half pins with about 4% Gd, in a 60° symmetric sector of the fuel assembly type used in VVER-1000 MWe reactor. For calculations the regular lattice (pin cell case), the macrocell with one Gd pin (Supercell case) and the assembly cell case were considered separately. The results are presented in Tables 3 to 5. The results are found to be generally agreeing with the Finnish and Russian results presented at the IAEA meeting. Our results are updated due to reasons given above. There are significant differences noted mainly in Gd pin (BA rod). We give in Tables 4 and 5 the results for BA rod of supercell and assembly cell. It is presumed that the difference in basic cross sections of Gd is more responsible for the deviations.

### 4. VALIDATION WITH EXPERIMENTS

#### 4.1 ZR-6 Experiments

In the ZR-6 facility of Budapest, Hungary, the uniform hexagonal fuel lattice of 1.6% enriched uranium fuel with pitch of 12.7 mm was perturbed regularly by replacing the central and every seventh fuel pin from central pin with either water (H2O) or absorber rods (U3Si,...,U7). The absorber rod contained 0 to 7.5% of Gd, in Al2O3.

Experimental data were presented at a TCM at IAEA [6].

The supercell model of EXCEL code was used to simulate the macrocells. We used the modifications in model mentioned above. The $K_{eff}$ values of zero dimensional diffusion calculations with the recommended measured bucklings are given in Table 6. The percentage deviations in the normalised pin powers of the central macrocell are also given in Table 6. We see that the $K_{eff}$ is overpredicted by about 1%. The pin powers agree within 2%. The spectral ratios (H/He) representing the ratio of U-238 captures to total fissions, were compared for J7 and N7 lattices. They were overpredicted by 8-10% (not included in the table).

#### 4.2 LR-0 Experiments [7]

In the LR-0 facility of Czechoslovakia, 18 fuel assemblies of the hexagonal VVER-440 type reactor constitute the core. In two symmetric assemblies near the central assembly one of the pins is replaced by Gd bearing fuel rods. The Gd content varied from 0.5% to 2.0%. The 2-0 energy release profile at the mid-plane in about 37 pins of the two symmetric assemblies were measured twice for five core configurations.

### Table 1: Results of Hexagonal Lattice Benchmark - Pin cell Case

| Burnup | $K_{inf}$ | $U_{235}$ | Pu-239 | Pu-240 | Pu-241 | Gd-155 | Gd-157
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.4569</td>
<td>(Cold no Xe)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.3686</td>
<td>(Hot no Xe)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>1.30539</td>
<td>8.744-4</td>
<td>1.104-5</td>
<td>1.883-7</td>
<td>8.421-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>1.29324</td>
<td>8.491-4</td>
<td>2.139-5</td>
<td>7.045-7</td>
<td>6.403-8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3000</td>
<td>1.27785</td>
<td>8.252-4</td>
<td>3.070-5</td>
<td>1.419-4</td>
<td>4.952-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>1.26542</td>
<td>8.020-4</td>
<td>3.930-4</td>
<td>2.379-4</td>
<td>4.202-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>1.25287</td>
<td>7.784-4</td>
<td>4.726-4</td>
<td>3.452-4</td>
<td>7.486-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6000</td>
<td>1.24083</td>
<td>7.574-4</td>
<td>5.465-4</td>
<td>4.630-4</td>
<td>1.180-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7000</td>
<td>1.16238</td>
<td>7.295-4</td>
<td>6.474-4</td>
<td>5.657-4</td>
<td>2.019-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>1.15954</td>
<td>6.784-4</td>
<td>7.937-4</td>
<td>1.004-5</td>
<td>3.837-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15000</td>
<td>1.14703</td>
<td>5.822-4</td>
<td>1.020-4</td>
<td>1.749-5</td>
<td>8.747-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20000</td>
<td>1.10507</td>
<td>4.999-4</td>
<td>1.180-4</td>
<td>2.498-5</td>
<td>1.447-5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: Results of Hexagonal Lattice Benchmark - Supercell Case

| Burnup | $K_{inf}$ | $U_{235}$ | Pu-239 | Pu-240 | Pu-241 | Gd-155 | Gd-157
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.3454</td>
<td>(Cold no Xe)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.2463</td>
<td>(Hot no Xe)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>1.20858</td>
<td>4.000-4</td>
<td>0.0</td>
<td>0.0</td>
<td>1.920-4</td>
<td>2.030-4</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>1.20543</td>
<td>3.951-4</td>
<td>1.009-5</td>
<td>9.884-8</td>
<td>4.189-9</td>
<td>1.354-4</td>
<td></td>
</tr>
<tr>
<td>3000</td>
<td>1.20343</td>
<td>3.893-4</td>
<td>1.999-5</td>
<td>4.073-7</td>
<td>3.476-8</td>
<td>1.346-4</td>
<td>9.400-5</td>
</tr>
<tr>
<td>4000</td>
<td>1.20168</td>
<td>3.811-4</td>
<td>2.938-5</td>
<td>9.177-7</td>
<td>1.155-7</td>
<td>1.090-4</td>
<td>6.475-5</td>
</tr>
<tr>
<td>7500</td>
<td>1.19585</td>
<td>3.612-4</td>
<td>5.412-5</td>
<td>3.590-6</td>
<td>7.875-7</td>
<td>4.722-5</td>
<td>1.980-5</td>
</tr>
<tr>
<td>15000</td>
<td>1.18480</td>
<td>3.523-4</td>
<td>7.564-5</td>
<td>6.712-6</td>
<td>5.812-6</td>
<td>5.772-6</td>
<td>3.177-8</td>
</tr>
<tr>
<td>20000</td>
<td>1.17427</td>
<td>3.790-3</td>
<td>1.009-4</td>
<td>1.876-7</td>
<td>7.041-6</td>
<td>3.714-8</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>1.19051</td>
<td>2.371-4</td>
<td>1.157-4</td>
<td>2.734-5</td>
<td>1.274-5</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

(unperturbed and perturbed with the above Gd pins). The mean of the four measured data for a given pin was obtained. Experimental data were presented at a RCM at IAEA.

For calculations we used EXCEL code to obtain five group cross sections of different pin cell types, water rods, poisoned pins, channel and water gap regions and reflector by appropriate supercell calculations. These five group cross sections were then used in a
Table 5: Results of Hexagonal Lattice Benchmark - Assembly Cell Case

<table>
<thead>
<tr>
<th>Number densities in units of $10^{21}$</th>
<th>K-inf of Assembly cell</th>
<th>Isotopic densities for DA rod</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-inf</td>
<td>U-235</td>
<td>Pu-239</td>
</tr>
<tr>
<td></td>
<td>Pu-240</td>
<td>Pu-241</td>
</tr>
<tr>
<td>0</td>
<td>1.1114</td>
<td>(Cold no Xe)</td>
</tr>
<tr>
<td>1000</td>
<td>1.26367</td>
<td>9.884-4</td>
</tr>
<tr>
<td>3000</td>
<td>1.24570</td>
<td>8.334-4</td>
</tr>
<tr>
<td>4000</td>
<td>1.23674</td>
<td>7.367-4</td>
</tr>
<tr>
<td>7000</td>
<td>1.20867</td>
<td>8.346-4</td>
</tr>
<tr>
<td>8000</td>
<td>1.18915</td>
<td>7.277-4</td>
</tr>
<tr>
<td>9000</td>
<td>1.14978</td>
<td>9.281-4</td>
</tr>
<tr>
<td>20000</td>
<td>1.10196</td>
<td>2.357-4</td>
</tr>
</tbody>
</table>

Table 6: Results of SH-6 Experiments with Gd203 Absorber Rods

<table>
<thead>
<tr>
<th>Lattice type Gd203</th>
<th>K-inf</th>
<th>K-eff Pin</th>
<th>% deviation in Relative Pin Powers</th>
<th>Location of water rod or absorber rod</th>
</tr>
</thead>
<tbody>
<tr>
<td>K7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L7</td>
<td>0.0</td>
<td>1.42252</td>
<td>41.56</td>
<td>0.106</td>
</tr>
<tr>
<td>J7</td>
<td>0.2</td>
<td>1.39864</td>
<td>41.36</td>
<td>0.1000</td>
</tr>
<tr>
<td>K7</td>
<td>1.0</td>
<td>1.37995</td>
<td>41.24</td>
<td>0.00287</td>
</tr>
<tr>
<td>L7</td>
<td>2.0</td>
<td>1.37486</td>
<td>41.21</td>
<td>0.00475</td>
</tr>
<tr>
<td>M7</td>
<td>5.0</td>
<td>1.36885</td>
<td>41.12</td>
<td>0.00917</td>
</tr>
<tr>
<td>N7</td>
<td>7.5</td>
<td>1.36610</td>
<td>41.09</td>
<td>0.01088</td>
</tr>
</tbody>
</table>

hexagonal finite difference diffusion code TRIBEX-3D [12]. In the core calculation we represented each individual fuel pin cell region and other heterogeneities explicitly. Reflector thickness equivalent to one additional fuel assembly layer was considered. Axial buckling was adjusted such that the reactor was nearly critical. The r.m.s. error is about 31.

Table 7: LEO Experiments Power distribution comparison

<table>
<thead>
<tr>
<th>Location of measured Gd-155</th>
<th>Percentage Deviation in Relative Pin Powers of Two Gd Pins with Gd203 Confined of</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S.No</td>
</tr>
<tr>
<td></td>
<td>Pi-0</td>
</tr>
<tr>
<td></td>
<td>Pi-0</td>
</tr>
<tr>
<td></td>
<td>Pi-0</td>
</tr>
<tr>
<td></td>
<td>Pi-0</td>
</tr>
<tr>
<td></td>
<td>Pi-0</td>
</tr>
<tr>
<td></td>
<td>Pi-0</td>
</tr>
</tbody>
</table>

hexagonal finite difference diffusion code TRIBEX-3D [12]. In the core calculation we represented each individual fuel pin cell region and other heterogeneities explicitly. Reflector thickness equivalent to one additional fuel assembly layer was considered. Axial buckling was adjusted such that the reactor was nearly critical. Fig.1 gives the relative pin locations within a fuel assembly which are referred to in the following table. Percentage deviations in relative pin powers for the measured locations after normalizing at the measured peak (location 1012) are given in Table 7. For the poisoned pin cases the pin powers relative to no Gd case were obtained and deviations in these are also given in Table 7. We see that Gd  pin powers are predicted within 2%. The maximum pin power deviation is about 5%. The r.m.s. error is about 31.
FIG 1 Location of pins in a LR-0 reactor fuel assembly.

5 CONCLUSIONS

The lattice codes SUPERB and EXCEL and the hexagonal core analysis code TRIHEX-3D have been used to analyse two theoretical benchmarks and ER-6 and LR-0 experimental data on Gd as absorber or burnable absorber rod. It is found that our modelling in our lattice codes are reasonably good to predict the zero burnup $K^+$ and power distributions. With burnup there is still some discrepancy which may be attributed to the Gd cross section data used.
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THE APOLLO-I ASSEMBLY SPECTRUM CODE
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Abstract

APOLLO-I is a general purpose assembly spectrum code, the only used by the Commissariat à l’Energie Atomique (CEA) and by the french utility Electricité de France (EDF) for PWR's calculations. It is also used by the french manufacturer FRAMATOME for reference calculations and, of course, in CEA for development of new reactors and to analyze experimental results.

As its development begun as soon as in 1970, the code and its associated external cross section library, called APOLIB, has been widely tested and qualified, by comparison with experimental results coming from test facilities or EDF's PWRs.

Many studies have been carried out with APOLLO-I as different as reference calculations for PWR using MOX assemblies, or benchmark calculations on fuel dissolver.

The APOLLO-I assembly spectrum code is currently run at the IBM and CRAY computers, and can be easily installed on workstations.

The APOLLO-I code has been widely described in international publications and specially in [1] a very detailed presentation of the code formalism has been presented.

So, in the present paper we will be satisfied with giving in brief the main capabilities and features of the code.

Library. The standard 99 groups APOLIB library contains multigroup cross section data for over 400 isotopes and also pretabulated effective reaction rates used in the frame of selfshielding calculations. This library is continuously improved through modifications in the basic data files and through experimental results taken into account owing to the "search of tendencies" [2].

Selfshielding. For isotopes with epithermal resonances, the selfshielding is performed, according Livolant-Jeannipierre theory [3], and using pretabulated reaction rates of the library.

Flux calculations. APOLLO is based on the resolution of the multigroup integral transport equation by the collision probability method. The choice among the various possibilities offered by the code is rather large: it is possible to deal with one and two-dimension geometries, to take into account an isotropic or a linearly anisotropic scattering, to treat a double heterogenity (media containing a dispersion of grains).

Furthermore it is possible to select either modules based on a rigorous discretisation of the integral transport equation, or modules using physical approximation to simplify calculations. The first ones are used for reference calculation, the seconds for route calculation.

Leakage. The diffusion coefficient and the material buckling are calculated in an equivalent flux-homogenized infinite medium. It is also possible to perform a streaming correction based on Benoist's theory [4].

Depletion calculations. The variation of the isotopic compositions in the various media is taken into account as a function of the burn-up, steps being chosen by the user.

Post processing capabilities. APOLLO-I computes reaction rates and average cross sections for any isotope and any spatial region or energy mesh; but it is also able to generate a set of cross sections either in the APOLIB or NEPLIB formats. The APOLIB library is created in order to homogenize isotopes in space and/or energy, which can be used for other APOLLO transport calculations. The cross sections are created by using the SPH process [5], which allows to generate the same reactions rates as the original calculation.

For the NEPLIB libraries it is exactly the same, but these cross sections are destined to be used in a diffusion calculation code like CRONOS. The NEPLIB structure, whose one parameter is the burnup, is suitable for dealing with water density and temperatures feedback, which are very important for PWRs [6].
For creating a multiparameter (for example burn-up, fuel temperature, water density, xenon concentration, boron concentration) tabulated NEPLIB, a specific feature, the GENALIB module may be used [7]. It allows to generate the full NEPLIB by executing only one job. The process is the following: firstly, basic calculations are performed. At the first and last step, a full grid comprising all the parameters combinations is calculated, but for the other steps, only the nominal combination is calculated. Secondly, the full NEPLIB is got by using a factorisation hypothesis allowing to calculate the full grid for each step from the basic calculations.

Examples: Apart from its utilisation as a main step of a routine code route for PWR's calculations, its versatility and its accuracy allows to deal with many various physical problems.

For instance, it was widely used for neutronic investigations of an advanced pressurised water reactor with spectral shift made in CEA [8].

It was also used to determine the influence on the power peaking factor by using different isotopic compositions for various pins of the same MOX assembly [9].

As a last example, it is possible to quote a recent study devoted to the fuel cycle and to the difficult dissolver calculation problem [10].

CONCLUSIONS

The great versatility of the APOLLO-I assembly spectrum code, the importance and the accuracy of its associated library, the qualification of its formalism allow to deal successfully with many various difficult physical problems, but also to be a very precious step in a routine code route.
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CRONOS: A MODULAR COMPUTATIONAL SYSTEM FOR NEUTRONIC CORE CALCULATIONS
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Abstract

The CRONOS code has been designed to provide all the computational means needed for Pressurized Water Reactor calculations, including design, fuel management, follow up and accidents. CRONOS allows steady state, kinetic and transient multigroup calculations of power distribution taking into account the thermal-hydraulic feedback effects. All this can be done without any limitation on any parameter (energy groups, meshes...).

The code solves either the diffusion equation or the even parity transport equation with isotropic scattering and sources. Different geometries are available such as 1, 2 or 3 dimensions cartesian geometries, 2 or 3D hexagonal geometries and cylindrical geometries. The numerical method is based on the finite difference or finite element methods.

CRONOS 2 has been written with the constant will of optimizing its portability. Presently it is running on very different computers such as IBM 3090, CRAY 1, CRAY 2, SUN 4, MIPS RS2030 or IBM RS5000. A special data structure is used in order to improve vectorization.

CRONOS is based on a modular structure that allows a great flexibility of use. It is implemented in the SAPHIR system which includes assembly calculation code (APOLLO [1]), and thermal-hydraulic core calculation code (FLICA IV [2]). A special object oriented language, named GIBIANE, and a common tool library have been developed to chain the various computation modules of those codes.

1) Cross section representation

The cross sections used come from a group collapse of a two dimensional transport calculation of an assembly in an infinite medium using the APOLLO code in a 99 energy group representation. We have to apply a transport/diffusion equivalence to those cross sections. To do so we modify the library so that the reaction rates in each cell in diffusion theory is equal to the same reaction rate in the transport theory.

The library is tabulated by depletion parameters such as burnup or fluence, by thermal-hydraulic ones - water density, fuel temperature - or even by some characteristic isotope concentrations such as Xenon, Boron or any parameters wished by user. In CRONOS the parameters are stored plane by plane and isotope by isotope, because of the great number of their values. A memory management system is used, so that at any time of the process no more than one plane of the parameters is loaded in the central memory. The calculation either of the macroscopic cross sections or the isotope concentration evolution are vectorized by working on all the cells containing the same medium, at a time.

Regarding homogeneous calculation the cross sections used are coming from the homogenization of heterogeneous ones with the transport flux resulting from the transport assembly code (APOLLO). The homogeneous calculation can be dramatically improved if we use not only constant parameters and isotope concentrations in each homogenized medium but also polynomial space dependent ones. This case induces polynomial space dependent cross sections [3]. The CRONOS code allows to use polynomials up to order 2 in each direction.

2) Weak formulations

2.1 Diffusion calculation (primal form) [4]

Let us consider the simplified one group source problem:

\[-\mathbf{V} \cdot \mathbf{D} \cdot \mathbf{\phi} + \Sigma \mathbf{\phi} = f (r \in \Omega)\]  

with the boundary condition: \( \mathbf{\phi} = 0 \) on \( \Gamma_1 \) \( \mathbf{\phi} = 0 \) on \( \Gamma_2 \)

The weak formulation can be obtained by multiplying the two members of equation (1) by any function \( \mathbf{\psi} \) belonging to the well-known Sobolev space \( H^1_0 \) and by integrating the result over \( \Omega \):

\[ a(\mathbf{\phi}, \mathbf{\psi}) = f(\mathbf{\phi}) \quad \forall \ \mathbf{\psi} \in H^1_0 \]  

with

\[ a(\mathbf{\phi}, \mathbf{\psi}) = \int_{\Omega} (\mathbf{D} \cdot \mathbf{\nabla} \cdot \mathbf{\phi} \cdot \mathbf{\nabla} \cdot \mathbf{\psi} + \Sigma \mathbf{\phi} \cdot \mathbf{\psi}) + \int_{\Gamma_2} \mathbf{\phi} \cdot \mathbf{\gamma} \cdot \mathbf{\psi} \]

\[ f(\mathbf{\phi}) = \int_{\Omega} \mathbf{\phi} \]  

2.2 Transport calculation (primal form) [5]

On each energy group assuming isotropic scattering processes we have:

\[ \mathbf{\mathbf{\nabla}} \cdot \mathbf{\mathbf{\nabla}} \mathbf{\phi} + \Sigma \mathbf{\phi} = \Sigma_t \mathbf{\phi} + Q \]
where \( \phi(r) = \frac{1}{4\pi} \int_S \psi \, d\Omega \) is the scalar flux and \( Q(r) \) for \( r \in E \) is an isotropic source with boundary conditions:

- symmetry \( \phi(\hat{r}) = \phi(-\hat{r}) \)
- vacuum \( \phi(\hat{r} \cdot n = 0) = 0 \) on \( \partial E \times S \)

Following the standard development we derive an equation for the even parity flux:

\[
\vec{\nabla} \phi^e + \vec{\nabla} \cdot \left( \frac{1}{\Sigma} \vec{\nabla} \phi^e \right) + \Sigma \phi^e = \Sigma \psi + Q
\]

with:

\[
\phi^e = \frac{1}{2} \left[ \phi(\hat{r}) + \phi(-\hat{r}) \right]
\]

with boundary conditions:

- symmetry \( \phi'(\hat{r}) = \phi'(\hat{r}) \)
- vacuum \( \phi(\hat{r} \cdot n = 0) = 0 \) on \( \partial E \times S \)

Using the same method as in the diffusion case we get the following weak formulation: (\( \phi \) and \( \psi \) being the even parity fluxes)

\[
a(\phi, \psi) = \int_V f(\phi, \psi) \, dV \quad \forall \psi \in V
\]

where

\[
a(\phi, \psi) = \int_{\partial E} (\vec{\nabla} \phi \cdot \vec{n}) (\vec{\nabla} \psi \cdot \vec{n}) \, d\Omega + \int_{\partial E} |\vec{n} \cdot \vec{\nabla} \phi| |\vec{n} \cdot \vec{\nabla} \psi| \, d\Omega
\]

and

\[
f(\phi, \psi) = \int_E \frac{1}{\Sigma} \phi \, d^2 \Omega + \int_E Q \, d^2 \Omega
\]

This equation has already been well investigated, and has a unique solution.

The "a" bilinear form needs an integration over the angular variable \( \hat{\Omega} \). The usual method to estimate this integral is to use finite differences (Discrete Ordinates Method). Using this method we get a series of coupled variational problems:

\[
a(\phi, \psi) = f(\phi, \psi) \quad \forall \psi \in H^1
\]

with \( \phi = \sum \omega_i \phi_i \) \( \omega_i \) being the quadrature weights

This problem is very close to the diffusion one, except that:

- the unknown space function is replaced by a vector of functions depending on the number of angular points
- cross derivatives appear in the variational forms which do not exist in diffusion

3) Spatial approximation

The 3D reactor core is divided into elements (rectangular parallelepiped ones in the case of the cartesian geometries and equilateral triangles for the hexagonal ones). On each element the flux is expanded over a truncated polynomial basis. A large number of polynomial approximations are provided from which the more used are the Lagrange basis.

We will develop here-after the case of the cartesian geometries. For each variable \( x_i \) the user may choose the degree of the polynomial \( P^i \) between 1 and 3 ; the standard elements available in CRONOS are presented in § 3.3.

The weak form of the diffusion equation involves integrals of basis function products:

\[
M_{ij}^j = \int_{E} P^j_i(x).P^i_j(x) \, dx
\]

\[
S_{ij}^j = \int_{E} \psi P^j_i(x) \, dx
\]

Two improvements have been added to the standard calculations : choice of a basis reducing the number of terms to be accounted for, and numerical integration [6].

3.1 Refined basis

In order to speed up the numerical solution, the \( P^i_i \) polynomial are chosen so that the number of \( M_{ij}^j \) non equal to zero is minimized : our basis being factorized, the treatment is presented in [6]. If the standard Lagrange polynomials are used (corresponding to the nodes), no element of \( M_{ij}^j \) is equal to zero. In our treatment the polynomials corresponding to the edges of the element core are kept. The others are replaced by orthogonal linear combinations of them. These combinations are chosen to be orthogonal to the first two polynomials.
Figure 1 presents the third order $M_{ij}^k$ matrix corresponding to the standard and modified basis: the number of terms is reduced from 16 to 6.

\[
\begin{bmatrix}
\vdots & \vdots \\
\vdots & \vdots \\
\end{bmatrix}
\quad \begin{bmatrix}
\vdots \\
\vdots \\
\end{bmatrix}
\]

Standard Lagrange $M_{ij}^k$ matrix  \quad Modified $M_{ij}^k$ matrix

3.2 Numerical integration providing super-convergence

The standard finite element method is based on analytical calculation of equations (10) and (11); some theoretical attempts have shown that better results may be obtained if these integrals are computed using Gauss formula; all the polynomials of our basis being of the same order $q$, the Gauss formula using $q$ integration points had to be used. This formula integrates rigorously polynomials of order $2q-1$; the $S_{ij}^k$ matrix is exact but an integration error remains for $M_{ij}^k$ (the order of the integral being $2q$).

Another interesting property of the numerical integration is to use the Gauss Lobatto Integration formula. It can be shown that in this case and for the linear approximation we obtain the vertex centered finite difference approximation (the $M_{ij}^k$ matrix is then diagonal). This one leads to more regular matrices and this can be used to improve the vectorization. A special treatment for this kind of matrices is done in CRONOS (it will be described later in this paper).

3.3 Set of implemented elements

The 3D basis are tensorial products of 2D basis with 1D axial basis.

- Two dimensional cartesian elements
  - Standard linear Lagrange
  - Linear Lagrange using Gauss formula
  - Linear Lagrange using Gauss Lobatto formula (vertex centered finite differences VCDF)

- Two dimensional hexagonal elements
  - Standard Linear Lagrange
  - Linear Lagrange using Gauss Lobatto formula (vertex centered finite differences)
  - Standard Parabolic Lagrange

- Axial elements
  - Linear Lagrange
  - Linear Lagrange using Gauss formula
  - Parabolic Lagrange
Mixed diffusion approximations have been recently applied to the diffusion equations [7]. This method is based on a numerical approximation of the equation that links fluxes and currents. Two kinds of approximations can be considered.

The first one is a mixed primal approximation which needs a flux continuity at the element boundary (currents can be discontinuous). It can be shown that this approximation is equivalent to the classical primal one. So it is of no interest.

The second method is the mixed dual approximation. In this case the flux can be discontinuous and the current has to be partly continuous at the element boundaries. This method is quite interesting, it presents some relations with the nodal methods [8]. Moreover the numerical integration of the linear current approximation leads to the classical mesh centered finite difference method (MCDF).

4.1 Method

The mixed dual variational formulation can be written as follows:

\[
\begin{align*}
\text{Find } (\phi, u) &\in H_0,\Gamma_1 \times L^2(\Omega) \text{ so that } \\
\int_{\Omega} \nabla \cdot \phi + \Sigma \cdot u v &= 0 \\
\int_{\Omega} -\nabla \cdot \phi + \Sigma \cdot u v &= \int_{\Omega} f v
\end{align*}
\]

with \(H_0,\Gamma_1 \times L^2(\Omega) = \left\{ \phi \in H(\text{div}, \Omega) \mid \phi \cdot n = 0 \text{ on } \Gamma_1 \right\} \)

This problem has a unique solution which is \((\nabla u, u)\), where \(u\) is a solution of the initial source diffusion problem.

4.2 Finite element approximation

The spaces \(H_0,\Gamma_1 \times L^2(\Omega)\) are approximated by finite dimensional spaces:

\[
Q_h = \left\{ q_h \in H_0,\Gamma_1 \text{ such that } q_h |_{\Gamma_1} \in Q_K \right\}
\]

\[
V_h = \left\{ v_h \in L^2(\Omega) \mid v_h |_{\Gamma_1} \in P_K \right\}
\]

built on a triangulation, \(T_h\), \(P_K\) and \(Q_K\) being polynomial spaces. Usually \(Q_K\) and \(P_K\) are Raviart and Thomas spaces:

\[
Q_K = P_{m,1,m} \times P_{m,m+1} \quad P_K = P_{m,m} \quad m \text{ being a given integer.}
\]

4.3 Set of implemented elements

\[
\begin{array}{ccc}
\text{Flux} & \text{Current} \\
\text{Standard Linear} & \text{Mesh centered FD} \\
\text{Standard Parabolic} & \text{Standard Parabolic}
\end{array}
\]

5) Numerical resolution

The element discretization leads to large 3D matrices. Due to the special choice of the finite element basis (tensorial product of 2D and 1D basis) the 3D matrix has a block symmetric structure in each energy group. Each block represents coupling terms between plans.
The iterative scheme used to solve eigenvalue problems (power iteration accelerated by Chebychev or $L^2$ minimization) or to solve steps equations in the kinetic problems, needs the resolution of 3D systems within each energy group. These systems are solved iteratively by the usual axial block SOR method. The 2D plane block systems are solved by a direct Choleski method or by iterative methods.

A specific numerical treatment and data storage of the linear system is used when CRONOS runs on vector computers as CRAY1 or CRAY2. For a rectangular mesh grid, the non zero terms appear only on a small number of subdiagonals (5 subdiagonals for the linear Lagrange approximation and 13 for the parabolic Lagrange). When CRONOS runs on a vector computer the matrices are stored subdiagonal by subdiagonal, some zero terms being added so that all the stored terms on a subdiagonal have a constant increment. Thus all the matrix vector products are fully vectorized. The matrix system are solved iteratively using special vectorized preconditioners based on finite difference system structure.

6) Special treatment of finite difference systems

In the finite difference approximation the matrices do not represent the main storage requirements. The iteration process to get the eigenvalue takes an important part of the computing time, so we have used special vectorization methods. Here-below we will consider the case of axial finite difference.

6.1 Matrix normalization

At each iteration of the power method, we have to solve a linear system, which is solved using a line Jacobi preconditioning method:

$$\begin{align*}
(D + A_y)\psi_{n+1}^y &= b - (A_y + A_z)\psi_{n+1}^y \\
\psi_{n+1}^0 &= \psi_n
\end{align*}$$

Where $A_y$ (resp. $A_z$) represents the coupling terms along the X (resp. Y, Z) axis.

Decomposing $(D + A_z)$ in the Choleski form as in equation (14),

$$D + A_z = LL^T = LL^T \delta$$

(where $L$ is an unitary lower triangular matrix and $\delta$ a diagonal matrix)

multiplying all the matrices by $\delta^{-1}$ and taking as new unknown $\psi = \delta\psi$

we get a new eigenvalue problem with $\psi$ as unknown. The associated inner iteration can be written:

$$L L^T \psi_{n+1}^y = \delta^{-1} b - (\delta^{-1} A_y \delta^{-1} + \delta^{-1} A_z \delta^{-1}) \psi_{n+1}^y$$

We thus avoid operations on diagonal terms. Equation (15) can be solved in vector mode by solving all the tridiagonal systems along $X$ simultaneously.

6.2 Acceleration methods

The inner iterations are accelerated by a conjugate gradient method.

Regarding the power iterations the acceleration is done by using a finite element coarse mesh rebalancing method. If we consider a finite element representation of the flux $\phi$ developed on a basis $P_k$:

$$\phi_n = \sum P_k \phi_{kn}$$

on each element

$$\phi = \sum P_k \phi_{kn}$$

Instead of looking for $\phi$ in the $P_k$ basis, we represent it on the $P_k \phi_{kn}$ basis, where $\phi_{kn}$ is the fine flux obtained at iteration $n$ of the power method.

This leads to the finite element matrix system:

$$A_{kj} = a(k,j) = \int D \nabla.(P_j \phi_{kn}) P_k \phi_{kn} + \Sigma P_k P_j \phi_{kn}^2$$

This system is very similar to a classical finite element system except that some source matrices are no more symmetrical. All the usual finite element bases available in CRONOS can be used (linear, parabolic, cubic).

This acceleration method allows a good vectorization rate, so it is very efficient on vector processors such as CRAY-1 and CRAY-2.

7) Kinetic approximation [9]

We consider the standard kinetic equations, each of the precursor equations being integrated over the time variable.

$$\begin{equation}
\frac{1}{\lambda} \frac{\partial}{\partial t} C_{ij}(r,t) = \int V \nabla \phi_{ij} \cdot \mathbf{S}_{ij} + \int V \nabla \phi_{ij} \cdot \mathbf{S}_{ij} + \int V \nabla \phi_{ij} \cdot \mathbf{S}_{ij} + \int V \nabla \phi_{ij} \cdot \mathbf{S}_{ij} + \int V \nabla \phi_{ij} \cdot \mathbf{S}_{ij}
\end{equation}$$

$$C_i(r,t) = C_i(r) \ e^{-\lambda t} + \int V \ e^{-\lambda (t-s)} \left( \int V \nabla \phi_{ij} \cdot \mathbf{S}_{ij} + \int V \nabla \phi_{ij} \cdot \mathbf{S}_{ij} + \int V \nabla \phi_{ij} \cdot \mathbf{S}_{ij} + \int V \nabla \phi_{ij} \cdot \mathbf{S}_{ij} + \int V \nabla \phi_{ij} \cdot \mathbf{S}_{ij} \right) \ ds$$

where $C_i$ is the density of the $i$th group of precursors.

The kinetic equations are discretized using a finite element representation for the spatial variable. The flux is developed on a finite element basis $P_i$:

$$\phi_{ij}(r,t) = \sum P_i \phi_i(t) P_j(r)$$

(20)
The time interval \([0,T]\) is divided into time steps \([t^p, t^{p+1}]\). On each one we suppose:

- A linear variation of the cross sections

\[
\Sigma(t) = \Sigma_l(t) + \Sigma_{l+1}(t)
\]

\[
\Sigma_l(t) = \frac{t - t^p}{t^{p+1} - t^p} \Sigma_l(t^p) + \frac{t^{p+1} - t}{t^{p+1} - t^p} \Sigma_l(t^{p+1})
\]

- An approximation of the flux coefficients \(\varphi_{lk}\) which depends only on their values at the limits of the time step.

\[
\varphi_{lk}(t) = \varphi_{lk}^p \omega_{lk}(t) + \varphi_{lk}^{p+1} \omega_{lk}^{p+1}(t)
\]

Then discretized kinetic equations are obtained by projection on the finite element basis and integration over the time step. On each step we have then to solve the following linear system:

\[
A \varphi_{p+1}^p = - A \varphi^p + R_p
\]

where \(R_p\) is a source vector representing the neutrons yielded by the precursors.

Different choices for the \(\omega\) functions lead to different schemes:

- The Crank-Nicolson scheme:

\[
\omega = 1
\]

\[
\omega = \lambda_p = 1 - \frac{1}{2}
\]

- The implicit backward scheme:

\[
\omega = (1-u) \frac{1}{1-3u}
\]

\[
\omega = u \frac{4}{4-3u}
\]

with \(u = \frac{t - t^p}{t^{p+1} - t^p}\).

9) Fine flux reconstruction

One of the recent developments in the core calculation codes is the local flux reconstruction. In the case of the finite element method the solution we have developed and implemented in CRONOS is based on a superposition of a fine shape spectrum to the result of an homogeneous calculation:

\[
\varphi_{ij}^{f} = \varphi_{ij}^{h} + \varphi_{ij}^{f}
\]

where \(\varphi_{ij}^{f}\) is the reconstructed flux in location \((i,j)\) for the \(g\)th energy group, \(\varphi_{ij}^{h}\) is the homogeneous flux and \(\varphi_{ij}^{f}\) is the fine shape factor.

The fine shape factors are calculated in the case of infinite medium calculations or lattice calculation representative enough of the situation encountered in a core.

\[
\varphi_{ij}^{h} = K_{ij} \varphi_{ij}^{f}
\]

where \(\varphi_{ij}^{h}\) is the local flux resulting from an heterogeneous lattice or infinite medium calculation and \(\varphi_{ij}^{f}\) is the one coming from the homogeneous calculation of the same problem.

This local flux reconstruction method can be integrated into an iterative homogenisation/flux reconstruction process to solve an heterogeneous problem by successive homogeneous calculations.

9) Other physical possibilities

9.1 Depletion calculation

As we said before cross sections come from the Apollo assembly code. They are tabulated by depletion parameters (burn-up for the fissile zones or fluence for the other media). The macroscopic cross section is given by the following formula:

\[
\Sigma (bu,r) = \Sigma_0 (bu,r) + \sum_l c_0^l (r) \sigma_l (bu,r)
\]

where \(c_0^l\) is the isotopic concentration and \(\sigma_l (bu,r)\) is the microscopic cross section.

The depletion calculations are done in two steps. The first one updates the depleted variables for the different zones. In case of polynomial space dependant parameters each polynomial is expanded over a nodal basis and a burn-up or fluence calculation is performed for each node.

The second steps consists in the resolution of evolution equation to update the isotopic concentrations. These equations take into account any kind of radioactive decay. For each zone and node within the medium the differential equation is solved by a Runge-Kutta method. The calculations are vectorized when they are run on the CRAY computers.

9.2 Thermal-hydraulic feedback effects

Cross sections can also be tabulated by thermal-hydraulic parameters (such as fuel temperature and moderator density). Presently two modules have been implemented in CRONOS Z. They are based on a simplified model treating fuel conduction and heat transfer through the gap between the fuel pellet and the clad. The exchange heat transfer coefficient can be given by the user. In each thermal mesh the enthalpy rise is proportional to the power.
The thermal-hydraulic mesh can be coarser than the neutronic one. In the next future the coupling with the FLICA IV system will provide more accurate methods.

The thermal-hydraulic feedback is obtained by a simple iterative process that alternates neutronic modules, which calculate power distributions, and thermal-hydraulic modules, that deduce from them the new values of the parameters, inducing a new set of macroscopic cross sections.

10) The data processing system

The CRONOS 2 system has been organized into a modular structure and uses three auxiliary software package the ESOPE precompiler for data structuralization and dynamic management, the ARCHIVE modules for permanent data storage and the GIBIANE macro-language program.

10.1 The ESOPE system

The ESOPE language is a super-set of FORTRAN 77 allowing storage management controlled by the system itself. The precompiler generates FORTRAN 77 source code. Each of the data used in the programs are arranged into entities called "segment". Each of the segments are activated and desactivated before and after their use. The ESOPE system manages itself the central memory allocated by the user and a disk overlapping zone. At each activation of a segment the ESOPE system can write on the disk memory an already desactivated segment. This is done with a total transparency for the user.

The special structuration of the data in CRONOS is done so that the maximum memory size of each segment cannot exceed the storage of a 2D plane, so each of the 3D calculations can run with the same central memory as the one needed for a 2D calculation.

It is also interesting to mention that ESOPE allows object oriented programming.

10.2 The GIBIANE macro-language

The logical chaining of the computing modules is controlled by the GIBIANE system. Each of them have input and output data which are gathered into collections of ESOPE segments named "structure". They are defined by a name, a type and a pointer. A special object oriented language has been defined. The GIBIANE language allows to execute a module giving its name and the name of the input and output data structures. Thus the users can define their own algorithms.

10.3 The ARCHIVE modules

The ARCHIVE system is a set of modules that allows the users to read or write structures on a storage device. This can be done either in a binary or a formatted record that allows the transfer of those data from computer to computer.

10.4 The post-treatment modules

The CRONOS code manage a huge amount of numerical values (parameters, cross sections, matrices, flux, power etc.). A lot of modules have been implemented in the code in order to help the user to analyse the calculation results. Those modules can display synthetic listing editions and graphical visualisation of various physical quantities such as reaction rates, power distribution, integrated fluxes, albedos, cross sections... The graphical modules can display geometries, power distribution maps, isopower or iso-flux curves and power or flux shapes.

11) Examples of calculations

11.1 Diffusion core calculation

- Cartesian geometry

Table 1 gathers the results of various methods and approximations available in CRONOS to solve a typical 2D calculation for a french 900 MWe PWR. Those results take into account the feedback effects. Those results are developed and commented in a companion paper by J. Krebs, M.C. Laigle, R. Lenain, G. Mathonnier and A. Nicolas [10].

Table 1
Various diffusion results with feedback effects for the same 2D core problem

<table>
<thead>
<tr>
<th>Ref</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Homog</td>
<td>Homog</td>
<td>Homog</td>
<td>Homog</td>
<td>Homog</td>
<td>Heter</td>
<td>Heter</td>
</tr>
<tr>
<td>Approx</td>
<td>CL16</td>
<td>CL16</td>
<td>PL98</td>
<td>PL98</td>
<td>V.C.FD.</td>
<td>M.C.FD.</td>
<td>V.C.FD.</td>
</tr>
<tr>
<td>Neut.mesh</td>
<td>2x2</td>
<td>1x1</td>
<td>1x1</td>
<td>2x2</td>
<td>8x8</td>
<td>8x8</td>
<td>17x17</td>
</tr>
<tr>
<td>Ther.mesh</td>
<td>2x2</td>
<td>1x1</td>
<td>1x1</td>
<td>2x2</td>
<td>1x1</td>
<td>1x1</td>
<td>1x1</td>
</tr>
<tr>
<td>Keff</td>
<td>0.99961</td>
<td>1.03433</td>
<td>-3414.</td>
<td>-0.66</td>
<td>0.30</td>
<td>-12.</td>
<td>-0.34</td>
</tr>
<tr>
<td>K0</td>
<td>1.03421</td>
<td>1.03421</td>
<td>1.03421</td>
<td>1.03421</td>
<td>1.03421</td>
<td>1.03421</td>
<td>1.03421</td>
</tr>
<tr>
<td>Max ΔP</td>
<td>-0.66</td>
<td>0.90</td>
<td>0.20</td>
<td>2.58</td>
<td>3.80</td>
<td>0.80</td>
<td>2.08</td>
</tr>
<tr>
<td>S(γ)</td>
<td>-0.30</td>
<td>0.47</td>
<td>0.16</td>
<td>1.42</td>
<td>2.01</td>
<td>0.38</td>
<td>1.08</td>
</tr>
<tr>
<td>Δ Keff</td>
<td>-2.</td>
<td>31.</td>
<td>4.</td>
<td>-59.</td>
<td>91.</td>
<td>32.</td>
<td>-190.</td>
</tr>
<tr>
<td>Δ K0</td>
<td>-12.</td>
<td>44.</td>
<td>7.</td>
<td>-92.</td>
<td>137.</td>
<td>25.</td>
<td>-178.</td>
</tr>
<tr>
<td>Δ Leakage</td>
<td>-10.</td>
<td>-13.</td>
<td>-3.</td>
<td>32.</td>
<td>46.</td>
<td>7.</td>
<td>-12.</td>
</tr>
<tr>
<td>Δ Pmax</td>
<td>-0.31</td>
<td>-0.54</td>
<td>-0.08</td>
<td>1.25</td>
<td>1.79</td>
<td>0.31</td>
<td>-0.92</td>
</tr>
</tbody>
</table>
Table 2 shows the power distribution in the core, for the reference case. This distribution is renormalized so that the average power over the core is equal to 1.

Table 2
2D assembly per assembly power distribution

<table>
<thead>
<tr>
<th>0.961</th>
<th>0.764</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.039</td>
<td>1.178</td>
</tr>
<tr>
<td>1.168</td>
<td>1.023</td>
</tr>
<tr>
<td>0.863</td>
<td>0.911</td>
</tr>
<tr>
<td>1.225</td>
<td>1.249</td>
</tr>
<tr>
<td>1.049</td>
<td>1.076</td>
</tr>
<tr>
<td>0.989</td>
<td>1.180</td>
</tr>
<tr>
<td>0.805</td>
<td>0.989</td>
</tr>
</tbody>
</table>

CRONOS 2 allows to do 3D heterogeneous core calculation which represent around 10 million unknowns and a 306 X 306 X 50 calculation mesh for an entire core. We present in Table 3 the result of such a calculation in the case of a uniform zero burnup 900 MWe PWR core (quarter core), using for both calculations the same set of cross sections.

Table 3
3D heterogeneous quarter core calculation

<table>
<thead>
<tr>
<th>Approximation</th>
<th>Keff</th>
<th>Power peak</th>
<th>CPU time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh Centered FD</td>
<td>1.24806</td>
<td>3.560</td>
<td>806 / 1015</td>
</tr>
<tr>
<td>Vertex Centered FD</td>
<td>1.24993</td>
<td>3.556</td>
<td>721 / 1058</td>
</tr>
</tbody>
</table>

- Hexagonal geometry

Hexagonal core calculations have been done with CRONOS on tight lattices core studies. Table 4 shows the comparison of the different approximations available in the code for a sixth core calculation, the core being composed of 11 concentric rings of assemblies.

Table 4
Hexagonal core results comparison

<table>
<thead>
<tr>
<th>Approximation</th>
<th>ΔKeff</th>
<th>ΔPmax</th>
<th>ΔCPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>HXL7</td>
<td>- 0.2</td>
<td>- 0.7</td>
<td>0.11</td>
</tr>
<tr>
<td>HXL7c</td>
<td>- 0.3</td>
<td>- 0.8</td>
<td>0.15</td>
</tr>
<tr>
<td>HXL7s</td>
<td>- 0.4</td>
<td>- 0.9</td>
<td>0.33</td>
</tr>
<tr>
<td>HXL19</td>
<td>- 0.5</td>
<td>- 1.0</td>
<td>0.30</td>
</tr>
<tr>
<td>HXL19c</td>
<td>- 1.0</td>
<td>- 1.5</td>
<td>1.01</td>
</tr>
<tr>
<td>HXL19s</td>
<td>- 1.5</td>
<td>- 2.0</td>
<td>1.00</td>
</tr>
<tr>
<td>Reference: HXC37</td>
<td>1.08851</td>
<td>1.801</td>
<td>401</td>
</tr>
</tbody>
</table>

Table 5
Eigenvalues of the 2D transport test

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Approx</th>
<th>Diffusion</th>
<th>s2</th>
<th>s4</th>
<th>s8</th>
</tr>
</thead>
<tbody>
<tr>
<td>20X20</td>
<td>LL4</td>
<td>1.18324</td>
<td>1.18314</td>
<td>1.18354</td>
<td>1.18348</td>
</tr>
<tr>
<td>20X20</td>
<td>P19</td>
<td>1.18401</td>
<td>1.18323</td>
<td>1.18439</td>
<td>1.18432</td>
</tr>
<tr>
<td>40X40</td>
<td>LL4</td>
<td>1.18382</td>
<td>1.18373</td>
<td>1.18419</td>
<td>1.18412</td>
</tr>
<tr>
<td>60X60</td>
<td>LL4</td>
<td>1.18401</td>
<td>1.18393</td>
<td>1.18440</td>
<td>1.18433</td>
</tr>
<tr>
<td>80X80</td>
<td>TWODANT</td>
<td>-1</td>
<td>1.18293</td>
<td>1.18442</td>
<td>1.18426</td>
</tr>
</tbody>
</table>

11.2 Transport calculations

Table 5 shows the Keff results using various fine mesh, angles order and Finite Element. This is done for a 2D transport test problem representing a non fissile absorbing zone (40 X 40 cm, σ = 2., σ = 0.), surrounded by a fissile medium (20 cm thick, σ = 1., σ = 0.5, σ = 1.). The boundary conditions are supposed to be vacuum ones. A paper to be submitted to the Pittsburgh ANS meeting next spring will develop this implementation.
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Abstract

Standard synthesis method in control rod ejection analysis is usually over-conservative and may affect significantly the PWR project parameters. A 3D kinetic applied to standard safety analysis and to a series of penalizing transients (simultaneous ejection of 2 rods) is presented here. For this purpose a 3D kinetic code involving 2-group time dependent diffusion and fine thermal-hydraulic models was developed at FRAMATOME. The large number of meshes used (30000 to 45000) allows a sufficient accuracy to clearly show the margins imposed by the standard approach.

INTRODUCTION

A typical application of such a 3D kinetic code to the study of a rod ejection in a PWR is presented here. In such reactors, the introduction of clusters is made by gravity starting from the uppermost part of the core. Rod ejection is an accident which could occur in case of rupture of the control rod drive mechanism casing located on the top of the pressure vessel. This rupture would affect the primary system pressure (155 bars) and this could propel the rod out of the core at a very high speed. When the reactivity worth is high, the ejection could bring up the core to be prompt-critical. The consequences of the increase in nuclear power on the fuel integrity have to be examined. This accident, rated ANS condition IV, should lead neither to a stored energy of more than 840 J/g at the hot point, nor to an excessive clad temperature. Respect of these criteria commonly leads to set up rod bank insertion limits.

In this presentation, the results of the 3D and standard methods in term of global core behaviour (nuclear power), local energy and temperature variations for various initial conditions and rod worth are compared. Two types of transients are considered. First type transients are classical cases of project studies, selected on 1450 MWe or 1300 MWe plants (referred as N4 and P4 in the text), leading to violation of criteria under the standard approach. Second type are more pessimistic ones (simultaneous ejection of two rods).

The standard FRAMATOME method for rod ejection analysis is based on a synthesis of 2D static discrete (with frozen feedbacks) and 1D kinetic calculation, followed by thermal calculation for the hot spots. This simplified method allows to analyse a great number of situations, particularity in case of load follow, regarding to computing time required...
by 1D code. However this method is usually much more conservative than
direct 3D kinetic calculation. So this analysis aims at pointing out the
margins that could be gained with 3D kinetic calculations.

METHODOLOGY

Code description:

CESAR is a 3-dimensional, diffusion, kinetic code. It solves the two-
group diffusion equation in rectangular lattice. Macroscopic cross sections
are tabulated as a function of burnup and adjusted in every meshes to take
into account all pointwise feedback effects (xenon, boron concentration,
water density, spectral effect).

CESAR neutron model solves a system of eight time dependent
differential equations: the two group neutron balance and the six delayed
neutron precursor equations. Time integration is performed by the Krank-
Nicholson method and space integration by finite differences with centered
meshes. Delayed neutron parameters are evaluated as a function of the fuel
local characteristics in each mesh by polynomial expansion.

CESAR thermal model solves heat transfer equation in R-Z geometry in
each axial element of a channel. Various correlations are used to describe
the fuel thermal properties and heat transfer in the gap and clad surface.
Effective temperature required for Doppler feedback calculation is esti-
mated by the Rowland's formula. In addition, the code includes a decay heat
model.

The number of meshes in the core description only depends on computer
memory size. Our CRAY-XMP allows about 50,000 meshes i.e. 30 to 40 axial
meshes and 4 meshes per assembly for full core computations, to 9 for
reduced samples.

Figure 1 shows an example of graphical display provided by the post-
processor of the code, for a transient calculation.

Synthesis method:

In conventional 2D-1D approach, the two and one dimensional calcula-
tions are statics with frozen feedback conditions. They provide the radial
and axial peaking factors, respectively called $F_{xy}$ and $F_z$. The hot spot
factor ($F_Q$) is approximated by (1) and (2):

$$F_{Qi} = F_{xyi} * F_{zi}$$
$$F_{Qf} = F_{xyf} * F_{zf}$$

(1)
(2)

During the ejection, change in $F_Q$ is supposed to be linear. Change of
mean core power as a function of time is calculated with the ID kinetic
code. The hot spot power evolution is then estimated by (3):

$$P_{max}(t) = F_Q * P(t)$$

(3)

Design assumptions:

In order to compare thermal results such as fuel and clad temperature
and stored energy to criteria, project penalties are added on $F_Q$ and the

CALCULATIONS AND RESULTS

Table I summarizes the sample of 9 cases presented here. Cases 1 to 5
present the higher level of realism. They are selected on P4 and P4
plants at different power level for peripheral rods (fig 2). Cases
1, 2 and 5 are transients used as design basis of standard safety analysis.

The next three cases, in table I, allow to appreciate the consequences
on transient of the position of ejected rod: in these cases, rods have
the same worth, but they are inserted at different locations. The last case,
the most hypothetic one, shows the behaviour of the reactor in presence of
a reactivity insertion of very high magnitude.

Table II summarises the main thermal results selected on P4 cases,
obtained with both 3D and synthesis methods. Thermal parameters of interest
are the temperature in the center of the pellet ($T_f$ max), the clad
temperature ($T_c$ max) and energy stored for the fuel pellet at the hot spot.
TABLE I
Presentation and summarize of studied cases

<table>
<thead>
<tr>
<th>CASE NUMBER</th>
<th>PLANT</th>
<th>INITIAL POWER LEVEL</th>
<th>INITIAL ROD INSERTION % N P</th>
<th>ROD POSITION</th>
<th>ROD WORTH pcu</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N4</td>
<td>100</td>
<td>D, 55% IN</td>
<td>J3</td>
<td>455</td>
</tr>
<tr>
<td>2</td>
<td>N4</td>
<td>0</td>
<td>D, C, B resp. at 83, 65, 15% IN</td>
<td>N5</td>
<td>770</td>
</tr>
<tr>
<td>3</td>
<td>P4</td>
<td>100</td>
<td>R, 30% IN</td>
<td>H14</td>
<td>200</td>
</tr>
<tr>
<td>4</td>
<td>P4</td>
<td>40</td>
<td>R, M1, G1, G2</td>
<td>H14</td>
<td>520</td>
</tr>
<tr>
<td>5</td>
<td>P4</td>
<td>0</td>
<td>R, N1, M2, G1, G2</td>
<td>D12</td>
<td>670</td>
</tr>
<tr>
<td>6</td>
<td>P4</td>
<td>100</td>
<td>R, 100% IN</td>
<td>H14</td>
<td>750</td>
</tr>
<tr>
<td>7</td>
<td>P4</td>
<td>100</td>
<td>R, 100% IN</td>
<td>H11</td>
<td>750</td>
</tr>
<tr>
<td>8</td>
<td>P4</td>
<td>100</td>
<td>R, 100% IN</td>
<td>H8</td>
<td>750</td>
</tr>
<tr>
<td>9</td>
<td>N4</td>
<td>0</td>
<td>ALL RODS IN</td>
<td>J3+H2</td>
<td>4300</td>
</tr>
</tbody>
</table>

Figure 2 Control rod pattern on P4 (2 a) and N4 (2 b) plants

TABLE II
Comparative thermal results on P4 plant

<table>
<thead>
<tr>
<th>Case 3</th>
<th>3D</th>
<th>Synthesis</th>
<th>Case 4</th>
<th>3D</th>
<th>Synthesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tf max (C)</td>
<td>2100</td>
<td>2400</td>
<td>Tf max (C)</td>
<td>2110</td>
<td>2460</td>
</tr>
<tr>
<td>Tc max (C)</td>
<td>820</td>
<td>855</td>
<td>Tc max (C)</td>
<td>990</td>
<td>1190</td>
</tr>
<tr>
<td>Stored En</td>
<td>440</td>
<td>520</td>
<td>Stored En</td>
<td>490</td>
<td>610</td>
</tr>
<tr>
<td>J/g</td>
<td></td>
<td></td>
<td>J/g</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 5</td>
<td>3D</td>
<td>Synthesis</td>
<td>Case 6</td>
<td>3D</td>
<td>Synthesis</td>
</tr>
<tr>
<td>Tf max (C)</td>
<td>750</td>
<td>1070</td>
<td>Tf max (C)</td>
<td>2660</td>
<td>3630</td>
</tr>
<tr>
<td>Tc max (C)</td>
<td>410</td>
<td>460</td>
<td>Tc max (C)</td>
<td>1080</td>
<td>1430</td>
</tr>
<tr>
<td>Stored En</td>
<td>170</td>
<td>230</td>
<td>Stored En</td>
<td>630</td>
<td>1120</td>
</tr>
<tr>
<td>J/g</td>
<td></td>
<td></td>
<td>J/g</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These parameters are to be compared with safety criteria related to rupture threshold of fuel rods. They are based mainly on results of SPERT experiment [Ref 1]. Criteria used in FRAMATOME are:
- Fuel enthalpy at hot spot should be lower than 940 J/g for fresh fuel and 840 J/g for spent fuel.
- Fuel centerline melting is limited to 10% of pellet volume at hot spot.
- Clad temperature should not exceed 1480 C.

Table III shows up, that in cases 3 and 4, the clad center temperature approach the limit (2600 C) with synthesis method. The use of a 3D model leads to release of about 15% on margins in case 6, 3D fuel temperature is close to the limit when synthesis method exceeds it of 36%

Moreover, these results indicate that the extra-margin due to the synthesis method are strongly related to the ejected rod worth 14% for 200 pcm to 36% for 750 pcm.

ANALYSIS AND DISCUSSION OF RESULTS

In this paragraph we analyse the origin of the conservatism in the synthesis method for rod ejection analysis to be studied margins on hot peaking factor and on mean core power calculation.

Nuclear power behaviour

Core power behaviour is approximately the same in all cases. However, the maximum core power can be reached between 110 to 140 as depending on the starting fuel temperature (300 to 800 C ) and its value depends on the ejected rod worth. Figure 3 shows, for case 2, a large difference in 3D and 1D calculated nuclear power peak. Conservatism is here very large (about 100%).
In synthesis method the hot spot factor is calculated with frozen feedback in both 1D and 2D codes, so that flux flattening due to Doppler effect is not taken into account. Consequently conservatism on FQ can reach 50% as it is shown on figure 6. Moreover in this approach the decrease of FQ according to fuel heatening is not considered since the maximum value is imposed from the peak time to the scram.

Effects of partial initial insertion:
1D rod worth are adjusted on 2D calculations which supposes a fully inserted rod. With partially inserted rod, 1D and 3D worth results are different: in cases 1 and 2, 3D rod worth static results are respectively 455 and 550 pcm, whereas 1D results give 540 and 600 pcm. This difference is explained by the fact that the 3D axial assembly flux is more shifted toward the bottom than the 1D average axial core flux. Associated conservatism can reach 100% (Figure 7).

Simultaneous ejection of two rods:
Now let's see what happens when the reactor is driven to extreme eventuality: the simultaneous ejection of two adjacent rods, both of which belong to control banks of high efficiency. It's not a very realistic situation because the core is supposed to be critical.

This accident is much more rapid and violent than in previous cases. Prompt criticality is attained after only 30 ms, when the rods are 30% withdrawn.

The power peak is attained at 40 ms. Locally, the power hits 3000 times its nominal value. Power immediately falls, thanks to the Doppler effect, but built-in reactivity of the two rods is sufficient to bring up the core prompt critical again. This explains, what it is shown on figure 8. Note that maximum fuel temperature reaches 2670 C in H2 assembly. The fuel melting criteria is slightly exceeded but clad temperature limit, in this case is violated. Stored energy reaches 840 J/g at 120 ms.
The rod ejection analyses presented here shows that:

- the transients in the safety report were up to now very conservatively analysed.
- out of design basis transients , such as two simultaneous rods ejection do not lead to very extreme conditions on the fuel rods , as could be supposed.
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Abstract
The present work involves a validation of the nuclear data processing and calculational system, presently used at Centro Atomico Bariloche (CAB), for its application to High Conversion Reactors (HCR) fuel assembly calculations.

The chosen reference problem was a Montecarlo High Conversion Boiling Water Reactor (HCBWR) numerical benchmark.

Several cases were calculated considering controlled and uncontrolled situations, in cold and hot conditions and as a function of void fractions.

Comparisons were performed on multiplication factors and reaction rates, and on power maps and peaking factors.

An analysis on the number of typical cells, approximations (Sn or diffusion), 1D or 2D representations, and spatial mesh employed, was also done in order to show their influence on the parameters values and to select the best combinations to be used for this type of problems.

1. INTRODUCTION
The treatment of High Conversion Light Water Reactor (HCLWR) assemblies is not a standard case from the point of view of the methods and calculational tools to be used. It is not valid that the procedures utilized in thermal and fast reactors can be directly applied; instead, careful validations using suitable benchmarks must be carried out.

But in face of the lack of experimental results, theoretical or numerical ones must be considered, like those obtained with the most refined methods, i.e. Montecarlo calculations.

The present work involves the validation of a nuclear data processing and calculational system implemented at CAB /1/, and based on the ENDF/B-IV library, the AMPX-II code system and XSDRNPM and DOT3.5-CAB /2/ codes, in order to be used in HCLWR cell and fuel assembly calculations.

2. BENCHMARK DESCRIPTION
The problem selected as numerical benchmark was a Montecarlo calculation, performed with the MERIT MC code (MC), of a high conversion BWR (HCBWR) assembly reported in /3/. In this reference, results of calculations with the HELIOS.HX (H.HX) code, specially developed for this type of reactors, are also available.
**FIGURE 1: Geometrical configuration of the fuel assembly**

**TABLE I**

<table>
<thead>
<tr>
<th>Fuel assembly specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assembly pitch: 22.40 cm.</td>
</tr>
<tr>
<td>Fuel rod diameter: 1.21 cm.</td>
</tr>
<tr>
<td>Cladding thickness: 0.06 cm.</td>
</tr>
<tr>
<td>Fuel rod pitch: 1.47 cm.</td>
</tr>
<tr>
<td>Rod clearance: 0.26 cm.</td>
</tr>
<tr>
<td>Cladding-to-channel distance: 0.24 cm.</td>
</tr>
<tr>
<td>Channel box wall thickness: 0.13 cm.</td>
</tr>
<tr>
<td>Moderator to fuel volume ratio (Vm/Vf): 1.03</td>
</tr>
<tr>
<td>Fuel composition: mixed oxide</td>
</tr>
</tbody>
</table>

The fuel assembly comprises 193 fuel cells and 18 control rods; its geometrical shape and other data are included in figure 1 and table I of ref. 3.

The fuel density was assumed to be 10.34 g/cm³, typical of MOX fuels, and the B4C density was taken to be 1.844 g/cm³.

It must be pointed out that the resonance and heterogeneities treatments used were different from the reference case. Here, Nordheim's method was employed (NITAWL module) together with a specially defined Dancoff factor. In the reference case, an improved intermediate resonance and hyperfine treatments were applied; the Dancoff factor was calculated taking into account all the rods seen by the considered cell.

It must be noted that the corresponding libraries were obtained at 0, 40 and 85% of void. It was verified that to use only zero void data together with a density factor is not acceptable, specially, in high void fraction cases.

**3. CALCULATIONAL METHODOLOGY**

The methodology includes the preparation of the suitable group constants, that requires two steps, and the calculations of the assembly:

**3.1. Generation of the working libraries:**

Two working libraries were prepared with AMPX-II system: cold library, at 300 K, and hot library, at 900 K for fuel and 500 K for the remainder; they were obtained in a 108 groups structure, derived from the WIMS 69 group energy mesh. The resonance and heterogeneities treatments used were different from the reference case. Here, Nordheim's method was employed (NITAWL module) together with a specially defined Dancoff factor. In the reference case, an improved intermediate resonance and hyperfine treatments were applied; the Dancoff factor was calculated taking into account all the rods seen by the considered cell.

It must be noted that the corresponding libraries were obtained at 0, 40 and 85% of void. It was verified that to use only zero void data together with a density factor is not acceptable, specially, in high void fraction cases.

**3.2. Calculation of cell-homogenized libraries:**

In this step, the "typical cell" approach was followed, and seven cells were defined and considered:

- C1: fuel cell in an infinite array of equal cells.
- C2: outer water gap, including the channel wall.
- C3: water cell (empty guide tube) surrounded by 6 fuel cells, C1.
- C4: control rod cell, surrounded by 6 C1 cells.
- C5: fuel cell surrounded by 4 C1 cells and external water gap, C2.
- C6: fuel cell surrounded by 5 C1 cells and 1 of water, C3.
- C7: fuel cell surrounded by 5 C1 cells and 1 of control, C4.

These macrocell arrangements permit to take into account the coupling effect among the cell to be homogenized and its neighbours. Each inner cell is explicitly modelled in 3 zones, and the outer region is assumed as homogeneous, employing the group constants already homogenized in previous steps.

The flux was obtained by an Sn transport 10 calculation (XSDRNPM code in S4-P0 approximations) and was used for collapsing to 20 groups and homogenizing the cross-sections of the inner cell.

**3.3. Fuel assembly calculation:**

At the fuel assembly level, the following cases were calculated for considering normal dependence on temperature, control rods and void:

- uncontrolled and controlled cold fuel element;
- uncontrolled hot fuel element at 0, 40 and 85% void fractions.
- controlled hot fuel element at 40% void fraction.

As main results, integral parameters like multiplication factors and reaction rates, and local ones, like power maps and peaking factors were calculated. The methods employed in the calculations were transport with discrete ordinates (Sn) and diffusion theory.

For 2D calculations, the DOT3.5-CAB code was used, considering an X-Y representation of the fuel assembly. The geometry is also shown in figure 1; two quarters of the fuel element were included in the calculational domain with reflective boundary conditions.

In 3D geometry, the fuel assembly was cylindricalized and the XSDRNPM code was used for the calculations.

With an auxiliary module (POSTDOT) power maps and peaking factors were derived.

**4. RESULTS**

**4.1. Comparisons with reference results:**

The results presented here were obtained with 2D transport calculations in S4-P0 approximation. Table II shows the k-infinite calculated with MC, together with their differences (Δk*100) with the results of this work and
TABLE II
Calculated k-infinite and H.HX values, compared with benchmark

<table>
<thead>
<tr>
<th>Cases</th>
<th>Benchmark results (MC)</th>
<th>Differences (%)</th>
<th>This work (MC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Uncontrolled</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cold</td>
<td>1.2074</td>
<td>-0.58</td>
<td>-1.03</td>
</tr>
<tr>
<td>Hot, 0% void.</td>
<td>1.1442</td>
<td>-0.62</td>
<td>-1.13</td>
</tr>
<tr>
<td>Hot, 40% void.</td>
<td>1.1126</td>
<td>-0.52</td>
<td>-0.74</td>
</tr>
<tr>
<td>Hot, 85% void.</td>
<td>1.0918</td>
<td>+0.19</td>
<td>+0.53</td>
</tr>
<tr>
<td>b. Controlled</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cold</td>
<td>0.9602</td>
<td>+0.21</td>
<td>-1.18</td>
</tr>
<tr>
<td>Hot, 40% void.</td>
<td>0.8599</td>
<td>+0.54</td>
<td>-0.08</td>
</tr>
</tbody>
</table>

TABLE III
Comparison of reactivity worths

<table>
<thead>
<tr>
<th>Cases</th>
<th>Benchmark results (MC)</th>
<th>Differences (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Of control rods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cold</td>
<td>24.27</td>
<td>-0.78</td>
</tr>
<tr>
<td>Hot, 40% void.</td>
<td>25.37</td>
<td>-1.08</td>
</tr>
<tr>
<td>b. Of moderator void, uncontrolled cases</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transition</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-from cold to 0%</td>
<td>-6.32</td>
<td>-0.05</td>
</tr>
<tr>
<td>-from 0 to 40%</td>
<td>-3.16</td>
<td>+0.09</td>
</tr>
<tr>
<td>-from 40 to 85%</td>
<td>-2.08</td>
<td>+0.73</td>
</tr>
</tbody>
</table>

Figure 2 shows the calculated and reported k-infinite values as a function of void fraction. The values are contained within the standard deviation of MC results for the uncontrolled cases; in the controlled state, the discrepancies are somewhat larger.

4.2 Sensitivity to the scattering order and quadratures
In order to verify the adequacy of the P0 approximation, some cases were recalculated with the scattering matrices expanded up to order P1. In the controlled cold assembly a difference of approximately 1% exists between P0 and P1 results, and in the uncontrolled hot 0% void case the difference is negligible.

Changes in the order of quadrature from S4 to S10 do not produce significant differences in the multiplication factors.
### Contribution of Individual Isotopes to the Variation of k-infinite

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Transition: Cold to 0% void</th>
<th>0 to 40%</th>
<th>40 to 85%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(1)</td>
</tr>
<tr>
<td>U-238</td>
<td>-33</td>
<td>-15</td>
<td>+0</td>
</tr>
<tr>
<td>Pu-239</td>
<td>+2</td>
<td>-11</td>
<td>+1</td>
</tr>
<tr>
<td>Pu-240</td>
<td>+30</td>
<td>-11</td>
<td>-7</td>
</tr>
<tr>
<td>Pu-241</td>
<td>-1</td>
<td>-1</td>
<td>+7</td>
</tr>
<tr>
<td>Others</td>
<td>-3</td>
<td>-11</td>
<td>+8</td>
</tr>
<tr>
<td>Net</td>
<td>-5</td>
<td>-49</td>
<td>+9</td>
</tr>
</tbody>
</table>

#### Notes:

1. \( \Delta k = (\Delta \text{Production} - k_{\infty} \Delta \text{Absorption}) \times 10^{-4} \)
2. \( \Delta k = (\Delta \text{MC} - \Delta \text{This work}) \times 10^{-4} \)

---

**Figure 3: Power peaking factors**

**Figure 4: Power map, Case: uncontrolled, 0% void**

**Figure 5: Power map, Case: controlled 40% void**
Without losing the accuracy of the results, the following purposes, which could imply important reductions in running times employed for the calculation of fuel assembly, referred to the S4-PO did not show differences between Sn or diffusion cases. Both, in bidimensional results.

Approximations were also tried: overestimates their reactivity worth by more than 10^5. The k-infinite to the smearing of the control rods in concentric rings that uncontrolled cases, agree reasonably well (differences lower than 0.15), but are highly inadequate for the controlled ones. This is due to the influence of the void coefficient: N/C -14.79 - 0.15 C5 type (fuel surrounded by 4 fuel cells and water gap), and replacing its group constants by those of C1 type cell. The changes in k-infinite are negligible, (not larger than 150 pcm) for controlled cases, and uncontrolled cases, for 2D calculations and, negligible for 1D ones.

c. Relaxation of the spatial mesh employed in the calculations. A very fine and detailed spatial discretization was used, (approximately 700 intervals) with a precise description of the water gap. However, if the actual geometry is slightly modified in order to "align" both quarters of fuel element from the point of view of the spatial grid (Figure 1), this could imply a significant reduction in the number of intervals (approximately 250).

These changes reduced the running times by a factor of two, with the following effects on the results. k-infinite was modified by less than 100 pcm and the discrepancies in the power maps were not important, but the fluxes were not satisfactory because they do not represent the depletion in the water rod position and the condensed group constants for reactor calculations showed big differences; moreover, there were also discrepancies with peaking factors.

4.4. Group constants for reactor calculation: As a last test of the methodology, group constants for reactor calculation were prepared condensing, the previous 20 groups cross sections, to 8 energy groups. Those obtained with weighting spectra calculated by diffusion showed big differences, specially, at thermal energies; the same was found in the case of Sn 1D spectra.

From the fluxes point of view very important differences were found between diffusion and Sn.

In the one-dimensional calculations the power maps and power peaking factors are not good enough.

b. Reduction in the number of typical cells considered: Table V also shows in the last column the effect of eliminating the C5 type cell (fuel surrounded by 4 fuel cells and water gap), and replacing its group constants by those of C1 type cell. The changes in k-infinite are negligible, (not larger than 150 pcm) for controlled cases, and uncontrolled cases, for 2D calculations and, negligible for 1D ones.

c. Relaxation of the spatial mesh employed in the calculations. A very fine and detailed spatial discretization was used, (approximately 700 intervals) with a precise description of the water gap. However, if the actual geometry is slightly modified in order to "align" both quarters of fuel element from the point of view of the spatial grid (Figure 1), this could imply a significant reduction in the number of intervals (approximately 250).

These changes reduced the running times by a factor of two, with the following effects on the results. k-infinite was modified by less than 100 pcm and the discrepancies in the power maps were not important, but the fluxes were not satisfactory because they do not represent the depletion in the water rod position and the condensed group constants for reactor calculations showed big differences; moreover, there were also discrepancies with peaking factors.

5. Conclusions

As summary, it can be said that all the parameters here calculated are in satisfactory agreement with benchmark results (MC) and also with H.X results.

In more detail:
- K-infinite: For the uncontrolled element the discrepancies are at most +/- 1 % in Ak with the MC code and much lower with the H.X, in both one- and bidimensional cases, which is a very good agreement with the reference. For the controlled cases, there is a very good agreement with the bidimensional calculation, while one-dimensional one is not adequate at all.
- Void coefficient: It has shown to be less negative than MC results in the transition from 40 to 85% of voidage, due to a cancellation of a very negative contribution of U238 and a positive one of Pu239. The differences are lower if compared with H.X results, which have the same tendencies.
- Power maps: They have an excellent agreement with the reference calculations, with discrepancies very similar to those of H.X.
Power peaking factors:
They are within the statistical deviations of MC and quite close to H.HX in bidimensional calculations for both controlled and uncontrolled cases.

As conclusions, and to be applied to future work, it can be said that:
- $S_n$ (transport), 2D calculations is the most recommendable method.
- even though, a 2D diffusion calculation could be accurate enough and cost effective, from the computational point of view, for all the uncontrolled cases; and, for the controlled cases, they can give first order results.
- $S_4$ approximation showed to be good enough; and, it can be inferred that a small improvement in the results could be obtained if anisotropy ($P_1$) is considered.
- high sensitivity with the weighting spectra was found for the few groups cross sections, supporting even more the first conclusion.
- it is not necessary to explicitly consider the coupling effect in calculating the group constants of the cells of the border, at least if the channel between elements is of the size of the present one or lower; this result can be extrapolated to HCPWR fuel element calculation, where these channels do not exist.
- the water gap must be accurately represented by the spatial grid to obtain adequate weighting spectra.
- as soon as new libraries become worldwide available, it is convenient to check (or change) the data of the main heavy isotopes.
- as the presented and H.HX systems results, on reaction rates, showed similar discrepancies with MC, in spite of using different libraries, specially in the 40% void case, maybe this MC results should be checked.

Finally, the whole system, which was previously tested with the PROTEUS cell /1/, has also proved to be completely acceptable from the point of view of fuel elements calculations. Further tests will be done as soon as new fuel element benchmarks become available.
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in this paper we propose an approach to compute multi-parameter cross sections files. This is the first step of our programme. Our goal consists in improving the calculation of a complete reactor cycle taking into account feedback effects. This reactor is the french St-Laurent-B1 reactor which is composed of a UO2 zone and a MOX zone. Assembly calculations will be performed with the APOLLO-1 transport code. Core calculation will be performed with the CRONOS-2 diffusion code which determines the evolution of local isotopic concentrations. We are therefore looking for a library which contains microscopic two groups cross sections for all heavy isotopes and some fission products.

We evaluate in this paper the effects of the approximations only by cell calculations. The good agreement between all the results proves the validity of the approach. These results, nevertheless, need to be confirmed by a more global analysis of the experimental power distribution and reactivity coefficients of the complete core.

I METHOD

Let us consider a small zone of a fuel assembly. It is characterized, at the current moment, by four main parameters: TM=moderator temperature, TC=fuel temperature, CB=boron concentration, CX=xenon concentration. This zone evolves during the cycle along a certain path in the four dimensional space (TM,TC,CB,CX). The local microscopic cross sections at burnup BO are a functional of this path. It is obviously not possible to store them for several pathes because of the very large quantity of datas.

Thus we will perform depletion calculation along a reference path, which is a straight line at a reference set of parameters (R), and then we calculate at burnup BO cross sections at the current set of parameters. (In the core calculation, the correct path will be of course followed.) This is the basic approximation. We do not know any alternative way for this.

Let us now describe the complete method:

1. Choice of the parameters: There are -a priori- 4 not negligible parameters TM, TC, CB and CX.

   TM and TC are necessary to calculate thermal-hydraulic feedback effects.

   The effect of boron concentration on neutron spectrum and on two groups cross section of some isotopes is not negligible. The difference between calculations performed with a boron-free library and a 500 ppm library is more than 100 pcm.

   We have shown that neglecting the influence of xenon concentration on microscopic cross sections is a good assumption. The reactivity errors are < 5 pcm.

   In conclusion we will say that microscopic cross sections are a function of (TM, TC, CB).

2. Discretization of the parameters

   It is obviously not possible to represent a continuous set. Cross sections are calculated at discrete values. For fuel temperature they are approximately proportional to the square root of TC. For moderator temperature they are approximately proportional to TM. Between these values cross sections are linearly interpolated. For moderator it is an interpolation with moderator density.

3. Reconstructing fluxes

   At this point the computation time of multiparameter library is still too large: For the 1/8 of a 17x17 PWR assembly, the computation time with the EURYDICE module of APOLLO code needs 200 s. Let us compute the assembly depletion between 0 and 55 GWD/T using a burnup interval equal to 4 GWD/T. We have 14 burnup values. If we consider for each burnup 4 moderator temperatures, 3 boron concentrations and 4 fuel temperatures we will perform 4.4.3.14=672 calculations. The global computation time is 37 hours. This time should be multiplied by the number of different types of fuel assemblies - 6 in our reactor - . The computation time becomes: 222 hours.

   In order to simplify further calculations, fluxes are actually calculated at certain nodes as shown in figure 1 and reconstructed at the others nodes. (The CB axis is not represented in this figure). (i,j,k) denotes the set of the 3 discretized parameters (TM, TC, CB) and (ir,jr,kr) or (R) the same object in the particular case of the reference state. For the new assembly and the 55 GWD/T burned assembly, fluxes at the general parameter set are derived from the actually calculated fluxes by using the formula:
II Numerical Results

2-1 Let us summarize the approximations:

1) Isotopic concentrations are calculated at the reference state. (basic approximation)

The reference state is defined by:

\[ TM = 306^\circ C, TC = 650^\circ C, CB = 500 \text{ ppm} \]

2) Discretization of parameters:

The values that we have chosen are:

\[ TM = 220^\circ C, 286, 306, 324, 343 \]
\[ TC = 220^\circ C, 286, 650, 1100, 1700, 2500 \]
\[ CB = 0 \text{ ppm}, 500, 1500 \]

3) "Cross wise" approximation

4) Reconstruction of fluxes at intermediate burnups

We have to check the validity of these approximations. Our method to do this consists in elaborating a multi-parameter library of a simple cell as shown in part I, and in comparing calculations using this library with reference calculations of the same cell performed with APOLLO-1. This cell is a typical PWR cell with U5 enrichment = 2.5%, or a MOX cell with Pu enrichment = 5%. These cell calculations are of course very fast. Since the errors related to boron are smaller than those related to temperature we will examine principally the case of temperatures.

2-2 Basic approximation : At a given set of parameters (TM, TC, CB) we compare two different cell calculations.

a) The first one, which is the reference is a direct depletion calculation at (TM, TC, CB).

b) The second one is also a depletion calculation at (TM, TC, CB), but uses the multiparameter library described in part 2-1. This work has been achieved for the 4 following sets of parameters.

\[ \begin{align*}
TC &= 743^\circ C, TM = 306^\circ C \\
TC &= 561^\circ C, TM = 306^\circ C \\
TC &= 650^\circ C, TM = 286^\circ C \\
TC &= 650^\circ C, TM = 343^\circ C
\end{align*} \]

The cross sections of the a) and b) models are compared in table I at 48 GWD/T. The isotopic concentrations of the models at the same burnup are compared in table II for UO2 cell and table III for MOX cell. One can see that the greatest relative difference between these models is less than 3% for concentrations and 4% for cross sections.

- Discretization of parameters: We consider three modern temperatures (TM=286°C, 306, 343) and three fuel temperatures (286°C, 650, 1000). Cross sections at intermediate temperatures are linearly interpolated. The differences between correct and interpolated cross sections at the middles of both TM intervals and both TC intervals are summarized in table IV for UO2 cell. The related reactivity differences are presented in table V.
### Table I
**Basic Approximation**
**Thermal Cross-Section Errors at 48 GWD/T (%)**

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$a_2$ (D02)</th>
<th>$f_2$ (D02)</th>
<th>$a_2$ (MOX)</th>
<th>$f_2$ (MOX)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U235</td>
<td>2.80</td>
<td>2.80</td>
<td>4.03</td>
<td>4.00</td>
</tr>
<tr>
<td>U238</td>
<td>2.49</td>
<td>-</td>
<td>3.48</td>
<td>-</td>
</tr>
<tr>
<td>Pu38</td>
<td>3.37</td>
<td>3.26</td>
<td>4.61</td>
<td>4.47</td>
</tr>
<tr>
<td>Pu39</td>
<td>1.34</td>
<td>1.46</td>
<td>3.53</td>
<td>3.55</td>
</tr>
<tr>
<td>Pu40</td>
<td>1.16</td>
<td>0.58</td>
<td>1.82</td>
<td>1.17</td>
</tr>
<tr>
<td>Pu41</td>
<td>2.44</td>
<td>2.56</td>
<td>4.23</td>
<td>4.31</td>
</tr>
<tr>
<td>Pu42</td>
<td>2.22</td>
<td>2.55</td>
<td>3.20</td>
<td>3.63</td>
</tr>
<tr>
<td>Xe35</td>
<td>3.49</td>
<td>-</td>
<td>4.80</td>
<td>-</td>
</tr>
<tr>
<td>Sm49</td>
<td>3.22</td>
<td>-</td>
<td>4.54</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table II
**Basic Approximation**
**U02 Cell: Concentration Errors at 48 GWD/T (%)**

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$a_2$ (D02)</th>
<th>$f_2$ (D02)</th>
<th>$a_2$ (MOX)</th>
<th>$f_2$ (MOX)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U235</td>
<td>-0.10</td>
<td>0.03</td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td>U236</td>
<td>0.01</td>
<td>0.01</td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td>Pu38</td>
<td>3.10$^{-3}$</td>
<td>2.10$^{-2}$</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>Pu39</td>
<td>0.03</td>
<td>0.03</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>Pu40</td>
<td>-0.20</td>
<td>-0.20</td>
<td>2.21</td>
<td>2.21</td>
</tr>
<tr>
<td>Pu41</td>
<td>-0.27</td>
<td>-0.27</td>
<td>1.48</td>
<td>1.48</td>
</tr>
<tr>
<td>Pu42</td>
<td>0.05</td>
<td>0.05</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Am41</td>
<td>0.05</td>
<td>0.05</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Am42</td>
<td>-0.29</td>
<td>-0.29</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>Am42</td>
<td>0.49</td>
<td>0.49</td>
<td>3.15</td>
<td>3.15</td>
</tr>
<tr>
<td>Cm42</td>
<td>-0.12</td>
<td>-0.12</td>
<td>-0.49</td>
<td>-0.49</td>
</tr>
<tr>
<td>Xe35</td>
<td>-0.36</td>
<td>-0.36</td>
<td>2.88</td>
<td>2.88</td>
</tr>
<tr>
<td>Sm49</td>
<td>1.02</td>
<td>1.02</td>
<td>2.33</td>
<td>2.33</td>
</tr>
</tbody>
</table>

### Table III
**Basic Approximation**
**MOX Cell: Concentration Errors at 48 GWD/T (%)**

<table>
<thead>
<tr>
<th>Isotope</th>
<th>TC = 743, TM = 306</th>
<th>TC = 650, TM = 343</th>
</tr>
</thead>
<tbody>
<tr>
<td>U235</td>
<td>0.08</td>
<td>0.36</td>
</tr>
<tr>
<td>U236</td>
<td>0.03</td>
<td>0.11</td>
</tr>
<tr>
<td>Pu38</td>
<td>4.10$^{-3}$</td>
<td>2.10$^{-2}$</td>
</tr>
<tr>
<td>Np37</td>
<td>0.03</td>
<td>0.36</td>
</tr>
<tr>
<td>Pu38</td>
<td>0.07</td>
<td>0.65</td>
</tr>
<tr>
<td>Pu39</td>
<td>0.24</td>
<td>1.14</td>
</tr>
<tr>
<td>Pu40</td>
<td>0.05</td>
<td>0.27</td>
</tr>
<tr>
<td>Pu41</td>
<td>-0.10</td>
<td>-0.68</td>
</tr>
<tr>
<td>Pu42</td>
<td>0.11</td>
<td>0.83</td>
</tr>
<tr>
<td>Am41</td>
<td>0.08</td>
<td>0.21</td>
</tr>
<tr>
<td>Am42</td>
<td>0.25</td>
<td>2.18</td>
</tr>
<tr>
<td>Cm42</td>
<td>-0.02</td>
<td>0.59</td>
</tr>
<tr>
<td>Xe35</td>
<td>-0.20</td>
<td>-1.49</td>
</tr>
<tr>
<td>Sm49</td>
<td>0.48</td>
<td>1.79</td>
</tr>
</tbody>
</table>

### Table IV
**Temperature Interpolation (0 GWD/T)**
**U02 Cell: Cross-Section Errors (%)**

<table>
<thead>
<tr>
<th>Isotope</th>
<th>a1</th>
<th>a2</th>
<th>f1</th>
<th>f2</th>
</tr>
</thead>
<tbody>
<tr>
<td>U235</td>
<td>0.027</td>
<td>0.18</td>
<td>0.030</td>
<td>0.19</td>
</tr>
<tr>
<td>U238</td>
<td>0.038</td>
<td>0.18</td>
<td>0.044</td>
<td></td>
</tr>
<tr>
<td>Pu239</td>
<td>0.028</td>
<td>0.13</td>
<td>0.028</td>
<td>0.10</td>
</tr>
<tr>
<td>Pu240</td>
<td>0.075</td>
<td>0.10</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>Pu241</td>
<td>0.030</td>
<td>0.044</td>
<td>0.029</td>
<td>0.023</td>
</tr>
<tr>
<td>Bore</td>
<td></td>
<td>0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xe</td>
<td></td>
<td>0.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2O</td>
<td></td>
<td>0.19</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE V
TEMPERATURE INTERPOLATION
UO2 CELL : REACTIVITY ERRORS

<table>
<thead>
<tr>
<th>TC</th>
<th>TM</th>
<th>0 GWD/T</th>
<th>55 GWD/T</th>
</tr>
</thead>
<tbody>
<tr>
<td>468 REF</td>
<td>+ 24 (4.8)</td>
<td>+ 1 (0.2)</td>
<td></td>
</tr>
<tr>
<td>825 REF</td>
<td>- 13 (-3)</td>
<td>- 9 (-1.8)</td>
<td></td>
</tr>
<tr>
<td>REF 296</td>
<td>- 6 (-5.3)</td>
<td>+ 3 (-4.5)</td>
<td></td>
</tr>
<tr>
<td>REF 324</td>
<td>1 (-1.5)</td>
<td>- 15 (-4.4)</td>
<td></td>
</tr>
</tbody>
</table>

- First number : reactivity error (pcm) = \( \varepsilon \)
- Number in parenthesis : relative error on feedback effect = \( \frac{\varepsilon}{(d/dT)(T-T_{KEF})} \)

TABLE VI
CROSS WISE APPROXIMATION
REACTIVITY ERRORS AT 0 GWD/T (pcm)

<table>
<thead>
<tr>
<th>TC</th>
<th>TM</th>
<th>CB</th>
<th>UO2 Cell</th>
<th>MOX Cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>1700 324 REF</td>
<td>- 3</td>
<td>+ 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1100 286 REF</td>
<td>- 8</td>
<td>- 9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1700 REF 1500</td>
<td>- 1</td>
<td>+ 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>REF 343 1500</td>
<td>- 9</td>
<td>- 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>REF 265 0</td>
<td>- 11</td>
<td>- 7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Comparing these results, the conclusion is that the maximum errors in the reactivities are 40 pcm for TC and 15 pcm for TM. They represent respectively 6% and 4.5% of the related feedback effects.

"Cross wise" approximation : The reference library contain cross sections actually calculated at each node (TM, TC, CB). The differences between calculations using this reference library and the multiparameter one are presented in TABLE VII. The reactivity errors are very small. Thus the hypothesis which we used for the reconstruction of fluxes is quite well verified.

-Reconstruction of fluxes at intermediate burnups: For intermediate burnup we perform cell calculations with the multiparameter library and with a reference library actually calculated as this burnup. The relative differences are presented in table VII for UO2 cell and in table VIII for MOX cell. In the case of MOX fuel the approximation is satisfying. Unfortunately it is not true in the case of UO2 assembly. The solution consists in adding a third burnup \( B_2 \) \( 0 < B_2 < 55 \) GWD/T and in interpolating in the intervals 0–B2 and B2–55. One can see that greatest errors occur toward 10 GWD/T. We choose therefore B2=12 GWD/T. The errors become now acceptable. (See table IX).
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Abstract

Recycling Plutonium in PWRs was obviously followed in FRAMATOME by a large scale research and development program, including theoretical inspections, parametrical studies, experimental analysis and contributions to international benchmarks.

The aim of this wide program is to acquire a full knowledge on the physics of the water cooled and moderated Plutonium lattices, in order to allow the project computational methods up-dating.

The results have allowed an overall significant up-dating of the FRAMATOME project computational methods, mainly at the “cell” code level.

The main achievements in this field are:
- an up-dating of the four most important Pu isotopes [239, 240, 241, 242] to the JEF-1 level,
- a correction of the Pu-239 thermal v, [Ref. 5],
- a simplified up-dating of the minor actinides,
- a reevaluation of the equivalent F.P. cross-sections.

An outline of the whole programme is presented and the main results are summarized. Several elements of the qualification are given which are essentially based on critical experiments and power plant measurements.

1. HISTORICAL BACKGROUND

Plutonium recycling in French PWRs was decided in June 1985. A generic safety report, established jointly by FRAGEMA and EdF in 1986, demonstrated the feasibility of MOX (Mixed Oxide) recycling in such reactors, with a maximum 30% of MOX assemblies in each reload [Ref./1/]

Since then, several reloadings were successfully made both in Saint-Laurent and Gravelines plants

The decision to go further with plutonium recycling in PWRs initiated at FRAMATOME a wide research and development program, dealing with a full knowledge of the physics of water moderated plutonium systems.

A large scale feasibility analysis, performed in FRAMATOME in the late eighties on HCLWRs (High Converter Light Water Reactors) [Ref./2/], was widely supported by a large experimental program carried on in a joint venture with EdF and CEA, [Ref./3/].

In the meantime, a global program of up-dating the project computational chain was started to verify the basic plutonium data and to adapt the methods to the new requirements of the system physics.

A large-scale analysis, including calculation of the HCLWR benchmark proposed by NEA Data-Bank, [Ref./4/], gave the following main conclusions
- the old basic plutonium data included in the project libraries had to be significantly up-dated, in order to minimize the impact of cross-section errors,
- the treatment of the minor actinides had to be revised to account for their larger contribution to the reactivity of the system, (Table 1),
- the equivalent F.P. cross-section values had to be adapted to the new material and spectral environment.
TABLE 1
Contribution to the overall reactivity of a 5% enriched MOX cell (in the beginning of life conditions) of Pu\textsuperscript{238} and Am\textsuperscript{241}, versus the main Pu isotopes (arbitrary units)

| ISOTOPES | $\delta \rho$ (\%)
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pu\textsuperscript{238}</td>
<td>- 100</td>
</tr>
<tr>
<td>Am\textsuperscript{241}</td>
<td>- 645</td>
</tr>
<tr>
<td>Pu\textsuperscript{239}</td>
<td>+ 31 307</td>
</tr>
<tr>
<td>Pu\textsuperscript{240}</td>
<td>- 11 110</td>
</tr>
<tr>
<td>Pu\textsuperscript{241}</td>
<td>+ 6 501</td>
</tr>
<tr>
<td>Pu\textsuperscript{242}</td>
<td>- 1 092</td>
</tr>
</tbody>
</table>

LIBRARY UP-DATING

The following main improvements were made to account for the learning of the physical analysis:

- processing of the four main Pu isotope data from the JEF-1 Data File,
- simplified up-dating of the minor actinides to the JEF-1 level,
- correction of the thermal $\nu$ cross-section of Pu\textsuperscript{239},
- re-evaluation of the cross-sections of the pseudo FP, for burnup calculations

The cross-sections of the four main Pu isotopes (Pu\textsuperscript{239}, Pu\textsuperscript{240}, Pu\textsuperscript{241}, Pu\textsuperscript{242}) were processed from the JEF-1 Data File, [Ref /5/] and collapsed to the fine 'cell' energy structure, including 54 groups in the 10 MeV - 0.625 eV region and 172 thermal, via the ETOT and ETOG codes, (Fig 1)

Computations in the resolved resonance region were made with given 'potential' cross-section values, i.e.
- 400 barn for Pu\textsuperscript{239}
- 1000 barn for Pu\textsuperscript{240}
- 2500 barn for Pu\textsuperscript{241}
- 5500 barn for Pu\textsuperscript{242}

Owing to the absence of resonances in the unresolved range of the Pu\textsuperscript{242} JEF-1 Data, the choice of the 'sigma potential' had no effect on its cross-sections, besides, the other isotopes showed a slight sensitivity to this parameter, but its impact was small in the whole range of MOX enrichments.
All minor actinide cross-sections were also checked by comparing them, in a simplified way, with JEF-1 data.

The thermal v cross-section of Pu$^{239}$ was also revised by addition of the SANTAMARINA-TELLIER [Ref /6/] correction which accounts for the (n, γf) and spin effects in the range of the 0.3 eV large resonance. According to this correction, the thermal production reaction rates of Pu$^{239}$ were significantly reduced.

3 VALIDATION

A full validation of the up-dated version of the project "cell" code was obtained from both benchmarkings and commercial reactor data.

We summarize in the following chapters the main items of our validation program.

3.1 Calculation of the HCLWR benchmark

As said before, calculation of the HCLWR benchmark entered into the preliminary analysis, which led to the definition of the project "cell" code improvements.

An "average" reference was defined, as the one showing an average behaviour among all codes in the benchmark [Ref /7/].

Reactivity predictions of the project code, before and after up-dating, were compared systematically to those of the 'average' code and the others, in the sample, via an exact zero-dimensional perturbation formula, [Ref /8/], getting results as the ones shown, for a fresh fuel, in Fig 2.

Fig 3 presents the multiplication factor as a function of burnup, calculated by the up-dated project code, compared to APOLLO and WIMS-E results.

3.2 Experimental validation...critical experiments

The validation of a project computational scheme can be achieved on the basis of a reduced scale experiment if its 'representativeness', defined as the quantity able to carry-on the most of the physical background of a real system, is not too far from 1.0, [Ref /9/]. The 'representativeness' is then a function of a set of key parameters or "signatures", which can be different, depending on the real system features.

On this basis, the only experiments, which could really be representative of the plutonium recycling in PWRs belong to the EPICURE program, now in progress at Cadarache, [Ref /10/]. Unfortunately, owing to its time schedule, this program was not able to give useful informations for our qualification.

Missing of these foundamental results, we based our validation on a series of experiments, none of them was fully representative of the actual MOX recycling, i.e.

\[ \text{FIG 2 HCLWR NACRP benchmark contribution of different reaction rates (RR) to the} \]
\[ \text{differences in reactivity among the 'average' code and the non-updated (1), updated, JEF-1} \]
\[ \text{level (2) cell code results (beginning of life).} \]
FIG. 3. Multiplication factor versus burnup: comparison between APOLLO, WIMS-E and updated code results.

- SAXTON [Ref./11/],
- JAERI [Ref./12/],
- ERASME [Ref./13/].

In order to allow appreciation of the "representativeness" of the experiment in the sample, the plutonium recycling physical conditions were compared to those of the experiments, (Fig 4) and the reactivity was plotted versus two different key parameters: a coolant to fuel ratio and a spectrum index. In

FIG. 4. Comparison of the plutonium recycling physical conditions to those of the experiments in the sample.

the Figs 5 and 6, arrows indicate the typical plutonium recycling range for these parameters. Moreover, an experimental uncertainty was evaluated and associated to each computed value.
As can be seen from the figures, almost all the calculated points lay in the range $\pm 1000 \times 10^{-5}$, experimental uncertainty included, which corresponds to the qualification level of the project 'cell' code for UO2 media.

Supplementary elements of validation were also drew from MINERVE 'P/A' and 'POWER' experiments and from the isotopical analysis of the CNA MOX fuel, (Fig 7), all giving satisfactory results.
The new 'cell' code was used in the standard project chain to generate data for core calculations with a sample of 7 reloadings (1), i.e.: 

Saint-Laurent B 105* 
Saint-Laurent B 206* 
Gravelines 308* 
Gravelines 408* 
Saint-Laurent B 106** 
Saint-Laurent B 207** 
Saint-Laurent B 107***

All the exploitable results were compared to experimental informations, mainly:
- critical boron concentration at start-up,
- reactivity worth of different absorber clusters,
- power distribution per assembly,
- reactivity coefficients.

The main results, presented in a synoptic way in Tables 2 and 3 (2) and Figs. 9 and 10 show the generally good agreement existing between computed and experimental values.

As far as it can be seen from these results, a satisfactory prediction is obtained not only in terms of reactivity, which is an integral parameter,

but also in terms of assembly-wise average power distribution, a local parameter, as claimed by:
- the power maps,
- the worth of the control clusters, which are not uniformly distributed over the core.

---

(1) The identification number of a reload indicates
- the plant which it is related to,
- its serial number, starting for the first loading (number 1),
- the number of MOX reloads (a MOX reload, one*)

(2) See Fig. 8 for cluster positioning
4. CONCLUSION

Jointly with the start-up of the plutonium recycling in PWR, a wide analysis was made at FRAMATOME; the aim was to up-date the project 'cell' code in order to get its full validation for every computational circumstance for MOX reload projects.

The modified code was validated on both benchmarks and experiences.

The present paper summarizes most of the results obtained in the qualification program of the code.

**TABLE 2**

Critical boron concentrations at beginning of cycle, zero power; core calculations. Comparisons among predicted and experimental values.

<table>
<thead>
<tr>
<th>RELOADING</th>
<th>DEVIATION (ppm) $</th>
<th>$1 ppm = 1.0 \times 10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SB105*</td>
<td>- 30</td>
<td></td>
</tr>
<tr>
<td>SB206*</td>
<td>- 15</td>
<td></td>
</tr>
<tr>
<td>GR308*</td>
<td>+ 9</td>
<td></td>
</tr>
<tr>
<td>GR408*</td>
<td>+ 5</td>
<td></td>
</tr>
<tr>
<td>SB106**</td>
<td>+ 38</td>
<td></td>
</tr>
<tr>
<td>SB207**</td>
<td>+ 13</td>
<td></td>
</tr>
</tbody>
</table>

* 1 MOX reload  
** 2 MOX reloads

Average deviation first reloads = 8 ± 18 ppm  
Average deviation second reloads = 26 ± 16 ppm

**TABLE 3**

Comparison between predicted and experimental cluster worth, core calculations

Average deviation = + 1.1 ± 4.0 %

<table>
<thead>
<tr>
<th>SB105</th>
<th>SB206</th>
<th>GR408</th>
<th>SB106</th>
<th>SB207</th>
</tr>
</thead>
<tbody>
<tr>
<td>% DEVIATION</td>
<td>% DEVIATION</td>
<td>% DEVIATION</td>
<td>% DEVIATION</td>
<td>% DEVIATION</td>
</tr>
<tr>
<td>R</td>
<td>+ 3.9</td>
<td>+ 0.5</td>
<td>+ 2.5</td>
<td>+ 7.9</td>
</tr>
<tr>
<td>G1</td>
<td>- 4.8</td>
<td>+ 5.0</td>
<td>+ 2.9</td>
<td>- 1.0</td>
</tr>
<tr>
<td>G2</td>
<td>- 0.6</td>
<td>+ 1.5</td>
<td>- 5.5</td>
<td>- 1.8</td>
</tr>
<tr>
<td>N1</td>
<td>+ 0.1</td>
<td>- 1.0</td>
<td>- 1.6</td>
<td>+ 4.1</td>
</tr>
<tr>
<td>N2</td>
<td>+ 4.8</td>
<td>+ 1.4</td>
<td>- 0.4</td>
<td>- 3.0</td>
</tr>
<tr>
<td>SB</td>
<td>+ 6.1</td>
<td>+ 5.9</td>
<td>+ 5.1</td>
<td>- 3.2</td>
</tr>
<tr>
<td>SC</td>
<td>- 4.9</td>
<td>- 2.8</td>
<td>+ 1.7</td>
<td>+ 1.7</td>
</tr>
<tr>
<td>SA + SD2</td>
<td>+ 0.4</td>
<td>+ 1.9</td>
<td>-</td>
<td>+ 8.4</td>
</tr>
<tr>
<td>SD1</td>
<td>0</td>
<td>+ 0.5</td>
<td>-</td>
<td>- 0.9</td>
</tr>
<tr>
<td>SA + SD</td>
<td>-</td>
<td>-</td>
<td>- 3.5</td>
<td>-</td>
</tr>
</tbody>
</table>

* In this case, SC cluster is inserted in MOX assemblies only
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FIG. 10.
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PREPARATION OF CROSS SECTION LIBRARIES FOR PWR URANIUM AND MOX ASSEMBLIES

D.C. LUTZ
Institut für Kernenergetik und Energiesysteme,
Universität Stuttgart,
Stuttgart, Federal Republic of Germany

Abstract

This report regards the way from cross section data base to few group libraries for reactor calculations. It starts with the calculation of a very detailed weighting spectrum for the generation of multigroup cross sections. Special emphasis is laid on a good resonance treatment. In a second step burnup calculations for assembly cells have been performed, which in most cases may be 1-dimensional, but are 2-dimensional for MOX assemblies. Equivalence theory methods have been used to prepare homogeneous 2-group cross sections. They are gathered in a multi-parameter representing the dependencies of macroscopic cross sections for operational conditions. The applicability of the library is demonstrated by 2-dimensional cycle calculations for PWRs.

1 Generation of Multigroup Cross Section Libraries

The cross section basis is the JEF-1 data file [1], which is processed [2] with the NJOY program system [3] into multigroup data. 3 libraries are available in following energy ranges:
- fast and epithermal range, 100 groups,
- the resolved resonance region, 8500 groups,
- the thermal range, 151 groups

These libraries are used in the code CGM [4] for one dimensional spectral calculations for group collapsing to 45 (10 fast, 35 thermal) groups. The generated data sets are dependent of the cell definition in CGM, mainly in the groups containing resonances. They include the effects of self and mutual shielding and resonance overlapping. Even for HCLWR problems this method can be applied successfully [5]. Figure 1 shows the weighting spectrum for the fuel isotopes calculated with CGM for a MOX pin cell of a PWR assembly.

2 Cell Burnup Calculations for the Assemblies

2.1 One-dimensional Cell Models

The local dependency of spectra in PWR Uranium assemblies isn't very strong. Therefore one dimensional cylindrical models are a good approach for the assembly. For Uranium assemblies a two stage cylindrical model is used as assembly cell. Even if boron glass pins or control rods are inserted in the assembly the one dimensional Models give good results because of rather good symmetric distribution of the guide tubes. The cell burnup calculations are done in RYSY71 [6] using a collision probability code. For 16 Actinides and 64 fission product isotopes the burnup equations are solved. For every burnup step a series of different assembly calculations is performed to take into account the influence of moderator and fuel temperature and boron concentration on the cell spectra.

The first series of MOX assemblies inserted in a PWR in our country contained only 2 different pin types, low enriched at the boundary row and higher enriched ones at the other positions. Such an assembly as a whole can also be presented by a cylindrical model, but the surrounding Uranium assemblies have...
Figure 2: Enrichment distribution in a PWR MOX assembly

Figure 3: Power density in a cluster of PWR MOX and Uranium assemblies

Figure 4: $k_{\text{eff}}$ of BWR MOX and Uranium assemblies in function of the burnup
average burnup is 2 MWd/kg, the $k_{\text{eff}}$ curves of the participating single assemblies (MOX A, Uranium A) and the of two different color sets (chessboard MUM, MOX A surrounded by Uranium A MUU) are shown in figure 4.

3 Generation of 2-Group Cross Sections for Diffusion Calculations

For the one dimensional assembly models with a reflective boundary at the surface of the homogenization region standard homogenization and condensation methods are applied, the only exception being the fast transport cross sections, which are averaged along Benos's formula [10]

$$D_p = \frac{\sum \gamma_i \phi_i n_{\text{iso}}}{3 \sum \gamma_i \phi_i} \quad \eta_{vt} = \frac{\sum \mu_i \phi_i}{\lambda_{vt}}$$

In the 1 dimensional cases with U and MOX zones and for the 2 dimensional assembly models a transport diffusion equivalence method has been used to get 2 group cross sections for the homogeneous nodes of the diffusion program. This method is similar to that of Mondot [11]. It conserves the multigroup transport reaction rates in the corresponding homogenized regions by an iterative way. The local dependency of enrichment and spectra in the MOX assemblies suggest a representation of MOX assembly by 9 meshes with 3 different homogeneous cross section sets. It would be an advantage for a following pin power reconstruction to choose alternating nodal mesh sizes, which meet the pin cell boundaries (see fig 2).

4 The 2-Group Library for PWR

The aim of the library is to provide cross sections for operational conditions. It contains

- macroscopic 2 group cross sections without Boron and Xe 135,
- macroscopic absorption cross section of 1 ppm Boron in the moderator,
- macroscopic absorption cross section of Xe 135,
- fission yield of Xe 135 and energy release per fission for mean parameter values of moderator density, fuel temperature and Boron density in the core tabulated in function of the burnup. The dependency of these parameters is represented in a linear approximation. As additional parameter the historical moderator density is introduced. Void content in the moderator isn't taken into account.

This approach of cross section representation has been checked by calculations performed with fixed realistic exposition histories for pin cells [12]. The deviations for the cross sections and $k_{\text{eff}}$ are in the permille range.
5 2-Dimensional Cycle Calculations

The initial cycle of a PWR with inserted Boron has been calculated using a 2-dimensional nodal diffusion code with axial bucklings and thermohydraulic feedback. Figures 6 and 7 show the resulting power distribution at BOC1 and EOC1, respectively, together with the results of the manufacturer. The agreement is satisfactory.

Other applications are calculations of the cycles 18 and 19 of the KWO reactor. In its relatively small core (300 MWel) with 109 fuel assemblies 12 and 16, respectively, MOX assemblies have been inserted. Local dependant axial bucklings taken of the results of a 3-dimensional calculation of a previous cycle simulated the third dimension. Figures 8 and 9 show a comparison of the calculated Boron curves with the measured ones. The figures contain the results based on ENDF/B-IV/V and JEF-1 base. The JEF-curves are shifted to higher Boron concentrations up to 50 ppm.
Figure 9: Measured and calculated Boron curves of 19. cycle of the KWO reactor
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MODIFICATIONS OF THE BURNUP CHAINS
FOR ADVANCED FUEL CALCULATIONS

B.C. LUTZ
Institut für Kernenergetik und Energiesysteme,
Universität Stuttgart,
Stuttgart, Federal Republic of Germany

Abstract
The influences of some minor Actinides on $k_{\text{eff}}$ have been proven for standard
Uranium fuel and some kinds of advanced fuel. Pin cell burnup calculations
with modified Actinide chains showed, that in normal Uranium fuel the
effects of $(n,2n)$-reactions and of the isotopes U-234 and Pu-238 are in the
permille range and cancel each other rather well up to burnup values of
45 MWD/kg. For higher burnups the connection between Np-237 and the
Pu chain gets significant. The Am isotopes shouldn't be neglected in the
burnup range higher 30 MWD/kg. Reprocessed Uranium has a higher U-234
concentration than fresh Uranium with an effect of 0.5 % on $k_{\text{eff}}$. Because
of the initial U-236 content the connection from Np-237 to the Pu isotopes
becomes earlier effective. It should be established if discharge burnups higher
30 MWD/kg are projected. In MOX fuel the Am isotopes play the leading
role, of course, and have to be taken into account. Some of the Cm isotopes
should be included also in the Actinide chain for MOX calculations.
The rest absorption of Gd poisoned fuel has been calculated for extended
burnups for Gd oxide contents in fuel of 4 % and 10 %. The values at the
minimum are 6 % and 14 %, respectively. They increase with the burnup
because of built up of Tb and Dy.

1 Introduction

The tendency in fuel management to high burnup fuel and to insertion of
spent and reprocessed fuel in LWR cores are arguments to review the calculational
reactorphysical models. This has been done in this contribution with regard to
the isotopic chains, for which the burnup equations have to be solved performing
burnup calculations. The main effects are caused by the Actinide chain, of course.
Therefore the main emphasis of this report is to look for an answer to the question
of which Actinide isotopes have to be taken into account in calculations for
different kinds of fuel. This point has been investigated for Uranium fuel with an
enrichment of 4 % - the highest enrichment used in German LWRs -, for reprocessed
Uranium fuel with an enrichment of 3.5 % and for MOX fuel with a content of
3.2 % of fissile Plutonium. Complementary, 2 effects, sometimes neglected, are
taken into account and rated: $(n,2n)$-reaction and absorption of U-234. The most
$(n,2n)$-neutrons are delivered in U-238. Their influence on the reactivity therefore
is nearly the same in all kinds of LWR fuel. The initial concentration of U-234 in
the fuel depends on the Uranium enrichment. It is higher in reprocessed Uranium
because of its double enrichment.

The fission product chains don't make any trouble normally for high Plutonium
content, provided the shift of fission yield curves of Plutonium isotopes
against Uranium in the range of atomic weight 97 to 110 (see Fig.1) is paid
attention to. In this range the U-235 yields are very low whereas those of Pu-239
are significant. In the other ranges the differences are not so high.

In addition a correlated problem - estimation of rest absorption in Gadolinium
poisoned fuel - has been investigated taking into account the complete chain
of Gadolinium isotopes and their successors.
2 Calculational Model

Standard pin cell calculations are performed using multigroup cross sections and number densities for operational conditions of a PWR. The composition of reprocessed Uranium is published in [2]. The missing number densities of U-234 have been calculated following a formula given by de la Garza [3]. The ratio of enrichment of U-234 to natural abundance is a little higher than the U-235 one. The burnup equations have been solved for 16 Actinides and 79 fission product isotopes including the Gadolinium chain.

The Actinide chain is shown in Fig. 2. For all these isotopes cross sections are available except for Np-238. For this isotope a 1/v cross section has been taken. The arrows showing to the left mark the (n,2n)-reactions. This chain has been taken as best estimate case. By some interruptions it has been modified in order to demonstrate the influence of special reactions or transitions, respectively.

- In a first change the (n,2n)-reactions are omitted.
- In case 2 the isotopes U-234 and Pu-238 are additionally neglected.
- The connection between Pu-241 and Am-241 is interrupted, so the isotopes Am-241 and Am242m have no source (case 3).
- In case 4 Am-243 is neglected additionally.
- Case 5 combines the omissions of (n,2n)-reactions and of isotope Pu-238.

With these Actinide chains burnup calculations have been performed for the different fuel types. The resulting $k_{in}$ values are compared with the results of the best estimate calculations. The differences are plotted in the Figures 3 to 5 and discussed in the following sections.

3 Results for Uranium Fuel

In Fig. 3 curve 1 shows the effect of the (n,2n)-reactions. For fresh fuel the $k_{in}$ value is 0.16 % too low. The difference is lowered during burnup, mainly by the generation of Np-237. The U-234 absorption (curve 2) has an influence of more than 0.2 % on $k_{in}$ at the start of exposition. The curve goes down because of transmutation of U-234 in U-235 and the missing connection of the Np-237 to the Plutonium isotopes. For burnup values until 45 MWd/kg these 3 effects cancel quite well. This is a rectification for a simple Actinide chain in this range.
For higher burnup the connection between the U-235 and the Pu chain becomes more important. The neglect of the isotopes Am-241 and Am-242m causes an additional underestimation of $k_{en}$ in the range of 0.1 % (case 3). The influence of the omitted Am-243 gives the highest effect in Uranium fuel. It rises with burnup and becomes significant for values over 30 MWd/kg. In reality it is still higher because of the effect of Curium isotopes, which are not taken into account in the calculations.

4 Results for reprocessed Uranium Fuel

Reprocessed Uranium has a behaviour similar to fresh Uranium with respect to (n,2n)-effect (see Fig. 4). But the cut between Np-237 and the Plutonium chain has a higher influence on $k_{en}$ in this case (see curve 5). The underestimation of $k_{en}$ is nearly 0.5 % at 40 MWd/kg and grows very fast in the high burnup range. The effect of the U-234 absorption is higher than 0.5 % at the beginning of the exposition because of the higher initial U-234 number density in reprocessed and twice enriched Uranium (case 3). The contribution of the low Americium isotopes is not separated in this case. Am-243 has also a rising influence with burnup, 0.25 % at 40 MWd/kg, but the behaviour of the corresponding curve is determined by the missing connection of Np-237 to the Plutonium chain.

5 Results for MOX Fuel

The neglect of (n,2n)-reactions and of the isotopes U-234 and Pu-238 have in MOX fuel similar effects on $k_{en}$ as in fresh Uranium fuel (case 1 and 2 in Fig. 5). Important influences are caused by the neglect of the Am isotopes, of course. The omission of Am-241 and Am-242m has an overestimation effect on $k_{en}$ of up to 0.7 % (case 3). The Am-243 influence is twice as high. It reaches 1.1 % at 40 MWd/kg (case 4). Both effects are enlarged by the influences of the Cm isotopes, which should be taken into account in calculations for MOX fuel.

6 The Rest Absorption in Gadolinium Poisoned Fuel

An important question for the core designer applying burnable poisons is the height of the rest absorption. To get an impression of this term 2 burnup calculations for a supercell with poisoned fuel in the center surrounded by homogenized Uranium pin cells have been performed. The content of Gd-oxide was 4 % and 10 %, respectively. A complete Gadolinium chain including Terbium and Dysprosium has been taken into account. In Fig. 6 the results for the lower Gadolinium
concentration are shown. The upper curve presents the relative contribution of all Gadolinium, Terbium and Dysprosium isotopes to the absorption in the fuel pin as a function of the burnup. After the burnout of the high absorbing Gadolinium isotopes rests an effect of 6 %, which is slowly growing with burnup. This increase is caused by the absorption in the Terbium and Dysprosium isotopes, which reaches 1 % at 30 MWd/kg. The relative absorption of Xe-135 in the fuel is the third curve in the figure. The corresponding results for the higher Gadolinium content are presented in Fig. 7. The rest absorption in this case is 14 % at the minimum. The absorption of the successor isotopes is also higher. At 30 MWd/kg it is 2.8 % and higher as the absorption of Xe-135.
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Figure 6: Rest absorption in a poisoned pin with 4% Gd oxide

Figure 7: Rest absorption in a poisoned pin with 10% Gd oxide
IMPROVED CODE SYSTEM FOR REACTOR CALCULATION AND VALIDATION FOR ADVANCED VVER CORE ANALYSIS

T.G. APOSTOLOV, K.N. IVANOV, R.I. PRODANOVA
Institute for Nuclear Research and Nuclear Energy,
Bulgarian Academy of Sciences,
Sofia, Bulgaria

Abstract

In the Institute for Nuclear Research and Nuclear Energy, there has been developed VVER core analysis code system on the base of our previous codes by incorporating improvements in accuracy and efficiency, as well as new advanced codes and methodologies. The code system consists of the NESSEL-IV-EC code - for cell calculations and cross section generation, HEXAB-3D code - for three-dimensional core simulator with coupled thermohydraulic module and HEXAB-2D code - for two-dimensional rod by rod power distribution calculations. Calculational models, recent improvements and test results on various VVER benchmark problems are presented. Future activities for development and validation of the code system are discussed.

I. INTRODUCTION

VVER core analysis code system has been developed on the base of our previous codes by incorporating improvements in accuracy and efficiency, as well as new advanced codes and methodologies. The code system includes following interconnected computer codes and procedures:
- the NESSEL-IV-EC code - for cell calculations and cross section generation;
- the HEXAB-3D code - for global three-dimensional improved coarse-mesh core simulation;
- the HEXAB-2D code - for two-dimensional detailed (pin by pin) core calculations;
- thermohydraulic programme module THCALC - for calculating temperature field.

II. HEXAB-3D - THREE-DIMENSIONAL CORE SIMULATOR CODE IN HEXAGONAL GEOMETRY

II.1. Brief Description of Programme HEXAB-3D

The few-group diffusion code HEXAB-3D [3] is designed to calculate the three-dimensional flux distributions for power reactors which have a hexagonal core configuration with a heterogeneous region structure in the axial direction.

There are two versions of the code:
- HEXAB-III-30 - the calculational model on horizontal plane in 30° sector (the reflective conditions are used on the internal reactor boundaries);
- HEXAB-III-360 - the calculational model on horizontal plane in full core.

In the HEXAB-3D code is applied the mesh centered finite-difference formulation for neutron balance equation. The high effective two-sweep iterative method AGA DSOR has been used for the inner iterations in each energy group. This method belongs to the family of partial factorization techniques commonly used in the numerical solution of group-independent neutron diffusion equations in discrete form [4]. The power method combined with Chebyshev polynomial acceleration for outer iterations is applied in the code. There are two possibilities for the acceleration of outer iterations:
- by using two-term Chebyshev polynomial method according to Ref. [5];
- by using three-term Chebyshev polynomial method according to Ref. [6];

Optimized outer-inner iteration strategy has been applied in the code to minimize total CPU time.

II.2. Numerical Investigations for Determination of the Optimal Combination between Chebyshev Acceleration and Factorization Methods

Chebyshev method theory implicitly assumes that the matrix equation for each energy group is solved exactly during each outer iteration. For multidimensional problems, this is not the case, because the effect of solving this equation iteratively for each group is that the system of equations, being solved, becomes modified. The dominance ratio of modified system is larger than that of the original system. One possible solution to this problem is to perform sufficient number of inner iterations for each group during each outer iteration, so that the effect on the dominance ratio to be not so significant. The more practical approach for optimal combination of the Chebyshev acceleration (for outer iterations) and AGA DSOR method (for inner iterations) is to use the method of preliminary inverse of inner iteration matrix [16], which allow to decrease the inner iteration number per outer iteration. The efficiency of this method is connected with physical characteristic of VVER core.
The goal of the optimized iteration strategy is to reduce the number of outer iterations at the expense of investing relatively not so great efforts in the inner iterations performed during each outer iteration and in this way to minimize the total CPU time. In order to determine the optimal parameters for AGA DSOR method and for two- and three-term Chebyshev methods, the convergence characteristics have been investigated on VVER-440 and VVER-1000 three-dimensional test problems [13, 14]. The effectiveness of various combinations of the methods for outer and inner iterations have been compared and the convergence representation (outer iterations and CPU times) is given in Table 1.

### Table 1

<table>
<thead>
<tr>
<th>Test Problem</th>
<th>Number of Mesh Points</th>
<th>Outer Iterations</th>
<th>CPU Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>VVER-440</td>
<td>528</td>
<td>1.95</td>
<td>91</td>
</tr>
<tr>
<td>Power</td>
<td>528</td>
<td>1.98</td>
<td>48</td>
</tr>
<tr>
<td>Chebyshev</td>
<td>1.98</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>3-term</td>
<td>1.98</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>2-term</td>
<td>1.88</td>
<td>45</td>
<td>90</td>
</tr>
<tr>
<td>Chebyshev</td>
<td>1.88</td>
<td>45</td>
<td>90</td>
</tr>
<tr>
<td>Power 5628</td>
<td>0.588</td>
<td>1.195</td>
<td>85</td>
</tr>
<tr>
<td>Chebyshev</td>
<td>1.188</td>
<td>89</td>
<td>84</td>
</tr>
<tr>
<td>3-term</td>
<td>1.188</td>
<td>89</td>
<td>84</td>
</tr>
<tr>
<td>2-term Chebyshev</td>
<td>1.188</td>
<td>89</td>
<td>84</td>
</tr>
<tr>
<td>Power 1056</td>
<td>1.176</td>
<td>1.195</td>
<td>85</td>
</tr>
<tr>
<td>Chebyshev</td>
<td>1.188</td>
<td>89</td>
<td>84</td>
</tr>
<tr>
<td>3-term</td>
<td>1.188</td>
<td>89</td>
<td>84</td>
</tr>
<tr>
<td>Chebyshev</td>
<td>1.188</td>
<td>89</td>
<td>84</td>
</tr>
</tbody>
</table>

### II.3. Approach for Improving Accuracy of Coarse-Mesh Finite-Difference Method

To improve the accuracy of the calculated integral and local reactor parameters without significant increase of computer time and storage, it has been developed an effective coarse-mesh method. This method is based on the ICM method, proposed by Askew and Takeda [7]. It decreases errors due to the use of coarse-mesh by means of correcting the coefficients of the finite-difference scheme. A consistent two-dimensional procedure [8] is used in HEXAB-3D code to avoid some ICM method disadvantages, which are noted in [9]. As a result two problems have been solved: first, it is improving of the radial neutron leakage expression and second, the introduction of average value for calculation of reaction rates in diffusion balance equation.

The following expressions for the correction coefficients have been suggested [10]:

\[ y^g = (1 - 2.4 \times h^2 \cdot s^2 / 27) \cdot (1 - 4 \times h^2 \cdot s^2 / 81) \]

\[ a^g = (1 - 2.4 \times h^2 \cdot s^2 / 27) / (1 - 2.4 \times s^2 / 81) \]

for the absorber part of boron carbide control rods, and for the rest zones we have:

\[ y^g = (1 - 1.8 \times h^2 \cdot s^2 / 27) \cdot (1 - 4 \times h^2 \cdot s^2 / 81) \]

\[ a^g = (1 - 1.8 \times h^2 \cdot s^2 / 27) / (1 - 1.8 \times s^2 / 81) \]

The computation time for correction procedure applied in HEXAB-3D code is only 30% of the total CPU time. To attain correction parameters accuracy, required in practice, 3-5 recalculations are enough.

### II.4. Validation of HEXAB-3D Code by VVER-440 and VVER-1000 Benchmarks

A lot of numerical calculations with the code have been carried out on various test models of VVER-440 and VVER-1000 reactors and results are presented in [11]. The code gives solutions (\( K_{eff} \) and power distribution) comparable in accuracy to similar diffusion theory calculations with six mesh points per assembly. The typical discrepancies between the reference and HEXAB results are

\[ K_{eff} \text{ within } \pm 0.15 \% \]

- power distribution within \( \pm 2 \%

The deviations are in any case within the design and operational criteria, however the results should be analyzed in order to get some improvement if possible.
III. NESSEL-IV-EC CODE FOR CALCULATION OF THE LOCAL NEUTRON PHYSICS PARAMETERS

III.1. Status and Recent Improvements

The NESSEL-IV-EC code [12] is intended to calculate the local neutron physics characteristics of light water moderated reactor cores. It calculates effective few-group diffusion parameters and depletion not only for a given subzone but also the entire assembly, taking into consideration the strong inhomogeneities inherent to this type of reactor cores. It uses 34-group data library HB4P containing microscopic data for about 200 isotopes. The energy distribution of neutron flux is calculated by using the multigroup approximation of transport equation. The spatial dependence is considered by applying the so called method of "step by step" homogenization. In this method the real assembly structure is represented by a set of cylindrical cells of Wigner-Zeitz, unified with respect to their properties in "homogeneous areas" (HA). Each HA contains either "elementary zones" (e.g. zones containing materials for which there are microscopic data in the data library and by the input data we give the number densities, temperatures etc.), or preliminary homogenized HA of lower rank. The present version of NESSEL-IV-EC can calculate maximum 5 steps of homogenization (5 HA) maintaining in this way up to 29 elementary zones. In order to improve the accuracy especially in the thermal region calculation we divide the zones by a reasonable number of thin fine (mathematical) zones (up to 40 in each HA) and apply the collision probability method for solving the integral transport equation.

In order to carry out investigations connected with the influence of burnable absorbers in WERs the microscopic data library LIB4P have been extended recently to contain all necessary multigroup data for at least the most important gadolinium isotopes Gd-155 and Gd-157.

III.2. Burnup Calculations for Hexagonal Gadolinium Lattice Benchmark

For hexagonal geometry burnup calculations with this code system two different sets of infinite lattice were studied (the input data was specified according to Ref.15): supercell (Fig.1) and assembly (Fig.2). All calculations have been carried out with assumption of no leakage throughout the surfaces of the systems under consideration. Only the two most important Gd-isotopes (Gd-155 and Gd-157) have been taken into consideration. The multigroup library used is LIB4P containing 34 groups (12 fast, 12 resonance and 10 thermal groups), the cut off energy is 0.465 ev. In the thermal region calculation the Gd-bearing rod has been divided into 8 fine mathematical zones and the first collision probability method has been used. For the calculations of relative pin power distribution the HEXAB-II-39E code [1] has been used (applying power normalization such as the average power of each fuel hexagonal is equal to 1.0) and results for the "supercell case" and for the "assembly case" at six burnup points are shown in Fig.3 and Fig.4a - 4f respectively.

IV. FUTURE ACTIVITIES

The code system will be further improved, new options will be added and benchmark calculations will be performed. In the nearest future the NESSEL-IV-EC will be improved not only
Figure 3. Pin power distributions in the supercell at six burnup points

from models point of view, but also with the aim to generate cross sections, necessary in the investigations of tight reactor lattices. At the next stage we intend to incorporate burnup and thermal hydraulic feedback modelling and to validate the improved code system on NPP design and operational data.
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The code system is used in Škoda Plzeň for reactor safety analysis, in-core fuel management studies, criticality assessment of storage pools etc. for VVER-type reactor lattices, and some results of its validation, are described in this paper.

1. INTRODUCTION

The code system is used in Škoda Plzeň for reactor safety analysis, in-core fuel management studies, criticality assessment of storage pools etc. for VVER-type reactor lattices, consists of three main subsystems: lattice analysis subsystem, correlation subsystem and global reactor analysis subsystem.

The lattice analysis subsystem consists of following parts:
- WIMS-TRAC, a code used for the lattice calculations at a set of discrete lattice states that span the expected range of state variables (burnup, fuel temperature, moderator temperature and density, boron acid concentration etc.). Both cell-averaged and assembly-averaged few-group diffusion constants can be produced. The results of code validation against a set of a series of experimental and numerical benchmarks for different lattices, including non-uniform lattices containing control or burnable absorbers, justify the inclusion of WIMS into the production system of codes for VVER analyses.
- DIAMANT-2, a code used for studies of effects of different approximations (diffusion vs. transport, WIMS cylindrical representation vs. actual hexagonal 2-D geometry etc.).
- HOMOGS, a code for the assembly calculation in the diffusion approximation. It serves for the assembly homogenization at the stage of the preparation of the few-group diffusion data library.
- HKCON, a code computing gamma-matrices, i.e. matrices relating flux to current at the core boundary (external or internal).

To describe the influence of history and environment, the method of spectral indices (i.e. the ratio of epithermal to thermal flux), is used. Not only asymptotic lattices but also lattices with disturbed spectrum are analyzed. Two types of spectral indices are one describing the influence of environment and local changes in values of technological parameters and the historical one, describing the influence of changing spectrum on the fuel isotopic composition.

Results of the lattice analysis subsystem for a set of lattice states enter the correlation subsystem. Here they are processed by the code APPRO that, on the basis of selected correlation accuracy, correlates the lattice parameters and determines the coefficients of parametric expressions. These coefficients are then stored together with original tables in the library of few-group diffusion data. Both parametric expressions and interpolation in tables can then be used to retrieve diffusion constants for the given set of parameter values. So called implicit method is used, i.e. macroscopic cross sections dependent on the burn-up are processed and stored and burn-up equations are not solved in the core simulator. The only exceptions are the poisoning isotopes Xe135 and Sm149 and chemical shim control isotope B10, that are treated explicitly and therefore their microscopic cross sections must be processed and stored.

The global reactor analysis subsystem consists of three-dimensional core simulators MOBY-DICK and B1PR. MOBY-DICK is the finite difference diffusion code using Horensen's approximation of diffusion coefficient as the geometric mean instead of the usual harmonic one. This approximation results in substantial savings of both the computer memory and computing time and is acceptable when there are no great differences between the properties of neighbouring nodes. The code allows to perform fine-mesh and coarse-mesh calculations and also the combined calculations, i.e. it can solve fine-mesh 2-D diffusion equation for a selected horizontal plane with axial leakage calculated on the basis of the previous 3-D coarse mesh calculation. It also allows to account for the thermohydraulic feedbacks using simple correlations. MOBY-DICK can use few-group libraries in different formats. The code contains the built-in verification subsystem containing evaluated operational data for the LOVISA reactor. It facilitates the fitting of the library to the operational data. Iteration acceleration strategies, treatment of feedback effects and some other details, together with results of the code verification, are presented in the paper.

B1PR is a member of the Soviet family of coarse mesh one-and-a-half group core simulators. Here it is mentioned for completeness without any details. Through standardized interface files it can be coupled to MOBY-DICK and HEXALOK. HEXALOK is a code for the assembly dehomogenization at the stage of the analysis of detailed power distributions after the core coarse-mesh calculation.
2. LATTICE ANALYSIS SUBSYSTEM.

2.1. Calculational scheme.

The main task of the lattice analysis subsystem is the preparation of multidimensional tables of the few-group diffusion constants dependent on
- technological parameters (fuel temperature, moderator temperature and density, boron acid concentration, position of control absorbers, specific power etc.),
- burn-up,
- spectral indices.

Spectral indices, defined as the double ratio of epithermal to thermal flux, describe the influence of the spectrum perturbations on the few-group diffusion data. The instantaneous spectral index reflects the influence of the departure of the actual values of technological parameters from the nominal ones, the historical spectral index is used to describe the influence of the spectral changes during burn-up on the fuel isotopic composition. The perturbation of the spectrum is achieved by adding an extra annulus to the structure studied (cell, supercell or assembly). Due to this, the spectrum of the interior structure is different from the asymptotic one.

Isotopic composition of the fuel and, through it, the few-group diffusion data, depends not only on the burn-up, but also on the spectrum, in which the fuel burns. We suppose that this dependence can be described by a single variable - historical spectral index \( S_I \) defined by the formula
\[
\left( \frac{\Phi_e}{\Phi_t} \right)_{\text{micro}} = S_I \left( \frac{\Phi_e}{\Phi_t} \right)_{\text{ass}},
\]
where \( \Phi_e \) is the epithermal flux, \( \Phi_t \) thermal flux and \( (..)_{\text{ass}} \) denotes the ratio of asymptotic fluxes, i.e. the fluxes in the uniform infinite lattice. In the macrocode, we determine the current value of \( S_I \) at a given burn-up \( A \) in mesh \( i \) so that
\[
\left( \frac{\Phi_e}{\Phi_t} \right)_{\text{macro}} = \left( \frac{\Phi_e}{\Phi_t} \right)_{\text{micro}} (A_i, S_I).
\]

Naturally, the isotopic composition is not determined by this current value \( S_I(A) \), but by the value averaged over the lifetime of the fuel element. The following weighted average that reflects the decreasing influence of the past, is used:
\[
S_I = \frac{\int A \exp (\mu A') \, dA'}{\int \exp (\mu A') \, dA'}
\]

The relaxation factor \( \mu \) lies in the range of \( 10^{-4} \) tU/MWd.

Instantaneous spectral index \( S_I \) is determined in the macrocode as
\[
\left( \frac{\Phi_e}{\Phi_t} \right)_{\text{macro}} = S_I \left( \frac{\Phi_e}{\Phi_t} \right)_{\text{ass}},
\]
where \( (..)_{\text{ass}} \) is the asymptotic ratio of epithermal to thermal flux that can be expressed as
\[
\frac{\Phi_e}{\Phi_t} = \frac{e^{-\mu A}}{1 - e^{-\mu A}}.
\]

The calculational scheme is illustrated in Fig.1. The burn-up calculations are performed for any materially and geometrically different lattice element in so called main branches. Each of them is characterized by nominal values of technological parameters and selected value of the historical spectral index. It means, that for any lattice element several main branch calculations are run for different values of historical spectral index. As a result, we obtain burn-up dependent isotopic inventories. Then, for selected points at the burn-up scale, calculations in auxiliary branches are performed. Any auxiliary branch is characterized by the departure of values of selected technological parameters from the nominal ones and/or the departure of the instantaneous spectral index from its main branch value. As a result, we obtain the tables of parameter dependent diffusion constants. The values of parameters are selected so that they span the supposed range of operational values for both cold and hot states.

Our code system is used for two types of VVER reactors. The older one, VVER-440, is composed of basically uniform fuel assemblies and controlled by control assemblies. At the lattice level, we can neglect two-dimensional effects and the assembly homogenization can be performed at the transport level. The situation is more complicated for VVER-1000 reactor, controlled by clusters of control rods. Moreover, burnable control absorbers are used in this core. Therefore two-dimensional nonuniformity must be accounted for at the lattice analysis level. As two-dimensional transport calculations are rather expensive, they are used only for benchmarking purposes and two-stage process is used for the production of assembly homogenized data. The first stage is performed using one-dimensional transport theory. Few-group diffusion constants are generated for the basic one-dimensional lattice elements (cells and supercells with central nonuniformity). The second stage homogenization is performed by the diffusion calculation of the hexagonal assembly.
The code was validated against a broad set of critical experiments and numerical benchmarks. Later on, lattices containing gadolinium were included into the validation process. The results of the validation were described in [31] and therefore only the brief review of the results is given here.

The results for a series of asymptotic criticals are summarized in Table 1. Series means $k_{\text{ef}, i}$ and standard deviations $\Delta k_{\text{ef}}$ together with weighted means $\bar{k}_{\text{ef}}$ and standard deviations $\Delta \bar{k}_{\text{ef}}$ that are defined by the formulas [6]

$$k_{\text{ef}} = \frac{\sum_{i} w_i k_{\text{ef}, i}}{\sum_{i} w_i}, \quad \bar{k}_{\text{ef}} = \frac{1}{\sum_{i} w_i} \sum_{i} w_i k_{\text{ef}, i},$$

$$\Delta k_{\text{ef}} = \sqrt{\frac{\sum_{i} (k_{\text{ef}, i} - \bar{k}_{\text{ef}})^2 / (n - 1)}{\sum_{i} w_i / n}}, \quad \Delta \bar{k}_{\text{ef}} = \sqrt{\frac{\sum_{i} w_i (k_{\text{ef}, i} - \bar{k}_{\text{ef}})^2 / (n - 1)}{\sum_{i} w_i / n}}.$$
Table 2. Yankee - initial states

<table>
<thead>
<tr>
<th>Condition</th>
<th>WIMS</th>
<th>LASEK [17]</th>
<th>experiment [17]</th>
</tr>
</thead>
<tbody>
<tr>
<td>cold</td>
<td>1.1823</td>
<td>1.1840</td>
<td></td>
</tr>
<tr>
<td>hot, without power</td>
<td>1.1227</td>
<td>1.1210</td>
<td>1.1196 ± 0.0033</td>
</tr>
<tr>
<td>hot, with power, unpoisoned</td>
<td>1.1029</td>
<td>1.1042</td>
<td>1.1035 ± 0.0081</td>
</tr>
<tr>
<td>hot, with power, poisoned</td>
<td>1.0788</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where i denotes the values related to the series no. i, are presented here. We can see that $k_{eff}$ is slightly overestimated for uranium lattices and underestimated for Pu lattices. Among all U-lattices ZR-6 has greatest dispersion. Experience of several TIC laboratories shows that acceptable results are obtained, if two-dimensional calculations are performed with diffusion constants obtained by asymptotic cell calculations. It means, that ZR-6 results are not fully applicable as the benchmark for asymptotic cell calculations. Having this in mind, we can regard the agreement quite satisfactory. The applicability of WIMS to clean asymptotic lattices is confirmed by the analysis of numerical benchmarks.

In Table 2, results for the Yankee core are summarized. These results, together with the results of burn-up calculations of Maeder-Wydler [5] and Sidorenko [3] benchmarks for regular lattices without burnable absorber, illustrated in Figures 2 and 3, justify the inclusion of WIMS into the code system for the analyses of hot burnable lattices. In Fig.2, WIMS results are compared with the mean values of a series of codes presented in [5], in Fig.3 they are compared with results of Lutz [13].

The applicability of WIMS to the preparation of few-group diffusion data for nonuniformities such as control absorbers and water gaps was verified by the analyses of selected ZR-6 configurations. As an example, the results of the calculation of configurations 101/100 (8F rods) and 57/57 (water gaps) are presented in Figures 4 and 5.

Up to now, heterogeneous boron based burnable absorbers have been used in VVER-1000 cores, but they are supposed to be replaced by homogeneous burnable absorbers containing gadolinium. The research was started in this direction. Several internationally defined benchmarks were analyzed and results are in detail presented in [11]. In Figure 2, our results for Maeder-Wydler benchmark are compared with average values of [5], in Figure 3 our results for Sidorenko benchmark are compared with those of Lutz [13]. In both cases, WIMS overestimates $k_{inf}$ in comparison with other codes for cells containing Gd. Due to this, $k_{inf}$ is overestimated also for supercells and assemblies containing burnable absorbers.
Table 3. ZR-6 lattices of X7 type [10]

<table>
<thead>
<tr>
<th>Lattice</th>
<th>( k_{\text{eff}} )</th>
<th>difference in power distribution [%] in annulus 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>I7</td>
<td>1.0136</td>
<td>0.33</td>
<td>-0.06</td>
<td>-0.29</td>
<td>0.33</td>
</tr>
<tr>
<td>J7</td>
<td>1.0160</td>
<td>1.34</td>
<td>0.48</td>
<td>-0.62</td>
<td>-0.18</td>
</tr>
<tr>
<td>K7</td>
<td>1.0125</td>
<td>1.05</td>
<td>0.64</td>
<td>-0.78</td>
<td>-0.04</td>
</tr>
<tr>
<td>L7</td>
<td>1.0123</td>
<td>0.97</td>
<td>0.20</td>
<td>-0.38</td>
<td>-0.07</td>
</tr>
<tr>
<td>M7</td>
<td>1.0166</td>
<td>0.08</td>
<td>0.14</td>
<td>0.24</td>
<td>-0.25</td>
</tr>
<tr>
<td>N7</td>
<td>1.0184</td>
<td>2.17</td>
<td>0.53</td>
<td>-0.62</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Table 4. Power distributions in ZR-0 with UO\(_2\)-Gd\(_2\)O\(_3\) [11]

<table>
<thead>
<tr>
<th>Gd contents [%]</th>
<th>difference in power distribution [%] BA rod</th>
<th>annulus 1</th>
<th>annulus 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>-5.20</td>
<td>2.16</td>
<td>0.87</td>
</tr>
<tr>
<td>1.0</td>
<td>-7.30</td>
<td>2.25</td>
<td>0.70</td>
</tr>
<tr>
<td>1.5</td>
<td>-9.25</td>
<td>3.20</td>
<td>0.98</td>
</tr>
<tr>
<td>2.0</td>
<td>-14.54</td>
<td>2.86</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Results of the comparison of calculations and experiments [2] for lattices containing Gd are presented in Table 3 for X7 type ZR-6 lattice. The order of the difference in \( k_{\text{eff}} \) is the same as for clean ZR-6 lattices. The differences between calculated and experimental values of power distributions show no systematic trends with changing Gd concentration.

In Table 4 we present the results for ZR-0 lattice with UO\(_2\)-Gd\(_2\)O\(_3\) rods [11]. In this case, difference in the power in the absorber increases with increasing concentration of Gd. In contrast to results presented in [11], WIMS underestimates the power in the absorber. This indicates that the depression of the flux in the central cell is exaggerated, what can be caused by overestimating the Gd effectivity. It may imply that we should somewhat increase the gadolinium cross sections. We plan some investigations in this direction in the near future.

We can conclude that there exist some problems in the applicability of our computational models to lattices containing Gd absorbers but the discrepancies are of the same order as for other codes. We therefore regard our models acceptable for preliminary analyses and have in mind, that the research in this field should continue.

2.2.2. DIAMANT

Using WIMS, only cylindricalized structures could be analyzed. As the actual geometry in VVRs is hexagonal, we acquired DIAMANT [8] from the NEA Data Bank to be able to analyze the effects of geometrical simplifications on one side and the effects of diffusion approximation used in HOMOGS, on other side. While the effect of the cylindrical approximation can be regarded negligible for regular lattices, it is of the order of 1% in \( k_{\text{inf}} \) for assemblies containing absorbers (see Table 5).

2.2.3. HOMOGS

HOMOGS is a few-group finite difference code derived from MOBY-DICK. At the lattice analysis stage, it serves to the assembly homogenization. It accepts diffusion constant prepared by WIMS (eventually processed by APPND) and performs assembly calculations with reflective boundary conditions. Also at the stage of assembly homogenization the method of spectral indices requires homogenized constants not only for asymptotic, but also for disturbed spectrum. The spectrum disturbances are modeled here similarly as in WIMS by adding an extra region to the assembly, applying the boundary condition at the boundary of this extra region and averaging the constant only over the proper volume of the assembly including the inter-assembly gap.

Results of WIMS and HOMOGS are compared in Table 6. The differences reflect effects of two combined approximations: the geometrical one (cylindrical in WIMS, hexagonal in HOMOGS) and the diffusion difference approximation used in HOMOGS. So called regular geometry is used in WIMS. It differs from the actual one by the shift of control cluster pins so that the
assembly possess a 30 degrees symmetry sector. The differences indicate that the actual geometry should be accounted for in the second stage homogenization, even if it implies the increase in computing time due to lower symmetry of the problem.

2.2.4. HECON.

HECON is a code computing the heterogeneous constants by collision probability method. It is based on HEGS code of Pedersen [9]. For a G-group problem, it generates a GxG matrix \( \mathbf{G} \) that couples flux and current on the surface of the element, 

\[ J \mathbf{G} J^T. \]

Typically, the calculations are performed in 10 groups with input data prepared by WIMS. Resulting parameter dependent few-group matrices (2 or 4 groups) are stored and later on processed by correlation subsystem.

3. CORRELATION SUBSYSTEM.

The subsystem consists of a single code - APPRO - that process the files created by the lattice analysis subsystem. The code employs the method of the least squares and performs a search for the optimum regression polynomials.

While some parameters are separable, others are correlated and therefore mixed terms appear in resulting polynomials. Up to now, the code hasn't been able to determine systematically the degree of the correlations and heuristic approach is used to select the appropriate combinations.

The code is able to perform certain simple manipulations (e.g., select specified values, combine them together by algebraic manipulations etc.) over the input data that are defined by input commands. It can solve the criticality equation, determine the critical buckling and fluxes, that are then used for group collapsing. It determines the sensitivity of \( k_{eff} \) to different quantities that is used in the selection of optimum polynomial, where optimum means the simplest polynomial conforming to the criteria of accuracy.

At the output of the code we obtain a list of independent variables and, for each required quantity, the powers of independent variables and corresponding polynomial coefficients.

4. GLOBAL REACTOR ANALYSIS SUBSYSTEM.

4.1. MOBY-DICK.

4.1.1. Overview of the code.

MOBY-DICK [12] is a code system solving few-group diffusion equation. It uses Borresen's modification of the finite difference scheme. The system allows to construct computational paths for two- and three-dimensional calculations with two mesh types:
- triangular mesh with subdivision of the hexagonal mesh element to 6\( \times \) triangles, used for coarse-mesh core calculations with a fuel assembly as the basic element;
- hexagonal mesh, used for fine-mesh calculations of the core or its subregion with an equivalent cell as the basic element.

Code allows to describe the wide variety of fuel management schemes: rotation of fuel assemblies, application of burnable absorbers etc. Libraries of parametrized few-group diffusion data in different formats can be easily incorporated. By specialized paths the code allows to perform:
- analyses of burn up and transient processes with non-stationary poisoning,
- detailed analysis of characteristics of individual core states, core calculation without feedbacks.

Code results are stored in the code archive and they can be further processed or used as input to other programs.

The Borresen's modification of the finite-difference scheme consists in replacing the conventional averaging of the diffusion coefficient

\[ D_{ij} = \frac{2}{j} \frac{1}{D_j + \frac{1}{D_i}} \]

by the geometric mean,

\[ D_{ij} = \sqrt{D_i \cdot D_j}. \]

Using the transformation

\[ \varphi_i = \sqrt{D_i} \varphi_i, \]

finite-difference equations can be written in a form allowing substantial reduction of computer memory and time.

Generally, the boundary conditions are expressed by relation

\[ J(r) \varphi(r) \phi(r). \]

Special cases of the boundary conditions are

a) albedo \( \sigma \). Then

\[ \varphi = \frac{1}{2} (1 + \sigma)^{-1} (1 - \sigma) \]
and, if nondiagonal elements of $a$ are zeros,

$$\gamma_{i,j} = \frac{1 - a_{i,j}}{2(1 + a_{i,j})}, \quad \gamma_{h,g} = 0 \text{ for } h \neq g.$$

b) extrapolated lengths $\lambda'_{i,j}:

$$\gamma_{i,j} = \frac{D_{i,j}}{\lambda'_{i,j}}, \quad \gamma_{h,g} = 0 \text{ for } h \neq g.$$

Any irregularity of finite-difference mesh size strongly deteriorates the effectiveness of the corresponding code. MOBY DICK therefore uses the regular mesh. As for the fine-mesh calculations the actual mesh is not regular due to inter-assembly gap, diffusion data for those mesh elements should be modified to account for this effect. Some research has been done in TIC to solve theoretically the problem of the selection of the proper determination of effective constants, but up to now it has not led to conclusive recommendations. Therefore the following approach is used: Dilution coefficient $\alpha$ is determined as the ratio of the actual assembly volume $V_{\text{act}}$ to the volume of the regularized assembly $V_{\text{reg}}$:

$$\alpha = \frac{V_{\text{act}}}{V_{\text{reg}}}.$$

and cross sections of the gap material $\Sigma_g$ and $\Sigma_{g,h}$ are then multiplied by this factor. Corresponding diffusion coefficients $D_g$ are not modified. The drawback of this method is that for the corner element at the interface among three assemblies the same average dilution is used as for normal interface elements between two assemblies. Mesh regularization implies the increase of the core size. Therefore the radii of reflector zones must be correspondingly modified to preserve their mean thicknesses if radial reflector is to be treated as the diffusion medium.

For inner iterations, conventional successive overrelaxation method is used. Outer iterations are accelerated using the method of Chebyshev polynomials. In special cases (no feedbacks, no criticality search), the method of Ljusternik extrapolation can be applied with advantage.

If the diffusion data are parameter dependent, then the third kind of iterations - feedback iterations - must be performed. In this process, we usually demand the core criticality and therefore criticality search is performed simultaneously. The iteration strategy aims to minimize the overall number of iterations. The low accuracy of inner iterations deteriorates the convergence rate of outer iterations, but there exists some useful limit of sufficient accuracy. If we exceed this limit, we only waste time. In MOBY-DICK the criterion for terminating the inner iterations is the decrease of the error in fluxes in two successive inner iterations to approximately 1% of an error in fission source in the preceding outer iteration,

$$\Delta S(\mu, \nu) \approx 0.01 \Delta S(\nu + 1),$$

where $\mu, \nu$ are indices of inner and outer iterations, respectively.

The relation between outer and feedback iterations is more complicated. If the accuracy of outer iterations is relaxed, i.e. their number per one feedback iteration is relatively small, diffusion constants must be recalculated more frequently and, as more than 50% of the overall computational time is spent in these recalculations, it may result in the loss of computational effectiveness. On the other side, if the convergence criterion is too stringent, feedback iterations can be oscillatory or even divergent. On the basis of our experience with the calculations of VVER-440 and 1000 we require the reduction of the fission source error in feedback iteration no. $r$

$$\Delta S(\nu) < \epsilon \Delta S(1),$$

where $\epsilon = 0.3$ for reactor with power and $\epsilon = 0.1$ for reactor without power. The total number of outer iterations is limited to 15. Such strategy ensures in most cases either the monotonic character of iterations or strong dumping of eventual oscillations.

The parameters of the criticality search can be the following:
- critical height in 2-dimensional calculations,
- critical concentration of the boron acid used as a chemical shim control,
- critical level of the insertion of mechanical control elements.
- critical time step length at the end of the fuel cycle, corresponding to the exhaustion of the available reactivity excess.

The physical and thermohydraulic feedbacks are characterized by
- thermal reactor output determining the local specific power, inlet coolant temperature, coolant mass flow and coolant pressure, determining fuel temperature and coolant temperature and density,
- fuel burnup, Xe and Sm concentrations,
- spectral indices.
Relatively simple thermohydraulic models and correlations are incorporated to the program. Fuel conductivity is determined by the relation

$$\lambda = \frac{3824}{130 + T} + 4.788 \cdot 10^{-11} T^3.$$

Coefficient of thermal conductivity fuel - clad is determined by GAPCON-THERMAL3. Thermal conductivity clad - coolant is characterized by the convective mode. Two modes are allowed in MOBY-DICK:

1. Convective to sub-cooled coolant. In this case, constant convective coefficient is supposed in the core and it is determined by Mac-Adams formula

$$\alpha = 0.023 \frac{\lambda(T_{in})}{D_t} Re^{0.8} Pr^{0.4}.$$

2. Surface and nucleate boiling. Here, Jens-Lottes correlation

$$t_{51} = t + At, \ At = \frac{0.79204}{\exp(p/6.205)} \sqrt{q_{SC}}$$

is used.

The single-channel analysis is applied to determine thermohydraulic characteristics of the coolant. The pressure change along the channel is neglected, homogeneous mixture water - vapour is supposed in two-phase flow, vapour is supposed to be saturated during phase transition and evaporation and condensation are supposed to be immediate.

Osmachkin correlation, which is rather conservative, is used to determine DNBK.

Reactivity coefficients can be calculated either directly by consecutive calculations or using perturbation theory.

### 4.1.2. Verification of the code

The ability to predict reliably the performance of the core is the decisive factor of the acceptance of the code system. It can be verified by the follow-up studies based on the operational data. We have seen that the lattice subsystem is able to reproduce $k_{eff}$ with an accuracy of the order of one percent, but even 1% means several days in the fuel cycle length. It means, that it is usually necessary to perform some fitting of the few-group libraries to operational data. Up to now, we don't apply any mathematically rigorous method and use the intuition and trial and errors method. To estimate the code system performance, two case studies are presented here.

First of them is the study of the ZR-6 cores with absorbers and water gaps. The fitting of the library consisted in multiplying the thermal group diffusion coefficient by factor 0.7. Results of the final calculation are illustrated in Figures 4 and 5, where percent differences between calculated and measured power distributions are presented.

$$k_{eff} = 0.9996595$$

![FIG. 4. ZR-6, configuration 101/100.](image)
The second case is the analysis of the Loviisa reactor. This is the widely used case study among the TIC laboratories. The results of the calculations are summarized in Figs. 5 and 6 and Table 7, where the percent differences between calculated and measured specific powers are presented. For Rh self-powered detectors, axial profiles and integrated values are compared. For both sets of detectors, mean values of the differences over the real core are given together with their standard deviations, can be found in Table 7. In Figures 8-10, boron liddown curves are given for three cycles of LOVIISA-1.

In this case, the fitting of the library consisted in the multiplication of the diffusion coefficient by the factor 0.7. We can see, that the code with the fitted library is able to reproduce the core behaviour - with some exceptional
Table 7. Summary of results for Lovisa-1 test profiles.

<table>
<thead>
<tr>
<th></th>
<th>Rh measurements</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>level</td>
<td>50</td>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>BOC1 mean difference</td>
<td>1.6</td>
<td>-0.5</td>
<td>-0.7</td>
</tr>
<tr>
<td></td>
<td>std. deviation</td>
<td>0.9</td>
<td>0.1</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>EOC1 mean difference</td>
<td>-0.8</td>
<td>-0.8</td>
<td>-0.7</td>
</tr>
<tr>
<td></td>
<td>std. deviation</td>
<td>0.8</td>
<td>0.8</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>BOC2 mean difference</td>
<td>3.0</td>
<td>1.0</td>
<td>-1.0</td>
</tr>
<tr>
<td></td>
<td>std. deviation</td>
<td>1.1</td>
<td>0.8</td>
<td>7.1</td>
</tr>
<tr>
<td></td>
<td>EOC2 mean difference</td>
<td>-0.7</td>
<td>0.6</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>std. deviation</td>
<td>0.9</td>
<td>0.9</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>BOC3 mean difference</td>
<td>4.8</td>
<td>2.7</td>
<td>-1.1</td>
</tr>
<tr>
<td></td>
<td>std. deviation</td>
<td>1.0</td>
<td>1.1</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>EOC3 mean difference</td>
<td>1.5</td>
<td>0.4</td>
<td>-0.4</td>
</tr>
<tr>
<td></td>
<td>std. deviation</td>
<td>1.0</td>
<td>1.2</td>
<td>0.7</td>
</tr>
</tbody>
</table>

FIG. 7. Differences between power calculations and RH data in Lovisa-1.

FIG. 8. Boron concentration (ppm) in Lovisa 1, cycle 1.
points—fairly well. The experience is confirmed by the follow-up analyses of start-up and operating states of several others VVER-440 reactors operated in Czechoslovakia. On the basis of these tests, MOBY-DICK with corresponding libraries was authorized by the Czechoslovak Atomic Energy Commission for safety studies and fuel cycle analyses.

At present, the library for the VVER-1000 is being prepared and later on, it will be fitted and tested against available operational data.

4.2. HEXALOK.

Critical assemblies (i.e., the assemblies in which the safety margins could be violated) are usually determined on the basis of the three-dimensional coarse-mesh calculation. Pin-by-pin power distributions can then be determined by the code HEXALOK that performs a fine-mesh diffusion calculation of the selected assemblies. In this case, non-homogeneous boundary problem is solved, boundary conditions being determined on the basis of the preceding coarse-mesh core calculation.

Acknowledgment

The authors would like to acknowledge the assistance of their colleagues Václav Rehoř and Pavel Mach in the preparation of figures presented in this paper.

REFERENCES

THE PROGRAM SYSTEM KARATE

J. GADO, A. KERESZTURI, I. TROSZTEL
Central Research Institute for Physics, Budapest, Hungary

Abstract

The program system KARATE is being developed for the calculation of the VVER-1000 type reactor. In the first part of the paper the main features of the code system is described. In the second part the first results are presented.

Introduction

In the Central Research Institute for Physics the modular code system KARATE is being developed for calculation of the VVER-1000 type reactor. The KARATE system will be finished by the end of 1990. The purpose of the program system is the calculation of the neutron physical and thermal-hydraulic processes in the core at normal, startup and slow transient conditions. The system consists of three calculational levels: the multigroup calculation of the fine-mesh diffusion type constants, the fine-mesh diffusion calculations inside the assemblies and the coarse-mesh global calculation of the reactor. In the first part of this paper the main features of these three levels are described and in the second part the first results are presented.

I. The main features of the KARATE system

1. The multigroup calculations

The aim of the multigroup calculations is the generation of the few-group fine-mesh diffusion type constants for each type of the lattice cells of the further fine-mesh assembly calculations. The obtained cell averaged four-group cross sections are parametrized as a function of burnup, boron concentration, moderator density and temperature, fuel temperature, XE-135, SM-149, Pu-239 concentrations. The epithermal-to-thermal flux ratio (abbreviated as SI for Spectral Index) is a further parameter which accounts for the nonasymptotic behaviour of the neutron spectrum.

All the multigroup calculations are performed in 35 epithermal and in 35 thermal groups. The calculations are based on a multigroup library generated from the ENDF/B-IV file. The thermal scattering is described by the Nelkin-model. The cross sections of the three resonance isotopes (U-235, U-238, Pu-239) and the Bell factors are tabulated as a function of the dilution cross section of a homogeneous material and the temperature. The equivalence theory is used for the calculation of the shielded multigroup cross sections for the heterogeneous case, where the Dancoff factor is determined from the first flight collision probabilities.

The following programs can be used for the calculation of the cell averaged few-group constants.

BETTY

The code is applied for the fuel cells. First the cell is homogenized using the multigroup collision probability method with white boundary condition on the edge of the cylinders, after the B-l equations are solved in order to taking into account the leakage in asymptotic approximation. For the cells with heterogeneous surroundings the nonasymptotic behaviour is assured artificially by means of an extra layer outside the cell. This way the parameter SI can be changed. The obtained few-group constants are parametrized as described above. For further applications the multigroup homogenized macroscopic cross sections of the cells are also stored.

COLA

The code is applied for the cells containing absorber rod or water hole surrounded by fuel cells. The surroundings is described by their homogenized multigroup macroscopic cross sections created by the BETTY calculations. Not only the symmetric solution but also the antisymmetric one is calculated for the determination of the diffusion coefficient. Generalized first-flight collision probabilities are applied in the cylindrical geometry.

CYLAN-SNARE

This pair of programs can be used near to the complicated heterogenities, for example near to the edge of fuel assemblies or to the reflector. The code CYLAN calculates the response matrices for each cell and they are used in the program SNARE to solve the response-matrix equations for a limited number of cells near to the heterogenities. The drawback of this method is that because of its time consuming property the program SNARE works in four groups whereas the program CYLAN performs multigroup calculations. Therefore CYLAN needs four multigroup spectra which must characterize all the possible spectra on the edge of the cells. These spectra can be obtained from the COLA calculations. In the program CYLAN the very similar generalized first-flight collision probability method is used that was applied in the code COLA.
The fuel pin cell burnup calculations extend to 15 actinide and 73 fusion product isotopes, what allows following the burnup up to 50000 MWd/TU. Solving the burnup equations all important xenon and kripton isotopes are determined for the fuel temperature calculation, because they are needed for the determination of the gap and the fuel heat-conductance.

Reflector regions are represented by albedo matrices in the global calculation and those matrices are deduced from a set of specific fine-mesh diffusion calculations with inhomogeneous boundary conditions. The albedo matrices of diverse reflector types are parametrized as a function of the boron concentration and the water temperature.

The fuel assembly characteristics are calculated by solving the two-group fine-mesh diffusion equation in hexagonal geometry for the given assembly or for the assembly and its surroundings (one third of each neighbour assembly). The irregularity between the assemblies is also taken into account in the difference scheme. The group constants depend on the parameters listed above at the fuel cell calculations, and the feed-back via the the parameter SI accounts for the nonasymptotic spectrum. The boundary condition may be the traditional white boundary condition on the edge of the fuel assembly or may be a given flux distribution on the boundary of the calculation. The latter possibility allows the determination of the response-matrices for the fuel assembly. In this case it is reasonable not to choose the boundary of the calculation just on the edge of the assembly. This type of the boundary condition leads to an inhomogeneous set of equations (in mathematical sense) with prescribed k-eff instead of the traditional eigenvalue problem.

The aim of the fuel assembly calculations is twofold. In the first type of the calculations one provides the global calculations with two-group homogenized constants or response-matrices, whereas the second one determines the pin power peaking factor using the results from the global calculation in the form of boundary condition.

In the first case only one axial layer is calculated with predetermined thermohydraulic characteristics of the coolant. The burnup and concentrations of the isotopes U-235, U-238, NP-239, PU-239, Xe-135, SM-149, I-135 may be calculated pin by pin. The resulting two-group cross-sections are parametrized before using them in the global calculation as in the case of the cell calculations. The response-matrices used only for methodical investigations yet.

The second type assembly calculation obtains the boundary condition from the global calculation and solves an inhomogeneous problem with a given flux on the boundary. All axial layers are calculated and the third direction is taken into account by an axial buckling originated also from the global calculations. The burnup and the concentrations of the isotopes mentioned above are calculated pin by pin. In this way the complete history of the assembly can be followed in details.

The global reactor neutron physics calculations are performed in two energy groups by means of a 3D nodal code in hexagonal geometry. The nodes are the assemblies subdivided into axial layers. The unknowns are the partial currents on each node boundary. In principle the fluxes are already known everywhere in the reactor from the partial currents. The nodes are described either by homogeneous cross-sections either by response-matrices available from the assembly calculation. In the first case the response-matrices coupling the partial currents for a given node are calculated analytically.

The homogenized cross-sections are parametrized in the same way as the fine-mesh diffusion type constants, the only differences are that instead of the fuel temperature the average node power is used and SI is not but k-eff is also a parameter. This parametrization makes it necessary, that during the burnup calculation besides the burnup the concentrations of the isotopes U-235, U-238, NP-239, PU-239, Xe-135, SM-149, I-135 must be also followed for each node.

The thermal-hydraulic modules of the KARATE system make it possible to calculate the thermal properties of the whole core in detail. The calculations are made on subchannel basis.
preserving the mass, energy and momentum. The mixing between the subchannels are also taken into account.

Because of the relatively high power density in the VVER-1000 core, it is supposed that subcooled boiling may occur in the core especially at abnormal conditions. Therefore KARATE is supplied with options for determination of the two-phase flow conditions. Here first of all the onset of boiling and subcooled void is calculated with care, however the calculation of fully developed boiling is also possible. Determination of the thermal-hydraulic parameters at an acceptable accuracy is reached by the application of VVER specific correlations that are checked to experiments of VVER type rods biddles.

The feedback of thermal-hydraulic data into the neutron physics calculations can be made at global and assembly level of the calculation. Preliminary experience shows that except fast transients one iteration step in the coupling ensures the necessary accuracy of the results.

II. Calculated results

In this section we are presenting certain results obtained by KARATE. A number of input and output data of calculated and measured benchmark problems is collected in a qualifying system. The first two problems presented here can be found also in this qualifying system, the third one is a special problem, where the thermal-hydraulic feedback is investigated in the case of the assembly calculation.

1. Calculation of asymptotic lattices

The BETTY program was used to calculate the measured parameters of asymptotic lattices. The comparison of the calculated and the measured values first of all qualifies the multigroup cross-section library generated from the ENDF/B-IV file, because in the case of the asymptotic lattices we are using methodically verified algorithms. Three lattices have been investigated. The first lattice was measured in the BETTIS laboratory [1]. The second and the third lattices are the well-known TRX-1 and TRX-2 lattices [1]. The calculated and the measured values are in good agreement as is shown in Tables 1-3, only the calculated and parameters related to the U-238 resonance capture are large to a small extent.

2. Calculation of supercell configurations

In the VVER-1000 type reactor the fast reactivity control is achieved by using cluster-type absorber rods. In the absorber assemblies in certain positions either movable absorber rods either water holes can be found. These positions approximately form a superlattice. In the ZR-6 reactor these heterogeneities

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Measured value</th>
<th>Calculated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>x25</td>
<td>0.084</td>
<td>0.002</td>
</tr>
<tr>
<td>x28</td>
<td>0.0731</td>
<td></td>
</tr>
<tr>
<td>x28</td>
<td>1.39</td>
<td>0.01</td>
</tr>
<tr>
<td>xeff</td>
<td>1.0</td>
<td>0.9986</td>
</tr>
</tbody>
</table>

Table 2. The calculated and measured parameters of the TRX-1 lattice

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Measured value</th>
<th>Calculated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>x25</td>
<td>0.0987</td>
<td>0.001</td>
</tr>
<tr>
<td>x28</td>
<td>0.0946</td>
<td>0.0041</td>
</tr>
<tr>
<td>x28</td>
<td>1.320</td>
<td>0.021</td>
</tr>
<tr>
<td>xeff</td>
<td>1.0</td>
<td>0.9949</td>
</tr>
</tbody>
</table>

Table 3. The calculated and measured parameters of the TRX-2 lattice

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Measured value</th>
<th>Calculated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>x25</td>
<td>0.0614</td>
<td>0.0008</td>
</tr>
<tr>
<td>x28</td>
<td>0.0693</td>
<td>0.0035</td>
</tr>
<tr>
<td>x28</td>
<td>0.837</td>
<td>0.016</td>
</tr>
<tr>
<td>xeff</td>
<td>1.0</td>
<td>1.0019</td>
</tr>
</tbody>
</table>
Fig. 1. Positions in the X7 supercell

were modelled by the X7 lattices [2], where the special cells are situated in every seventh lattice position. Apart from the temperatures the cell parameters agree with the VVER-1000 lattice parameters. The obtained supercell and the numbering of the positions can be seen on Fig. 1. Three types of heterogenities were investigated: B$_4$C absorber rod, water hole and gadolinium rod [3]. The calculations were performed by the COLA program with white boundary condition on the supercell boundary. The calculated and measured energy release distributions are shown in Tables 4-6.

3. The calculation of the fuel assembly with thermal-hydraulic feed-back

The aim of these calculations was to investigate the influence of the thermal-hydraulic feed-back and the nature of the iteration when subcooled boiling occurs.

For the sake of the simplicity only the 30° sector of a fuel assembly was calculated. The numbering of the cells and the subchannels are shown on the Figs. 2 and 3. The bottom line on the Fig. 3 actually does not exist, it is only because of formal reason to describe the boundary condition. The shaded cells are containing water holes or gaps. All absorber rods were pulled out from the fuel assembly.

Table 4. Intra-supercell energy release distribution in the supercell containing B$_4$C absorber

<table>
<thead>
<tr>
<th>Position</th>
<th>Measured value</th>
<th>Calculated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.880 ± 0.005</td>
<td>0.847</td>
</tr>
<tr>
<td>3</td>
<td>0.970 ± 0.007</td>
<td>0.960</td>
</tr>
<tr>
<td>4</td>
<td>0.990 ± 0.008</td>
<td>0.995</td>
</tr>
<tr>
<td>5</td>
<td>0.961 ± 0.007</td>
<td>0.941</td>
</tr>
<tr>
<td>6</td>
<td>0.927 ± 0.014</td>
<td>0.957</td>
</tr>
<tr>
<td>7</td>
<td>1.008 ± 0.007</td>
<td>1.000</td>
</tr>
<tr>
<td>8</td>
<td>1.000 ± 0.007</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 5. Intra-supercell energy release distribution in the supercell containing water hole

<table>
<thead>
<tr>
<th>Position</th>
<th>Measured value</th>
<th>Calculated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.115 ± 0.005</td>
<td>1.100</td>
</tr>
<tr>
<td>3</td>
<td>1.032 ± 0.005</td>
<td>1.020</td>
</tr>
<tr>
<td>4</td>
<td>1.006 ± 0.004</td>
<td>1.002</td>
</tr>
<tr>
<td>5</td>
<td>1.034 ± 0.005</td>
<td>1.031</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>1.006</td>
</tr>
<tr>
<td>7</td>
<td>1.015 ± 0.005</td>
<td>1.000</td>
</tr>
<tr>
<td>8</td>
<td>1.000 ± 0.005</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 6. Intra-supercell energy release distribution in the supercell containing Gadolinium absorber

<table>
<thead>
<tr>
<th>Position</th>
<th>Measured value</th>
<th>Calculated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.906 ± 0.002</td>
<td>0.918</td>
</tr>
<tr>
<td>3</td>
<td>0.973 ± 0.002</td>
<td>0.984</td>
</tr>
<tr>
<td>4</td>
<td>1.002 ± 0.002</td>
<td>0.998</td>
</tr>
<tr>
<td>5</td>
<td>0.973 ± 0.002</td>
<td>0.975</td>
</tr>
<tr>
<td>6</td>
<td>0.996 ± 0.002</td>
<td>0.995</td>
</tr>
<tr>
<td>7</td>
<td>1.003 ± 0.002</td>
<td>1.000</td>
</tr>
<tr>
<td>8</td>
<td>1.000 ± 0.002</td>
<td>1.000</td>
</tr>
</tbody>
</table>
Fig. 2. The numbering of the subchannels

Fig. 3. The numbering of the cells
Table 7. The thermal-hydraulic iteration in the first case: 
\[ h_0 = 23.6 \text{ cm}, \ k_q = 1.7 \]

<table>
<thead>
<tr>
<th>The weight (X) and volume (α) void contents in the subchannels</th>
</tr>
</thead>
<tbody>
<tr>
<td>the number of the iteration steps</td>
</tr>
<tr>
<td>----------------------------------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

The coolant densities in the cells [gr/l]

<table>
<thead>
<tr>
<th>the number of the iteration steps</th>
<th>5-th cell</th>
<th>47-th cell</th>
<th>46-th cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>583.5</td>
<td>639.3</td>
<td>569.5</td>
</tr>
<tr>
<td>2</td>
<td>584.2</td>
<td>641.2</td>
<td>573.9</td>
</tr>
<tr>
<td>3</td>
<td>584.1</td>
<td>640.9</td>
<td>573.2</td>
</tr>
</tbody>
</table>

The averaged coolant densities at the top of the assembly [gr/l]

<table>
<thead>
<tr>
<th>the number of the iteration steps</th>
<th>( \rho ) (one-channel model)</th>
<th>( \Sigma \rho ) (subcannel model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>624.6</td>
<td>607.9</td>
</tr>
<tr>
<td>2</td>
<td>624.6</td>
<td>608.1</td>
</tr>
<tr>
<td>3</td>
<td>624.6</td>
<td>608.0</td>
</tr>
</tbody>
</table>

Table 8. The thermal-hydraulic iteration in the second case: 
\[ h_0 = 24.1 \text{ cm}, \ k_q = 1.7 \]

<table>
<thead>
<tr>
<th>The weight (X) and volume (α) void contents in the subchannels</th>
</tr>
</thead>
<tbody>
<tr>
<td>the number of the iteration steps</td>
</tr>
<tr>
<td>----------------------------------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

The coolant densities in the cells [gr/l]

<table>
<thead>
<tr>
<th>the number of the iteration steps</th>
<th>5-th cell</th>
<th>47-th cell</th>
<th>46-th cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>487.2</td>
<td>588.4</td>
<td>404.0</td>
</tr>
<tr>
<td>2</td>
<td>491.5</td>
<td>587.2</td>
<td>410.6</td>
</tr>
<tr>
<td>3</td>
<td>491.2</td>
<td>587.2</td>
<td>410.2</td>
</tr>
</tbody>
</table>

The averaged coolant densities at the top of the assembly [gr/l]

<table>
<thead>
<tr>
<th>the number of the iteration steps</th>
<th>( \rho ) (one-channel model)</th>
<th>( \Sigma \rho ) (subcannel model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>624.5</td>
<td>567.6</td>
</tr>
<tr>
<td>2</td>
<td>624.5</td>
<td>568.6</td>
</tr>
<tr>
<td>3</td>
<td>624.5</td>
<td>568.6</td>
</tr>
</tbody>
</table>

Considering that only the 30° sector of a fuel assembly was calculated the peaking factor between these sectors was taken into account by the increased value of the peaking factor between the fuel assemblies (\( k_q \)). The applied \( k_q \) was 1.7, which was obtained by supposing the largest gradient in the assembly with the highest power level. This assumption is never met but in this case the void content is already significant. The water gap between the assemblies influences the power distribution to a great extent, therefore two cases were investigated; the lattice pitch between the assemblies was 23.6 cm and 24.1 cm.
To characterize the change of the power density and temperatures during the iteration three cells and two subchannels are chosen. The 32-th subchannel belongs to the 5-th fuel cell, which takes place next to a water hole. The 51-st subchannel takes place between the 46-th and the 47-th fuel cells. The power density is the highest in the 47-th fuel cell, in the corner of the fuel assembly. The coolant temperature is the highest in the 46-th fuel cell and in the 51-st subchannel.

The weight and volume void contents (X,a) for the subchannels, the coolant densities of the cells and the assembly averaged coolant densities can be found in the Tables 4 and 5. The data shown in these tables belong to the top of the fuel assembly. It can be observed that the inaccuracy of the coolant characteristics is smaller than 1% already after the 2-nd iteration step.

Tables 4 and 5 contain also the result of calculations with a one-channel model used for the whole fuel assembly (as it is in the global calculations) instead of the detailed subchannel model. In this case corresponding to the average heating up of the coolant the void does not appear, while according to the subchannel model the void content is not zero. In the tables the average density from the subchannel model and from the one-channel model are denoted by \( \rho \) and \( \bar{\rho} \) respectively. The differences in the coolant density are 2.5% and 9% at the top of the assembly.

For the two cases the power densities at the top of fuel assembly are shown on the Figs. 4 and 5. The power density has the maximum at the corner of the fuel assembly. In the case of the greater water gap thickness the power peaking factor increases by 15%.

In the Figs. 6-9 the coolant void content and density distributions are illustrated in the cells and in the subchannels along the axis from the centre to the corner of the fuel assembly at the top. Though the power density is always the highest in the corner, the highest moderator temperature is obtained not in this but in the next cell. It shows that the cooling of the corner fuel cell is better than the cooling of the next one because of the mixing.
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Fig. 5. The distribution of the power peaking factor at the top of the assembly

$k_d = 1.7, \quad h_0 = 24.1 \text{ cm}$
Fig. 7. The coolant density distribution at the top of the assembly
\( k_a = 1.7 \), \( h_Q = 23.6 \text{ cm} \)

Fig. 8. The coolant void content distribution at the top of the assembly
\( k_a = 1.7 \), \( h_Q = 24.1 \text{ cm} \)
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Abstract

PERMAK is one of the modules of code package for VVER core analyses developed in I.V. Kurchatov Institute. This code is used for two-dimensional fine-mesh (mesh step is equal to pins lattice step) few-group (from 1 to 6) calculations. Code provides the following possibilities:

- single state core calculation. Such calculations are used for codes verification on the base of a comparison of calculated and measured data obtained at zero power critical assemblies;
- calculations of pin by pin fluxes and power release distributions in core layer under burnup with taking into account feedback and reloading patterns. Needed for such type calculations values of axial buckling, full power of layer, water temperature and boron acid concentration are taken from preliminary three-dimensional coarse-mesh calculations. Preliminary prepared elementary cells macro cross sections library is used for such calculations. This library contains information about dependence of macro cross sections on burnup, integral neutron spectrum and other parameters.

Two type of balance equations are realized in PERMAK — finite difference diffusion equation and described in Part I of this paper nodal balance equation. Comparison of calculated and measured data obtained at ZR-6 critical that using of nodal type balance equation provides high accuracy of calculations of pin power release distribution and critical parameters for different nonuniform lattices (the full paper contain the results of such comparison).

Nodal approach similar to described above is used in three-dimensional coarse-mesh simulator BIPR-8 code.

1. Introduction

Calculations of rod by rod power distribution under burnup is necessary stage of VVER design and operational core analysis. Few-group fine-mesh (mesh step is equal fuel rod lattice pitch) diffusion codes are usually used for such calculations. Comparison of measured and calculated data shows that using of a standard finite-difference balance equation leads to a typical unaccuracies of fuel pins power and K eff values. Neutron spectrum deformations near
disturbers of a lattice uniformity (water gaps, reflector, absorbers and so on), unaccuracy of finite-difference approximation and nondiffusion effects are main reasons of mentioned above errors. Increasing of thermal group number from 1 to 3 together with balance equation improving based on representation of group fluxes distributions in a elementary cell as a sum of two functions allows to avoid these errors partially. But such approach leads to a significant increasing of processor time spending and besides this it is not well-founded for calculations of lattices containing very heterogeneous (with strong spatial flux depression) cells. More consistent and rational nodal type algorithm is described below (see also Ref. 1-23). This algorithm allows to increase an accuracy of calculations without rise of energy groups number and to use for its realization slightly modified standard diffusion code.

2. Nodal type balance equation

Mentioned above effects determining of inaccuracies of standard finite-differences few-group approach are the most important in a thermal energy region (correctness of this assumption will be demonstrated in the next section). So assume that thermal neutron flux distribution in an elementary cell "p" of hexagonal lattice can be represented as a sum of two modes - asymptotic (a) and transient (t):

\[ \Phi_{pg} = \Phi_{apg} + \Phi_{tspg} \]  

where

\[ \Phi_{apg} = a_{f_{apg}} + a_{f_{tspg}} \]  
\[ \Phi_{tspg} = t_{f_{tspg}} \]  

here \( g \) - thermal group number (usually \( g = 4 \)).

Assume that each functions in (1) can be written as a sum of symmetrical (s) and antisymmetrical (a) modes:

\[ \Phi_{pg} = \Phi_{aspg} + \Phi_{aspg} + \Phi_{tspg} + \Phi_{taspg} \]  

\[ \Phi_{aspg} = a_{f_{aspg}} + a_{f_{taspg}} \]  
\[ \Phi_{aspg} = A_{f_{aspg}} + A_{f_{taspg}} \]  

where

\[ a_{f_{aspg}} = \sum_{m} b_{mpg} \cos(mp + \pi/3) \delta_{mpg} f_{aspg} \]  
\[ a_{f_{taspg}} = \sum_{m} B_{mpg} \cos(mp + \pi/3) \delta_{mpg} f_{taspg} \]  

\[ A_{f_{aspg}} = \sum_{m} b_{mpg} \cos(mp + \pi/3) \delta_{mpg} f_{aspg} \]  
\[ A_{f_{taspg}} = \sum_{m} B_{mpg} \cos(mp + \pi/3) \delta_{mpg} f_{taspg} \]  

\( i \) - number of cell border (\( i = 1, \ldots, N \), \( N = 6 \))

\( \delta_{mpg} \) - phase shift;

\( a, A, b, B \) - constants;

\( f \) - trial function.

Because of curvature of slowing down neutron flux in VVER lattices is not significant it is possible to confine to a first item (axial) in expression for \( \Phi_{aspg} \), for a simplification let us assume that such approximation can be also used for \( \Phi_{taspg} \) (Index m is missed hereafter). Let us use now conditions of a flux and a current continuity at \( \gamma \) - a border between cells \( p \) and \( p' \):

\[ \Phi_{pg} = \Phi_{pg^+} \]  
\[ J_{pg} = -J_{pg^+} \]  

\( p\) - number of neighbouring cell.

According to (3)

\[ \Phi_{pg} = \int f_{pg} dE d\Omega \]  
\[ J_{pg} = \int f_{pg} dE d\Omega \]  

\[ \Phi_{pg} = \int f_{pg} dE d\Omega \]  
\[ J_{pg} = \int f_{pg} dE d\Omega \]  

Condition (4) under consideration of expression (5) contains eight unknown coefficients \( a_{pg} \), \( A_{pg} \), \( a_{pg} \), \( A_{pg} \) and others determining amplitudes of corresponding trial functions. Coefficients \( A_{pg} \), \( A_{pg} \) can be easily determined using neutrons balance condition in a cell and trivial properties of antisymmetrical functions:

\[ a_{pg} = \sum f_{aspg} \]  
\[ A_{pg} = \sum f_{aspg} \]  

\( S \) and \( \alpha \) - source density and cell volume to surface ratio respectively, \( H \) - cell averaged value of function \( H \). Amplitude of antisymmetrical asymptotic component of current can be expressed in the following form:

\[ J_{pg} = \int f_{pg} dE d\Omega \]  
\[ B_{pg} = \int f_{pg} dE d\Omega \]  

In expression (7) \( J_{pg} \) - currents in epithermal group. Determining two unknown coefficients \( B_{pg} \) and \( B_{pg} \) from system (4-5) and putting them into expression (5) one can arrive to the following formula for current density:
It is possible to show that in a case when contribution of transient mode is negligible equation (9) is transformed to an asymptotic form:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = \rho \mathbf{f} \]

Balance equation writes as

\[ \gamma_i = \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = \gamma_i + \beta \rho \mathbf{f} \]

Cell averaged reaction rates as it is seen from (9) are written in the following form:

\[ \gamma_i = \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = \gamma_i + \beta \rho \mathbf{f} \]

where

\[ \frac{\partial \rho}{\partial t} = \int_\Omega \frac{\partial}{\partial t} \frac{\rho}{\partial x} \mathrm{d}x \]

It is possible to show that in a case when contribution of transient mode is negligible equation (9) is transformed to an asymptotic form:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = \rho \mathbf{f} \]

Results of one group calculations with fixed neutron source distribution for configurations formed by homogeneous and heterogeneous cells are given in tables 1-2. In this case it is possible to validate reliability of most important approximations of equation (9). Results of such calculations are described below.

Precise solutions of benchmark problems and needed functionals of asymptotic and transient modes for elementary cells of slab lattice were calculated by one dimensional 01-group (24 thermal group) code AKSKIN [15]. Calculations based on equation (9) and standard finite-difference scheme were performed by specially written code MODEN. Calculations of this code were carried out in one group (calculations of thermal neutrons distribution with given from transport calculations neutron source distribution) and four-group approximations. A combination of one and four-group calculations allow to analyze in detail unaccuracies of algorithm (9) under thermal neutron distribution calculations, to estimate a significance of cell heterogeneity and neutron spectrum deformation effects in epithermal group and consequently an expediency of spreading of described approach on epithermal group. Calculations have been carried out for configurations formed by slab cells of different compositions - heterogeneous with U and Pu as fissionable isotopes and homogeneous with U and Pu as homogeneous and heterogeneous. Main characteristics of cells have been chosen close to corresponding characteristics of real VVER lattices. Calculations of configurations formed by homogeneous cells is a strong test to check a reliability of approach to universality of asymptotic mode functionals. It is explained by an absence of water buffer which makes spectrum of neutrons crossing cell border in heterogeneous cells more universal. Some typical configurations have been considered - "water gap between fuel assemblies", "boundary between core and reflector", "supercell with absorber", and so on. Results of calculations are given in fig. 1-4 and tables 1-2.

3. Results of numerical benchmarking for a case of slab geometry

A comparison of benchmark problems solutions obtained using precise code and code realizing algorithm (9) gives most detailed information about accuracy of this algorithm. In this case when functionals of trial functions are also calculated by precise code the results of comparisons are interpreted simply. Calculations of typical VVER nonuniform lattices can be performed by codes based on Monte-Carlo method. But it is very difficult to adopt such codes for calculations of some functionals of asymptotic and transient modes. More simple solution takes place in a case of slab geometry when one dimensional transport code provides a possibility of creating the most consistent scheme of verification. In this case it is possible to validate reliability of most important approximations of equation (9). Results of such calculations are described below.

Precise solutions of benchmark problems and needed functionals of asymptotic and transient modes for elementary cells of slab lattice were calculated by one dimensional 01-group (24 thermal group) code AKSKIN [15]. Calculations based on equation (9) and standard finite-difference approach were performed by specially written code MODEN. Calculations by this code were carried out in one group (calculations of thermal neutrons distribution with given from transport calculations neutron source distribution) and four-group approximations. A combination of one and four-group calculations allows to analyze in detail unaccuracies of algorithm (9) under thermal neutron distribution calculations, to estimate a significance of cell heterogeneity and neutron spectrum deformation effects in epithermal group and consequently an expediency of spreading of described approach on epithermal group. Calculations have been carried out for configurations formed by slab cells of different compositions - heterogeneous with U and Pu as fissionable isotopes and homogeneous with U and Pu as homogeneous and heterogeneous. Main characteristics of cells have been chosen close to corresponding characteristics of real VVER lattices. Calculations of configurations formed by homogeneous cells is a strong test to check a reliability of approach to universality of asymptotic mode functionals. It is explained by an absence of water buffer which makes spectrum of neutrons crossing cell border in heterogeneous cells more universal. Some typical configurations have been considered - "water gap between fuel assemblies", "boundary between core and reflector", "supercell with absorber" and so on. Results of calculations are given in fig. 1-4 and tables 1-2.
- for configurations with strong boron absorbers it is necessary to take into account cell heterogeneity effect in epithermal group;
- functionals of transient mode are enough universal (this means that they only slightly depends on cell position in a core);
- results of calculations are stable under varying of asymptotic and transient modes functionals in limits of their possible inaccuracies.

Fig. 1 Comparison of absorption (a) and fission (b) reaction rates distributions for configuration "water gap between assemblies" formed by slab homogeneous cells.

- standard finite-difference balance eq.:
- algorithm (9):

\[ \Delta R/R = (R_{\text{tr}} - R)/R_{\text{tr}} \times 100 \]

Fig. 2 Comparison of absorption (a) and fission (b) reaction rates distributions for configuration "boundary with a reflector" formed by slab homogeneous cells.

Conventional signs the same as on Fig. 1.
Fig. 3 Comparison of absorption (a) and fission (b) reaction rates distributions for configuration "water gap between assemblies" formed by slab heterogeneous cells. Conventional signs the same as on Fig. 1.

Fig. 4 Comparison of absorption (a) and fission (b) reaction rates distributions for configuration "boundary with a reflector" formed by slab heterogeneous cells. Conventional signs the same as on Fig. 1.

Mentioned above conclusions have been taken into account under applying of described approach to practical calculations. Results of calculated and measured data comparison demonstrating its accuracy in a case of real hexagonal lattices are discussed in Sect. 7 of this report.
4. Calculation of asymptotic and transient modes functionals for cells of hexagonal lattices (code RAFORIN)

As it seen from eq. (C9) elementary cell is described by set of 12 functionals of asymptotic and transient solutions. Some of them include ratios $\frac{J'}{J''}$, $\frac{\phi'}{\phi''}$ which are not usually calculated by standard cell codes based on first collision probabilities method (P1). Calculations of such and more complex ratios of flux angular moments at a cell boundary can be easily performed on a base of surface pseudo sources method [41]. It should be noted that mentioned above more complex ratios of flux angular moments appear in balance equation if more exact than (4) continuity conditions are used (see [41]). Surface pseudo sources method has also some others advantages in comparison with P1 method. Surface pseudo sources method is realized in RAFORIN code which is used for nonuniform lattices characteristics calculations on a base of 38-group approach (2 fast groups, 12 resonance groups and 24 thermal groups).

In this code BNAB [51], LIPAR (library of evaluated resonance parameters) and CORT (library of evaluated thermal cross sections) [47] data are used. RAFORIN provides a possibility of supercell burnup calculations in cylinder with preliminary homogenization of fuel cells surrounding central region of supercell or cluster (without homogenization) approximations. This code include as modules RACIA

Table 1. Results of four-group calculations for configurations formed by homogeneous cells with U235 fissile isotope.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Algorithm of calculation</th>
<th>$\delta K_{eff}$</th>
<th>$\delta \left(\phi_1/\phi_2\right)_{max}$</th>
<th>$\delta K_{eff}$</th>
<th>$\delta \left(\phi_1/\phi_2\right)_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Gap between assemblies&quot;</td>
<td>Finite-difference approach</td>
<td>-2</td>
<td>4.6</td>
<td>-3</td>
<td>-0.74</td>
</tr>
<tr>
<td>&quot;Boundary between core and reflector&quot;</td>
<td>Equation (C9)</td>
<td>1.0 1.0</td>
<td>3.2 1.0</td>
<td>-2</td>
<td>-0.74</td>
</tr>
</tbody>
</table>

\[ \delta K_{eff} = K_{eff} - K_{eff}^{tr} \]

\[ \left(\phi_1/\phi_2\right)_{max} = \frac{\phi_1 - \phi_2}{\phi_1 + \phi_2} \]

\[ \delta \left(\phi_1/\phi_2\right)_{max} = \frac{\left(\phi_1/\phi_2\right)_{max} - \left(\phi_1/\phi_2\right)_{max}^{tr}}{\left(\phi_1/\phi_2\right)_{max}^{tr}} \]

Table 2. Results of four-group calculations for configuration "supercell with strong absorber" formed by heterogeneous cells.

<table>
<thead>
<tr>
<th>Algorithm of calculation</th>
<th>$\delta K_{eff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite-difference approach</td>
<td>3.0 $10^{-2}$</td>
</tr>
<tr>
<td>Eq. (C9)</td>
<td>9.6 $10^{-3}$</td>
</tr>
<tr>
<td>Eq. (12)</td>
<td>1.0 $10^{-2}$</td>
</tr>
<tr>
<td>Eq. (12) with taking into account spectrum deformation</td>
<td>5.7 $10^{-3}$</td>
</tr>
</tbody>
</table>

\[ \delta K_{eff} = K_{eff} - K_{eff}^{tr} \]

\[ K_{eff}^{tr} = \text{result of transport calculation} \]

Lower groups energy boundaries are equal: 0.8keV, 4.65keV, 0.625keV, 0.3keV. Considered configuration includes strong absorber cell surrounded by three fuel cells from each side.

- Neutron spectrum deformation were taken into account by using removal cross sections depending on cell position.

* Neutron spectrum deformation were taken into account by using removal cross sections depending on cell position.

(8) and KLARA [41] codes which are used for symmetrical and antisymmetrical trial functions functionals calculations. Results of calculations based on RAFORIN data are given in Sect. 7 of this report.

5. Assignment and common characteristics of PERMAK code

PERMAK is one of the modules of code package for VVER core analysis developed in I.V. Kurchatov Institute [51]. This code is used for two-dimensional fine mesh (the mesh step is equal to the pins lattice pitch) few group (3 to 6 group) calculations. The code solves the neutron balance equations system in the core transverse cross section (including reflector). Code provides the following possibilities:

a) the neutron fluxes and power distributions for cores with fixed properties of cells and known axial buckling (single state problem). Such calculations are used for codes verification on a base of comparison with zero power core experimental data.
b) calculations of pin by pin power distribution variation under burnup with taking into account feedbacks and reloading patterns. Needed for such type calculations values of axial bucklings, full power of layer, water temperature and boron acid concentration are taken from preliminary coarse-mesh three-dimensional BLPR-7 simulator code [10] calculations as a function of operation time. The library of neutron macro cross sections and their dependencies on cell state is used by PERMAK in this case.

In PERMAK both finite difference method and nodal approach are realized.

The balance equations system is solved by iterative procedure which is divided on accelerated cycles of inner and outer iterations. Full reflection condition is used on core symmetry axis. On core surface full reflection, zero flux or other type boundary conditions can be used. Usually in practice four groups calculations are carried out.

In case (b) PERMAK uses spectral parameter to describe neutron spectrum influence on isotopic composition changing under burnup and corresponding changing of fuel cells neutron-physical properties. Spectral parameter is defined as averaged on burnup ratio of local neutron spectrum and asymptotic cell spectrum with taking into account of discount coefficient. Local values of cell macro cross sections are determined by tabulated values interpolation on burnup and spectral parameter. To take into account difference between actual and nominal values of cell state parameters (coolant density and temperature, boron acid concentration, local power, xenon and samarium concentrations, etc.) corresponding sets of derivatives are used.

PERMAK code is applied for:
- design and operational core analysis,
- interpretation of in-core monitoring system data,
- analysis of critical assemblies experiments,
- coarse mesh codes verification,
- preparation of boundary conditions for coarse mesh codes calculations.

6. Features of nodal type balance equation in PERMAK

Nodal type equation realized in PERMAK has some features in comparison with approach described in Sect. 2. Main difference between algorithm described in Sect. 2 and algorithm realized in PERMAK is that instead of asymptotic mode a trial function corresponding to neutron distribution in infinite lattice is introduced. In this case all neutron currents which give contribution to cell neutron balance have to be considered as transient mode currents. Taken into account conclusions of paper [2] about slight influence of asymptotic and transient mode coefficients on calculational result, their equality in PERMAK algorithm is supposed.

\[
\phi_p = \frac{\phi_{sp\phi}}{\phi_{pt}}
\]

and using connection between boundary averaged flux and current and cell averaged flux

\[
\Phi_p = h \gamma_{\text{cell}} \Phi_p = \Phi_p \gamma_p
\]

one can obtain thermal neutron balance equation

\[
\sum_{i=1}^{4} \left[ \frac{D_p}{D_p + D_{sp\phi}} \left( \Phi_p - \Phi_i \right) + \Phi_{sp\phi} \right] + \sum_{i=1}^{4} \phi_p \Phi_p = S_p
\]

(13)

where

\[
\Phi_p = \frac{\phi_{sp\phi}}{\phi_{pt}} \Phi_p
\]

in epithermal neutron energy region in addition to finite difference method the cell block effect is taken into account, namely

\[
\Phi_p = \frac{\phi_{sp\phi}}{\phi_{pt}} \Phi_p
\]

and neutron balance equation has the same shape as (13).

7. Comparison of measured and calculated data obtained using finite difference and nodal type approaches

Final stage of described in Sect. 3 nodal type approach verification is a comparison of calculated and measured data obtained at critical assemblies. Some results of such comparison are given in Fig. 2.1-2.6. Measured data has been obtained at ZR-6 [11] zero power critical assembly assigned for WEER lattices physical studying. Few hundred uniform and nonuniform lattices containing fuel rods of different enrichment, absorbers of different types and water gaps have been investigated at this assemble. Some typical lattices have been chose for calculations. These lattices contain 3.0% enrichment fuel rods, absorbers from BC and water gaps of different configurations.

Calculated data based on 4-group finite difference approach and on algorithm described above are compared in Fig. 2.1-2.6 with measured data. All needed for calculations 4-group macro cross sections and additional functionals have been obtained by described above RAFORIN code.

It is seen from these figures that under use of finite difference approach maximal difference in pin power (more than 10%) is observed for pins situated near reflector and absorbers. Using of nodal algorithm provides high stability of \( k_{\text{eff}} \) and significant increasing of accuracy of pin power distribution calculation. Average unaccuracy of pin power calculation don't exceed of measurement error (1-2%). \( k_{\text{eff}} \) for all cores varies in interval 0.998-1.000
In a three-dimensional two-group coarse-mesh nodal code BIPR-8 group neutron flux distribution in a node transverse section is written as

\[ \phi(r, B^2) = A_{gp} f_1(r, B^2) + A_{gpm} f_2(r, B^2) \cos(\delta_{gpm}) + \sum_{\Delta} Y_{gp}(r) \]

(It is assumed that node has 30° azimuthal symmetry). Two first items in this expression describe symmetrical and asymmetrical components, third - contributions of transient solutions from six node borders. Such representation provides high accuracy of neutron balance in the node and allows to take into account its heterogeneity under keeping of differential operator description in a form close to standard finite-difference form. Needed for calculations values of trial functions \( f_{gp}, f_{gpm} \cos(\delta_{gpm}) \) and \( Y_{gp} \) are prepared by a special module based on 4-group approximation and described above fine-mesh nodal approach.

An accuracy of BIPR-8 code has been checked on a basis of wide set of benchmark problems solutions (precise solution have been obtained by fine-mesh calculations). Results of such verification show that using of three azimuthal harmonics (in this case continuity solutions conditions is provided in average on each node border) provides about 1% accuracy of VVER-440 fuel assemblies power distribution calculations. To provide such accuracy for more large VVER-1000 fuel assemblies it is necessary to increase number of azimuthal harmonics up to 5. In this case continuity conditions are provided in average on each half of node border. Application of described above coarse mesh nodal approach provides also possibility of rod by rod power distribution reconstruction.

9. Conclusions

Performed investigations allow to come to the following conclusions:
- High symmetry of VVERs hexagonal cells and assemblies and closeness of their form to cylindrical form provide good premises for the nodal type approaches realization in fine mesh and coarse mesh codes;
- Suggested algorithms ensure sufficient for practical purposes accuracy of calculations.
APPENDIX 1.

1. Definitions of trial functions functionals.

\[
D_{\text{apg}} = \frac{\int Y_{\text{apg}} h}{\int Y_{\text{apg}}^2} \quad D_{\text{tpg}} = \frac{\int Y_{\text{tpg}} h}{\int Y_{\text{tpg}}^2} \\
G_{\text{apg}} = \frac{\int Y_{\text{apg}} \left(1 - \frac{\theta_{\text{apg}}}{D_{\text{tpg}}} \right)}{\int Y_{\text{apg}}^2} \quad G_{\text{tpg}} = \frac{\int Y_{\text{tpg}} \left(1 - \frac{\theta_{\text{tpg}}}{D_{\text{tpg}}} \right)}{\int Y_{\text{tpg}}^2} \\
\theta_{\text{apg}} = \frac{\int Y_{\text{apg}} h}{\int Y_{\text{apg}}^2} \quad \theta_{\text{tpg}} = \frac{\int Y_{\text{tpg}} h}{\int Y_{\text{tpg}}^2} \\
Y_{\text{apg}}^{\gamma} = \frac{\int Y_{\text{apg}} \left(1 - \sum_{i=1}^{N} Y_{\text{pg}}^{\gamma-1} \right)}{\int Y_{\text{apg}}^2} \quad Y_{\text{tpg}}^{\gamma} = \frac{\int Y_{\text{tpg}} \left(1 - \sum_{i=1}^{N} Y_{\text{pg}}^{\gamma-1} \right)}{\int Y_{\text{tpg}}^2} \\
h - \text{lattice pitch.}
\]
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MICRODEPLETION AND EFFICIENCY INVESTIGATIONS OF BURNABLE ABSORBERS IN WWER FUEL ASSEMBLIES

R. BECKER
Kraftwerks- und Anlagenbau AG,
Berlin, German Democratic Republic

Abstract

In the given material validation results of the local burnup and spectrum calculation code NESSEL-4 are summarized. A brief review about basic of the applied calculation model and primary data is included. For estimation of the code accuracy "Numerical Benchmarks", measurements of "Benchmark-Type" and experimental data in WWER typically fuel-arrangements are used. Results of calculational-methodical investigations to study the behaviour of cluster-absorber micro-depletion in WWER fuel assemblies (FA) are presented. The influence of cluster absorber treatment on the calculated efficiency and micro-power release in FA-s is evaluated. Short remarks to the present quality of gadolinium lattice calculations under the "Coordinated Research Program" (GDR-5775), arranged by the IASA Vienna, are attached.

1. Introduction

Burnable absorber-materials for a long time are applied for example in boiling water reactors in form of clusters [1] and in pressure water reactors of WWER type they are used as an addition to the fuel jacket [2]. In WWER case as effective absorbing material for thermal neutrons bor in a zirconium matrix in jackets is usually used. In WWER 1000 reactor core on the other hand in a large scale fuel assemblies (FA) with cluster-absorbers are charged. At present the clusters consist of B₄C, BZr and Eu₂O₃ respectively. Recently in connection with large international experiences [3,4] the application of gadolinium as burnable absorbing material in WWER conditions is seriously discussed. In this case to mix fuel with gadolinium for selected fuel pins in FA-s is designed. To this subject from IASA a "Coordinated Research Program", on which GDR is taking part, was initiated.

By reason of burnable absorbers charge in WWER-FAs a complex evaluation and validation of calculation codes is necessary. For this reason results of zero power measurements, carried out at ZR-6 critical facility in WWER typically arrangements, are used to estimate the accuracy of calculation codes. Besides this, extensive calculational-methodical investigations to evaluate the depletion behaviour of cluster absorber are carried out. For fuel-pin lattices, containing gadolinium, benchmarks for square [5,6] and hexagonal lattices [7] are solved.

2. Calculation model of NESSEL-4

For calculation of local characteristics (multiplication factor, few-group constants, micro-depletion ...) in KAB the code NESSEL-4 [8] is applied. Calculations on the basis of a more group model (24 epithermal, 10 thermal energy groups) for a selected reactor part - in the following as supercell denoted - are carried out.

In epithermal energy range for spectrum calculation B-1 approximation is used. In the resonance energy range (0.465 eV < E < 4.65 KeV) the calculation of self-shielded cross-section is based on ABBN f-factors [9] and the equivalence-theorem with specially selected λ₉-parameters to get the evaluated Heiland resonance integrals of U-238.

In thermal energy range the neutron transport equation in more group and more zone model on the basis of first collision probabilities (Pij) is solved, using methods applied in the well-known THERMOS S-II computer code [10] and suggested by Bonalumi [11] and Kavenoky [12] respectively.

The primary data of about 80 nuclides (fuel-nuclides, detector-, absorber-, construction-materials, saturation products, moderator-data...) in a 34 group-library are available.

In epithermal energy range the data of ABBN-78 [9] are applied. The thermal part in a 10 group structure, based on ENDF-B-V data, is described.

The basic idea of homogenisation in NESSEL-4 consist in the following: The calculation of reactor physical parameters of two-dimensional areas (supercell) is reduced by a repeated treatment of one-dimensional cylindrically calculations in the mentioned many-group model. In detail the step by step homogenisation model in papers [8,30] is explained. At boundary of the supercell white boundary condition is assumed. By the aim of more group spectrum of homogenized supercell the condensation to 4 macro-groups is realized.

For local burnup calculation of fissionable nuclides two simplified uranium-plutonium chains, containing (n,γ)-processes and the β-decay, are introduced. The explicit treatment of 8 saturation products (Cd-113, Xe-135, Sm-149, Sm-151, Eu-155, Gd-157) is provided. The remaining fission-products are treated in first draft by the aim of pseudo-fission products. For cluster absorber micro-depletion calculation additional burnup-chains (Gd, Eu, B...) are used.
3 Validation of NESSEL-4

3.1 Undisturbed fuel-pin lattices

For undisturbed fuel-pin lattices the accuracy of NESSEL-4 was evaluated on the one side by analysis of Numerical Benchmarks formulated in paper [13] and on the other side by zero-power measurements of Benchmark-type [14,15]. Besides this the results of measurements for WRWR typically configurations at ZR-6 facility were used to check the accuracy of NESSEL-4 code and two-dimensional fine-mesh diffusion code for hexagonal geometries FLEX [16]. In the detail all the results are published and discussed in the paper [17,18]. Therefore in this material only the most important results in tables 1-4 are presented and here summarized.

1 For the 'Numerical Benchmark' lattices NESSEL-4 results are in the most cases in a satisfactory agreement with Monte-Carlo calculations (MC) and results of spectral codes EPRI-CELL [19] and CASMO-3 [20]. It is necessary to accentuate, that MC calculations were carried out using ENDF-BV data.

2 In Table 2 results of RAHAB-OZMA [21], WIMS-D4 [22] and NESSEL-4 for PNL [14] uranium-plutonium mixed fuel lattices are presented. The deviations given in this table refer to RAHAB-OZMA calculation results using ENDF-BV data.

Results show, that Kinf and spectral parameters, obtained by NESSEL-4, are in satisfactory agreement with the RAHAB-OZMA results.

3 In tables 3-4 NESSEL-4 results are compared with experimental values from critical facilities TRX and BAPL. For the given experimental buckling NESSEL-4 calculates Keff with an accuracy, comparable with results of international wellknown spectral codes in comparison with experiments with exception of the tight TRX-lattice a deviation in calculated NESSEL-4 k eff-values lower 0.2% is observed. For these lattices Keff-values differ until 0.2% in dependence on the used calculation method of P1 in NESSEL-4 (table 5).

### Table 1 Numerical Benchmark results

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Parameter</th>
<th>MC</th>
<th>EPRI-CELL</th>
<th>CASMO-3</th>
<th>NESSEL-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinf</td>
<td>1 147</td>
<td>1 263</td>
<td>0 0803</td>
<td>0 0722</td>
<td>0 798</td>
</tr>
<tr>
<td>NB-1</td>
<td></td>
<td>1 175</td>
<td>2 612</td>
<td>0 151</td>
<td>0 297</td>
</tr>
<tr>
<td>NB-2</td>
<td></td>
<td>2 148</td>
<td>0 0722</td>
<td>0 0722</td>
<td>0 798</td>
</tr>
</tbody>
</table>

### Table 2 Results of PNL-lattices

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Parameter</th>
<th>RAHAB-OZMA</th>
<th>WIMS-D4</th>
<th>NESSEL-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinf</td>
<td>1 253</td>
<td>0 0</td>
<td>0 5</td>
<td></td>
</tr>
<tr>
<td>NB-1</td>
<td></td>
<td>0 211</td>
<td>2 4</td>
<td>1 4</td>
</tr>
<tr>
<td>NB-2</td>
<td></td>
<td>0 322</td>
<td>-3 5</td>
<td>1 9</td>
</tr>
</tbody>
</table>

### Table 3 Results of HAPD-lattices

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Parameter</th>
<th>RAHAB-OZMA</th>
<th>WIMS-D4</th>
<th>NESSEL-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinf</td>
<td>1 179</td>
<td>0 0</td>
<td>0 4</td>
<td></td>
</tr>
<tr>
<td>NB-1</td>
<td></td>
<td>0 220</td>
<td>2 3</td>
<td>0 4</td>
</tr>
<tr>
<td>NB-2</td>
<td></td>
<td>0 085</td>
<td>-1 1 8</td>
<td>-3 5</td>
</tr>
<tr>
<td>NB-3</td>
<td></td>
<td>0 155</td>
<td>-3 3</td>
<td>2 6</td>
</tr>
<tr>
<td>NB-4</td>
<td></td>
<td>0 356</td>
<td>-2 6</td>
<td>0 7</td>
</tr>
</tbody>
</table>

### Table 4 Results of WBR

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Parameter</th>
<th>RAHAB-OZMA</th>
<th>WIMS-D4</th>
<th>NESSEL-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinf</td>
<td>1 155</td>
<td>0 1</td>
<td>0 3</td>
<td></td>
</tr>
<tr>
<td>NB-1</td>
<td></td>
<td>0 220</td>
<td>2 2</td>
<td>-0 4</td>
</tr>
<tr>
<td>NB-2</td>
<td></td>
<td>0 062</td>
<td>1 0 1</td>
<td>2 8</td>
</tr>
<tr>
<td>NB-3</td>
<td></td>
<td>0 106</td>
<td>-2 9</td>
<td>2 8</td>
</tr>
<tr>
<td>NB-4</td>
<td></td>
<td>1 80</td>
<td>1 9 0</td>
<td>1 8 0</td>
</tr>
</tbody>
</table>

### Table 5 Results of HAPD3

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Parameter</th>
<th>RAHAB-OZMA</th>
<th>WIMS-D4</th>
<th>NESSEL-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinf</td>
<td>1 155</td>
<td>0 1</td>
<td>0 3</td>
<td></td>
</tr>
<tr>
<td>NB-1</td>
<td></td>
<td>0 220</td>
<td>2 2</td>
<td>-0 4</td>
</tr>
<tr>
<td>NB-2</td>
<td></td>
<td>0 062</td>
<td>1 0 1</td>
<td>2 8</td>
</tr>
<tr>
<td>NB-3</td>
<td></td>
<td>0 106</td>
<td>-2 9</td>
<td>2 8</td>
</tr>
<tr>
<td>NB-4</td>
<td></td>
<td>1 80</td>
<td>1 9 0</td>
<td>1 8 0</td>
</tr>
</tbody>
</table>
### Table 4: TRX-lattices

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Parameter</th>
<th>Experiment</th>
<th>RYSY-</th>
<th>BARAB-</th>
<th>CGM</th>
<th>OZMA</th>
<th>NESSEL-4</th>
<th>CASMO-3</th>
<th>WPMS-D4</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRX-1</td>
<td>$V_m/V_f$</td>
<td>1.250 0.001</td>
<td>2.8</td>
<td>-0.2</td>
<td>2.0</td>
<td>4.4</td>
<td>4.3</td>
<td>4.3</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>$M_{ex}$</td>
<td>0.999 0.001</td>
<td>0.5</td>
<td>-0.2</td>
<td>-1.6</td>
<td>1.3</td>
<td>4.3</td>
<td>4.3</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>$M_{cr}$</td>
<td>0.095 0.004</td>
<td>5.8</td>
<td>-0.2</td>
<td>4.4</td>
<td>4.3</td>
<td>4.3</td>
<td>4.3</td>
<td>3.9</td>
</tr>
<tr>
<td>TRX-2</td>
<td>$V_m/V_f$</td>
<td>0.999 0.001</td>
<td>0.9</td>
<td>-0.2</td>
<td>2.0</td>
<td>4.4</td>
<td>4.3</td>
<td>4.3</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>$M_{ex}$</td>
<td>1.000 0.001</td>
<td>0.9</td>
<td>-0.2</td>
<td>2.0</td>
<td>4.4</td>
<td>4.3</td>
<td>4.3</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>$M_{cr}$</td>
<td>0.095 0.004</td>
<td>5.8</td>
<td>-0.2</td>
<td>4.4</td>
<td>4.3</td>
<td>4.3</td>
<td>4.3</td>
<td>3.9</td>
</tr>
</tbody>
</table>

### Table 5: NESSEL-4 $K_{eff}$-values in dependence on $P_{ij}$ calculation method

<table>
<thead>
<tr>
<th>Lattice</th>
<th>BINA</th>
<th>BONA</th>
<th>ALCO</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAPL-1</td>
<td>0.9988</td>
<td>0.9976</td>
<td>0.9968</td>
</tr>
<tr>
<td>BAPL-2</td>
<td>0.9993</td>
<td>0.9976</td>
<td>0.9989</td>
</tr>
<tr>
<td>BAPL-3</td>
<td>1.0000</td>
<td>0.9976</td>
<td>1.0008</td>
</tr>
<tr>
<td>TRX-1</td>
<td>0.9942</td>
<td>0.9912</td>
<td>0.9947</td>
</tr>
<tr>
<td>TRX-2</td>
<td>0.9973</td>
<td>0.9979</td>
<td>0.9979</td>
</tr>
</tbody>
</table>

#### 3.1.1 Accuracy of few-group constants

The calculated NESSEL-4 few-group parameters are analyzed on the basis of diffusion calculations for serial measurements. For this purpose ZR-6 lattices with 3.6% U-235 enrichment, 12.7 mm lattice pitch and two boron acid concentrations ($C_{H_3BO_3} = 0, C_{H_3BO_3} = 4.0$ g H$_3$BO$_3$ /l H$_2$O) are investigated. The critical water level in dependence on core radius $R$ (variation of fuel-pin numbers in the assemblies) was estimated. Axial leakages of this configuration are taken into account by buckling values. According [23] the axial extrapolation length $\lambda_3$ depends on only lattice step.

The calculations are carried out by one-dimensional diffusion code DIPOL-1 [24] in cylindrical geometry and by FLEX respectively. The results in figures 1-2 are illustrated. For extremely small values of the core-radius ($R < 19$ cm) diffusion calculations underpredict $K_{eff}$ of about 0.5%. The deviations in the calculated $K_{eff}$ values in comparison with critical state don’t exceed 0.2% for core radius larger 19 cm. Differences for $K_{eff}$ of 0.2% between one and two-dimensional diffusion calculations are observed. At boundary between core and reflector the calculated power release systematically underpredict measured values until 5-10% in dependence on fuel-pin position. A simple method for a particular reduction of this uncertainties in paper [25] is suggested. A summary of this method in the appendix is presented.
3.2 Perturbed fuel-pin lattices

For accuracy validation of the used calculation methods for lattice arrangements with WWER-1000 typically disturbances at critical facility ZR-6 large experimental investigations are carried out. The perturbations are caused by absorber rods of several material compositions [23] and water gaps (removing of absorber rods) respectively lattices of type X-n (X means type of perturbation, n distance of perturbation in units of lattice pitch) and arrangements with imitated fuel assembly structures (WWER-440, WWER-1000) were investigated. Critical water levels, power release distributions and spectral characteristics (disadvantage factors, spectral indices, epithermal parameters) are measured. A complete summary of experimental results is given in I and III volume of TIC [23, 26].

Keoff values for 23 regularly disturbed fuel-pin lattices on the basis of NESSEL-4/FLEX calculations together with results published in [27] are summarized in Table 6. The averaged value of NESSEL-4/FLEX calculations (Keoff = 1 0003; 0 002) demonstrate the satisfactory quality of the calculated few-group constants of NESSEL-4 using the macro-cell model.

Keoff-values for arrangements with imitated FA-structures in Table 7 are summarized. For lattices, containing B absorber rods, a systematically underprediction of Keoff from state of criticality is observed.

Table 6: Keoff-values of 23-regular-macrocell-configurations (mac)

<table>
<thead>
<tr>
<th>Configuration</th>
<th>X-n</th>
<th>Number of mac</th>
<th>NESSEL-4 Keoff [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>65/70 E-7</td>
<td>24</td>
<td>74 3 74</td>
<td>1 0098</td>
</tr>
<tr>
<td>65/70 E-7</td>
<td>14</td>
<td>59 5 59</td>
<td>1 0002</td>
</tr>
<tr>
<td>65/70 E-7</td>
<td>12</td>
<td>75 5 75</td>
<td>1 0002</td>
</tr>
<tr>
<td>65/70 E-7</td>
<td>10</td>
<td>87 5 87</td>
<td>1 0002</td>
</tr>
<tr>
<td>65/70 E-7</td>
<td>8</td>
<td>98 5 98</td>
<td>1 0002</td>
</tr>
</tbody>
</table>

Table 7: NESSEL-4/FLEX Keoff-values of FA-s

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Lattice-description</th>
<th>Keoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>87/77 K31/A1</td>
<td>37 D-3</td>
<td>0 9869</td>
</tr>
<tr>
<td>89/77 K31/A1</td>
<td>37 F-3</td>
<td>1 0002</td>
</tr>
<tr>
<td>91/77 K31/A1</td>
<td>37 T-3</td>
<td>1 0002</td>
</tr>
<tr>
<td>93/77 K31/A1</td>
<td>37 H-3</td>
<td>0 9869</td>
</tr>
<tr>
<td>94/77 K31/A1</td>
<td>37 D-3</td>
<td>0 9869</td>
</tr>
<tr>
<td>95/77 K31/A1</td>
<td>37 F-3</td>
<td>1 0002</td>
</tr>
<tr>
<td>97/77 K31/A1</td>
<td>37 T-3</td>
<td>1 0002</td>
</tr>
</tbody>
</table>

The calculated micro power release distributions in macro-cells of type X-7 are in a satisfactory agreement with measured values (Table 8). The results demonstrate once more the application of the macro-cell model in the cell calculations, after this the neutron-flux distribution can be separated by a periodical function \( \varphi(r) \) (micro-flux distribution in the macro-cell) and the macro-flux \( J_{\text{mac}}(r) \) according to \( J(r) = J_{\text{mac}}(r) \varphi(r) \). For the lattices D-7, F-7 and E-7 in critical state buckling values B by NESSEL-4 are calculated (Tab 9). The realized methods in NESSEL-4 to calculate \( \varphi(r) \) are applied for this lattices. The corresponding NESSEL-4 calculation is carried out for a cylindrical macrocell of type X-7 with white boundary condition at cell-surface. In the calculations the cluster absorber region is subdivided in several mathematically zones. By application of \( \varphi(r) \) used in THERMOS S-II code (SUBROUTINE BIMA, in the following as BIMA denoted) for \( B_{\text{mac}} \) a strong dependence on the zone number is observed. In this method is suggested, that neutrons at centre of considered zones are starting. This assumption is fulfilled much better by smaller zone numbers is selected. By reason of strong flux gradients in the absorber an improvement in the spatial discretization leads to an increasing of the calculated thermal neutron-flux and therefore the absorption rate increases.

Investigations have shown, that calculated absorber efficiency by application of \( \varphi(r) \) on BIMA strong depends on the subdivision of cluster region into mathematically zones. Corresponding minimal zone-number for WWER clusters in FA-s are estimated as 5-11.

4 Cluster micro-depletion in WWER-1000 FA-s

In the following calculation results of micro-depletion properties of burnable cluster-absorbers in WWER-1000 prototype FA-s are discussed. The calculations in each case are carried out for two states. In the first case the micro-depletion of cluster absorbers is taken into account in NESSEL-4 calculations, but in second case the micro-depletion is neglected. In both cases the number of mathematically zones inside of absorbers is varied.
performed in a to harden neutron spectra. The total absorption up of fuel-pins in the neighbourhood of cluster-absorbers is

First collision probabilities are calculated by subroutine BIWA.

If interruption between cluster and fuel-pins in the FA is taken into account during more group spectrum calculation, if

For several FA-s in tables 10-11 ratios of infinite multiplication factors $\delta$Kinf are summarised. The definition of $\delta$Kinf is the following:

$$\delta K_{inf} = \frac{m_c A}{K_{inf}} \cdot \frac{C - A}{K_{inf}}$$

Here it means:

- m C A - calculation with cluster micro-depletion
- A C A - calculation without cluster micro-depletion
- BU - burnup in units of [MWd/Kg U]

The results show, that $\delta$Kinf depends on spatial discretisation of the cluster region and on the 'blackness' of absorber. For a roughly subdivision of the cluster region (NZ < 3 for EU$_2$O$_3$, NZ < 5 for B$_4$C, NZ < 3 for B$_3$C$_2$) the question of cluster-absorber treatment has only a secondary importance.

In this case the calculated spatial-energetical spectra in cluster-absorber is practically so wrong, that no difference between the possibilities of cluster-treatment is observed for NZ-12 zones at burnup value BU-30 [MWd/Kg U] the following differences in reactivity uncertainties of investigated WWER FA-s are estimated.

Here it means:

- FA with EU$_2$O$_3$ - rods 5.5%
- FA with B$_4$C - rods 3.9%
- FA with B$_3$C$_2$ - rods 1.0-2.7%

These uncertainties are practically independent from boron acid concentration and from FA enrichment (table 10 and results of paper [28,29]).

As the above mentioned results show a neglection of cluster micro-depletion leads to a generally reactivity deficit for FA-s with burnable absorbers.

The influence of cluster absorber treatment on the calculated micro-power release distribution in FA-s is illustrated by Power release calculation is carried out by FLEX code using few-group parameters for two burnup state.
FIG. 3. Influence of cluster-absorber treatment on micro-power release distribution in WWER FA.

FIG. 4. Influence of cluster-absorber treatment on micro-power release distribution in WWER FA.
For each FA six several sets of few-group parameters in FLEX calculations are used. According to the NESSEL-4 geometry model for WWER FA-s group constants of the following materials are calculated: central dosimeter channel, cluster rod cell, fuel-pins neighboured with cluster rods, fuel pins in neighbourhood of assembly jacket, rest of fuel-pins in the 'undisturbed' lattice region, assembly jacket. Calculated ratios $\delta Q(\vec{r})$ as a function of pin position in FA two directions in figures 3-4 are given.

$\delta Q$ is defined as:

$$\delta Q(\vec{r}) = \frac{Q(\vec{r}) - \bar{Q}}{\bar{Q}}$$

$Q(\vec{r})$ calculated power release by FLEX

In the case of BZr$_2$ cluster-absorber deviations in calculated distributions achieve until 20% This circumstance is connected with the relative quickly burnup of BZr$_2$ rods. For FA-s, containing B$_4$C cluster absorber, uncertainties until 6% in calculated micro-power release in dependence on cluster treatment are expected.

4.1 Gadolinium lattice calculations

In table 12 calculated Gd-efficiency values (Kinf), obtained by NESSEL-4, CASMO-HEX [31] and RSYS-T-GCM [32] for the hexagonal macro-cell of Sidorenko [7] and the square EIR lattice [5], are summarised.

<table>
<thead>
<tr>
<th>BU (MWd/kg U)</th>
<th>EIR</th>
<th>NESSEL-4</th>
<th>CASMO-HEX</th>
<th>RSYS-T-GCM</th>
<th>NESSEL-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
</tr>
<tr>
<td>1</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
</tr>
<tr>
<td>2</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
</tr>
<tr>
<td>3</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
</tr>
<tr>
<td>4</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
</tr>
<tr>
<td>5</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
</tr>
<tr>
<td>6</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
<td>0.2512</td>
</tr>
</tbody>
</table>

$\Delta$ Kinf = Kinf (UO$_2$ fuel-pin) - Kinf (macro-cell)

In comparison with the results of above mentioned codes NESSEL-4 not very large differs. Usually, as the investigations in material [30] have shown, NESSEL-4 overpredict the gadolinium absorption and therefore underestimate Keff in dependence on lattice type of about 0.5-1.0%.

Appendix

Fine-mesh diffusion calculations with spectral-corrected few-group constants

As it was shown in chapter 3.1.1 at boundary of several media differences of about 5-10% between measured and calculated power-release distributions are observed if asymptotical few-group parameters in diffusion codes are used. In the following a simple method to reduce this uncertainties, on the basis of spectral-corrected few-group constants in fine-mesh diffusion code FLEX, is suggested.

Considering a cylindrical super-cell (fig A1) this cell consists in the inner part of fuel-pin cells of the same type (enrichment, lattice-pitch, temperature). Around this region a zone is positioned, which affects on the inner district as a disturbance. For the so defined super-cell a more-group spectrum calculation by NESSEL-4 is carried out in dependence on thickness and composition of the outer zone the fuel-pin spectrum in the inner part of the super cell is influenced. By obvious condensation procedure the few-group constants of the preburned region are calculated. Changing outer disturbances the few group parameters $\Sigma_3$ in dependence on spectrum value SI are calculated. SI is the ratio of epithernal to thermal neutron-flux ($\Sigma_3(\phi_{\text{ep}}) / \Sigma_3(\phi_{\text{th}})$) in the fuel-pin region.

These dependencies like input data for FLEX code are used. FLEX solves, at first for a given lattice arrangement, the fine-mesh diffusion equation in hexagonal geometry using asymptotical few-group constants. During outer iteration for all lattice points fluxes are calculated. These fluxes are used to calculate a local dependend spectrum ratio $\Sigma_3(\vec{r})$, defined as:

$$\Sigma_3(\vec{r}) = \phi_{\text{ep}}(\vec{r}) / \phi_{\text{th}}(\vec{r})$$

By correlation on basis of interpolation between $\Sigma_3(SI)$ from NESSEL-4 and $\Sigma_3(\vec{r})$ from FLEX for each point $\vec{r}$ the corresponding spectral-corrected few-group constants are calculated. Using these parameters the further iteration process is carried out. Iteration is finished, if a given accuracy limit for own-value Keff, fluxes and spectral-index value SI(\vec{r}) is obtained.

The method is realised in FLEX-S code. Details about the used method in paper [25] is described. For illustration of the code accuracy at figure 5 procentually deviations between calculated and measured power-release distributions using asymptotical and spectral-corrected few-group constants for an investigated ZR-8 assembly are presented.
FIG. A1. Deviations between measured and calculated micro-power release distribution (lower numbers: asymptotical few-group parameters in FLEX; upper numbers: spectral-corrected parameters).
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Abstract

Recent progress in the modeling of the reflector regions of pressurized water reactors within the framework of advanced nodal diffusion analysis methods is reviewed. Attention is focused on the modeling of the radial reflector of a PWR which is most problematic because of its irregular and heterogeneous structure. Numerical results are presented to demonstrate the high accuracy of the methods which are now available for generating nodal reflector parameters and it is shown that errors due to reflector modeling in multi-dimensional nodal reactor analysis can be practically eliminated.

INTRODUCTION

The application of advanced nodal diffusion methods to the in-core physics analysis of light water reactors has become quite common in recent years. These modern nodal methods have at least one basic feature which distinguishes them from the traditional nodal methods, namely that all energy groups and all spatial regions of the reactor (including the reflectors) are treated with the same degree of sophistication. Hence, the accuracy of advanced nodal diffusion models is dependent not only on the adequacy of the fuel assembly homogenization methods used to determine equivalent nodal parameters (ENPs) for fuel nodes, but also depends significantly on the methods used to determine ENPs for homogenized reflector nodes. In this regard, the modeling of the radial reflector of a pressurized water reactor (PWR) is singled out as the most challenging because of the heterogeneous structure of this region (This region typically consists of a close-fitting steel baffle around the core followed by a thick water reflector with the steel core barrel and several steel neutron pads interspersed at various distances from the core.) The axial reflectors represent less of a problem since they are normally assumed to consist of homogeneous mixtures of water and structural materials.

The purpose of this paper is to summarize the principal differences between the methods which are currently available for determining ENPs for PWR radial reflector nodes and to evaluate the accuracy of these methods. In particular, numerical results are presented to demonstrate that errors due to reflector modeling in multi-dimensional nodal reactor analysis (i.e., due to few-group reflector parameters) can now actually be reduced to practical insignificance.
NODAL EQUIVALENCE THEORY BASED REFLECTOR MODELS

Several advanced methods for determining nodal reflector parameters (called reflector models) have been reported in recent years. Most of these models are based on applications of nodal equivalence theory (NET), involving one-dimensional (1-D) multigroup transport calculations (spectral geometry calculations) which model one or more fuel assemblies, the baffle, and the reflector (and if sufficiently close to the core, the core barrel and neutron pads) to provide the spectral and spatial information necessary to compute reflector ENPs. The various NET-type reflector models differ mainly in the manner in which flux discontinuity factors are computed and applied.

In Koebke's 1-D simplified equivalence theory (SET) reflector model, for example, discontinuity factors which are identical (per energy group) on the opposite faces of a 1-D homogenized reflector node are determined simultaneously (iteratively) with the group diffusion coefficients for the node. These discontinuity factors, which are called heterogeneity factors, are assumed to be valid for all coordinate directions and are thus conveniently divided into the diffusion coefficients and flux-volume weighted (FVW) cross sections for the 1-D node to yield ENPs applicable to a corresponding three-dimensional (3-D) node. These ENPs can then be used in standard nodal diffusion codes without the introduction of additional complexities such as the inclusion of flux discontinuities in node interface continuity conditions or the carrying of discontinuity factors as equivalent parameters in cross section tables.

Smith applies the generalized equivalence theory (GET16 method to determine face-dependent discontinuity factors for a homogenized reflector node. However, since 1-D spectral geometry calculations are used for this purpose, discontinuity factors are computed only for those faces which are parallel with the core-reflector interface. Specifically, Smith utilizes only the discontinuity factors on the coreside face of the 1-D reflector node by assuming that these are valid for all faces of a corresponding two-dimensional (2-D) reflector node. (In the axial direction the radial reflector has no structural heterogeneities and unity discontinuity factors are usually assigned to axial node faces. However, if axial water density variations within the radial reflector are neglected, then the radial discontinuity factors can also be used in the axial direction.) These discontinuity factors are used together with the reflector FVW cross sections and diffusion coefficients in nodal diffusion codes which explicitly account for flux discontinuities.

Rathkopf and Liu have described a 1-D GET reflector model in which a single set of coreside discontinuity factors is determined for application to all faces of a 3-D reflector node. They utilize a two-group 1-D diffusion theory analytic relationship between core-reflector interface fluxes and net currents for a finite (homogenized) reflector to determine the coreside discontinuity factors. Furthermore, they divide these two-group discontinuity factors into the two-group FVW cross sections and diffusion coefficients for the node to obtain a set of ENPs which can be used, just like Koebke's SET parameters, in standard nodal codes.

The above two models are strictly speaking applicable only to thick reflector nodes for which neutron transmission through the 1-D reflector node is negligible. While this may be the case for assembly-size nodes, neutron transmission becomes significant when homogenization is carried out over quarter-assembly size nodes. However, this is of little concern in practice since homogenization for the radial reflector is nearly always applied to assembly-size nodes, even if quarter-assembly homogenization is carried out for fuel nodes.

A rather different simplification of a 1-D GET reflector model which achieves the same goal as the Rathkopf-Liu model (i.e., no discontinuity factors as explicit ENPs) has been developed. This model, which has been called the normalized GET (NGET) method, utilizes a multigroup analytic method to compute discontinuity factors and a discontinuity factor normalization procedure which starts at the core-reflector interface and proceeds towards the outside of a 1-D array of reflector nodes (retaining the values of the discontinuity factors on the core-reflector interface) to obtain face-independent discontinuity factors for each node. These normalized discontinuity factors are divided into the FVW cross sections and diffusion coefficients of the nodes. Thus, the NGET method can be used to determine ENPs for reflector nodes of arbitrary thickness as well as for multi-node reflector representations. In this respect the NGET method is similar to the SET method. The difference is that the NGET method does not require an iterative adjustment of the diffusion coefficients to determine face-independent discontinuity factors in the NGET method, as well as the previously mentioned GET methods. Arbitrary diffusion coefficients are allowed, but FVW values are normally used.

Utilization of the nodal reflector parameters derived from these 1-D models gives rise to so-called two-dimensional effects in multi-dimensional nodal calculations for PWRs because these reflector parameters do not account for the two-dimensional structure of the baffle at core corners. The two-dimensional effects have been estimated to be of the order of 1% maximum error in assembly powers accompanied by a core-wide power tilt of 1% to 2%. Furthermore, NET-based models yield radial reflector ENPs which are dependent on core conditions primarily through the use of the flux-volume weighting procedure for spatial homogenization. It has been shown that this environment dependence might incur even greater uncertainty in power distributions than do the two-dimensional effects. However, since two-dimensional and environmental effects often (depending on core conditions) cancel fortuitously, the overall effect is frequently quite small. Unfortunately, such cancellation of effects does not provide confidence in the projected accuracy of a particular PWR nodal reflector model, and therefore recent attempts have been directed towards a more consistent elimination or reduction of the individual effects.

As far as two-dimensional effects are concerned, these can be eliminated by utilizing simplified two-dimensional calculations, like those used by Buro10 and Kahl11 to compute NET parameters for corner reflector nodes. Unfortunately, such 2-D NET models are still environment-dependent and are computationally more complex and expensive than the simple one-dimensional models. Therefore, the focus has been placed on developing improved one-dimensional models instead.
RESPONSE MATRIX BASED REFLECTOR MODELS

The highly asymmetrical structure of the radial reflector and the use of FVW cross sections (together with discontinuity factors) render NET-based reflector data relatively sensitive to core conditions. Response matrix (RM) homogenization treatments on the other hand, have greater potential (at least in 1-D) of yielding environment-insensitive ENPs. Therefore efforts to obtain less core dependent radial reflector ENPs have been directed towards defining the ENPs in terms of 1-D response matrices. Two such reflector models have been reported in the open literature, namely the model of Koebke et al. and the so-called NGET-RM model.

The model of Koebke et al., which has also been referred to as the Koebke-RM model, utilizes the results obtained from two separate 1-D multigroup spectral geometry calculations to compute a two-group infinite-reflector flux-current RM and FVW cross sections for a thick reflector node. Two-group analytic diffusion theory (presuming zero upscatter) expressions are used to define diffusion coefficients and heterogeneity factors in terms of the elements of this RM and the FVW cross sections. The resultant heterogeneity factors are divided into the diffusion coefficients and FVW cross sections to produce the required environment-insensitive ENPs (numerical verification of which is given in Ref. 17). This model has one apparent weakness, namely that the ENPs are not uniquely defined since either the epithermal diffusion coefficient (\(D_1\)) or the epithermal heterogeneity factor (\(F_1\)) must be assigned some ad hoc value. However, it turns out, this is actually an advantage (see below) and the real disadvantages of the method are the requirement for two expensive spectral geometry calculations and the restriction to two energy groups.

The 1-D NGET-RM reflector model has as its basis the observation that the environment dependence of NET-based radial reflector data is due almost entirely to the FVW spatial smearing (homogenization) process and not to group condensation, and it utilizes several fundamental properties of partial-current RMs to circumvent the FVW approach in order to homogenize radial reflector nodes. Thus, a scheme is devised in which the NGET method is used for energy condensation to produce few-group equivalent diffusion parameters, which are practically environment-independent, for each of the component regions of the radial reflector. (The SET method could equally well be used for this purpose.) These regionwise NGET parameters are then used in the analytic computation and addition of component region (slab) RMs in order to obtain a composite RM for the entire reflector region or parts of it (nodes). In order to define unique ENPs in terms of the elements of the composite RMs of each node, these matrices are symmetrized in such a way that all effects due to this symmetrization are incorporated in an albedo boundary condition computed on the outer edge of the reflector. The remaining environment dependence of the NGET-RM ENPs (due to the component region NGET parameters) has been shown to be insignificant and to incur uncertainties in core power distributions of much less than 0.1%.

Relative to the Koebke-RM reflector model, the NGET-RM method has the advantage that it is a general multigroup model and that it requires only one multigroup spectral geometry calculation to obtain all the necessary information for determining the reflector ENPs. However, the latter advantage can be eliminated by modifying the Koebke-RM procedure such that only one spectral geometry calculation is required for it as well. This can be done by simply calculating the flux-current transformation of the partial-current infinite-reflector RM, which is computed and used in the NGET-RM method (denoted by \(R_0\) in Ref. 18), in order to obtain the infinite-reflector RM required in the Koebke-RM method. Numerical results have suggested that this modified scheme should yield practically the same infinite-reflector RM as the original method. This approach actually has a second advantage, namely that it allows a consistent elimination of the upscatter element in the two-group infinite-reflector RM (which may not be negligible if computed from the edited results of two spectral geometry calculations). This is achieved by following the simple upscatter-correction to the regionwise FVW scattering matrices prior to computing the discontinuity factors for each subregion \(j\) (\(Q_j\) being the group \(G\) average flux in region \(j\)).

\[
\Sigma_{GG'}^{*}\ =\ \Sigma_{GG'}\ -\ \Sigma_{G'G}\ +\ \frac{\Sigma_{G'G}^{*}}{\Sigma_{GG}^{*}}\ \quad \forall G'<G, \quad (1a)
\]

\[
\Sigma_{GG'}^{*}\ =\ 0\ \quad \forall G'>G \quad (1b)
\]

The subsequently computed NGET parameters then rigorously conserve the integral two-group reaction rates per region and lead to an infinite-reflector RM and a FVW scattering matrix without upscatter.
much smaller 2-D power distribution errors associated with it than does the standard Koebke-RM model. This is evident from the results which are given in Table 1 for two typical (realistic) 2-D PWR problems (PROBLEM 1 is defined in Ref 13 and PROBLEM 2 is defined in Ref 21).

Despite the lack of free parameters in the NGET-RM method, it was recently shown \(^{21}\) that it is feasible to set up a very simple semi-empirical scheme for reducing the 2-D effects of this reflector model. The empirical procedure developed in Ref 21 is based on the transverse leakage concept and an assumed flux separability near reflector nodes, and is applied only to inner corner reflector nodes. It determines two "optimal" empirical factors which are used to adjust the material buckling matrices (computed from the few-group NGET) of the reflector component regions before proceeding with the calculation and addition of their respective RM's. These two empirical factors, which are called the thermal and epithermal factors, facilitate the reduction of 2-D effects in both the thermal and epithermal energy ranges. The improved Koebke-RM method, on the other hand, reduces 2-D effects only in the epithermal range and actually increases thermal effects (see Ref 21). Thus, the "improved" NGET-RM reflector model (using the optimized empirical factors \(^{21}\))

to generate ENPs for inner corner reflector nodes) is not only capable of reducing the 2-D errors in the global (nodal) power distribution, but should also reduce local intranode power distribution errors in core peripheral nodes. The excellent performance of the improved NGET-RM reflector model relative to the standard NGET-RM model as well as to the improved Koebke-RM model is reflected by the summary of 2-D errors given in Table 1 (see also Fig 1). Thus, the optimal empirical factors for the improved NGET-RM reflector model are rather insensitive to core configuration (geometry) and core conditions. \(^{21}\) It is also suggested that these factors should be insensitive to varying reflector conditions (e.g. soluble boron changes) and to modest changes in reflector configuration (e.g. realistic changes in baffle thickness) because the applied empirical correction is region-dependent and proportional to the material buckling matrix in each component region. Furthermore, since 2-D effects show a distinct separation into thermal and epithermal effects (see Refs 17 and 21) and since two independent factors are used in these two energy ranges, the optimal factors are expected to be valid for multigroup applications as well.

The results quoted above demonstrate that both the improved Koebke-RM and the improved NGET-RM reflector models are accurate and practical methods of generating ENPs for PWR radial reflector nodes. However, the NGET-RM model has one other feature, namely the non-diagonal nature of its equivalent diffusion coefficient matrix (D) \(^{13}\) which may place it at a disadvantage with regard to its utilization within some of the existing nodal reactor calculational systems. While modern nodal methods are not in principle restricted to a diagonal D treatment \(^{17}\) and may actually require only modest programming changes to accommodate full D matrices, the alternative would be to find some suitable means of diagonalizing the NGET-RM D matrix without compromising its accuracy. It has been found that simply diagonalizing D (by whatever means) is inadequate and that such diagonalization should be accompanied by a redefinition of the other ENPs. \(^{22}\) An approximate method based on this approach was proposed in Ref 17 for application to thick reflector nodes. The method has been successfully tested \(^{22}\) and shown to introduce hardly any additional errors in 2-D power distributions (see last row in Table 1) provided a suitable choice is made for the diagonalized D by a redefinition of the diagonal matrix. The analysis performed in Ref 22 indicated that the inverse of the sum of the elements in each row of the transport matrix \((D^{-1})\) yields a very good diagonalized D matrix.
IMPACT OF RADIAL REFLECTOR MODELS IN NODAL CALCULATIONS

Thus far the discussion has centered around the accuracy of the various methods available for generating radial reflector ENPs. Hence, only results which reflected errors due to reflector modeling alone (i.e., uncontaminated by spatial truncation errors or fuel assembly homogenization errors) were quoted. Thus, unambiguity was achieved (see Refs 13 and 21) by defining 2-D reactor test problems with homogenized assemblies and by performing the reactor diffusion calculations with the 2-D high-order RM code LABANPEL, which was used in such a mode as to limit spatial truncation errors to below 0.1% maximum error in assembly powers. However, the impact that reflector data generated by the different reflector models would have on the results of actual nodal reactor calculations (for which spatial truncation errors are often significant) has not been considered. To investigate this, an analytic nodal diffusion method similar to the QUANDRY method was employed with a one-node-per-assembly mesh structure to perform a series of calculations for the previously defined 2-D two-group PWR problems. The results are summarized in Table 2 in terms of the errors relative to the LABANPEL reference (explicit baffle and reflector NGET data) results.

Evidently, the use of radial reflector data generated by the more sophisticated reflector models (e.g., improved NGET-RM) does not necessarily lead to the most accurate nodal results. It may therefore appear pointless to generate very accurate nodal reflector data if the eventual nodal results are not much different from those obtained with less sophisticated reflector data. However, this is purely due to the fortuitous and unpredictable cancellation of errors, something which is incompatible with the principles of modern nodal reactor analysis. The spatial truncation error of the nodal method, of which a good estimate is given by the last row in Table 2, obscures the true performance of the various reflector models. Therefore, one should not evaluate the adequacy/inaequacy of a given reflector model on the basis of nodal reactor calculations for which spatial truncation errors may be so large as to prohibit an objective analysis. Likewise, one should be cautious about adjusting reflector data to compensate for other reactor modeling errors (such as fuel assembly homogenization errors) since such errors may vary with reactor core conditions (exposure, power distributions) and reactor geometry.

CONCLUSION

The characteristics of various modern methods for generating few-group equivalent nodal reflector parameters for the radial reflector of a PWR have been described in this paper. Numerical results were presented to demonstrate the high accuracy of the methods which are now available for generating nodal reflector parameters. The most advanced nodal reflector models amongst those discussed are the improved Koebke-RM and the improved NGET-RM models. It was shown that errors due to reflector modeling can be reduced to practical insignificance (e.g., corewise power tilts and assembly power errors of no more than several tenths of a percent) if the improved NGET-RM reflector model is used. The conclusion is therefore drawn that it is now possible to practically eliminate the contribution of reflector modeling errors to the overall error of advanced nodal reactor analysis. It is also concluded that practical nodal reactor analyses should be performed with the best reflector data available without any form of adjustment of such data to compensate for other modeling difficulties.
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Abstract

A general method for the treatment of radial or axial reflectors in diffusion calculations for light water reactors will be described. The method is based on pre calculated response matrices for the reflector via external boundary conditions e.g. in form of space and energy dependent albedos at the core/reflector boundary. The response matrices can be calculated with standard multigroup or continuous energy Monte Carlo codes and applied for any type of solution method for the two group diffusion equation (e.g. finite difference methods, nodal expansion methods or finite element methods). The advantages of the method are an accurate treatment of neutron transport in the reflector and saving of computer time due to a reduced problem size (no meshes for reflectors are necessary).

1 Introduction

Due to the heterogeneous structure and complicated geometry of the radial and axial reflector of light water reactors an accurate solution of the neutron diffusion equation in the reflector region can be achieved only if special weighted or adjusted absorption and transport cross sections e.g. based on equivalence theory [1] or special boundary conditions like space and energy dependent albedos are used. If this problem is solved by means of special defined cross-sections, these cross sections depend from the type of numerical solution of the diffusion equation e.g. by finite difference methods or nodal methods (nodal expansion method [2], finite element method [3]). The use of pre calculated albedos leads to inaccuracies if the albedos are not updated for every actual core composition and power distribution.

However, if adequate and updated albedos at the boundary between core and reflector are available, the solution of the diffusion equation for the evaluation of the power distribution can be reduced to the core region with two advantages:

- remarkably less nodes are required (up to 30%),
- the reflector structure (shroud, varying water gap, core vessel etc.) can be taken into account accurately in the albedo calculation if an adequate method is used.
The calculation of such adequate and updated albedos can be performed by means of a response matrix method based on transport theory. The geometry and material composition of the reflector remain practically constant during a reactor cycle (except the boron concentration in PWR), therefore response matrices which define the relation between current directed into reflector at space variable \( r \) and energy group \( i \) and the returning current of neutrons at space variable \( r' \) and group \( i' \) depend only from few changing parameters and hence can be calculated separately from diffusion calculation. If the complete response matrix is known, the albedo at every group and at every space point at the boundary between core and reflector can be easily calculated by multiplying the output (from core to reflector) current vector by the response matrix achieving the corresponding input current vector and evaluating the relation between input current and output current. This can be done during the iterative solution of the diffusion equation with the most updated fluxes and gradients with negligible computer cost.

The calculation of the response matrix may be performed by any adequate transport code. In our experience the most convenient and accurate way to calculate such response matrices is the use of a Monte Carlo method. By this method the reflector structure can be taken into account as realistic as necessary and the transport equation can be solved with high order of accuracy.

A detailed study of the flux spectra at the boundary showed that the form of the energy spectra depend from the assembly type (enrichment etc.), burn-up, boron concentration (PWR) and moderator density. These dependencies can be taken into account by means of a few parameters. The response matrix elements for these parameters can be calculated simultaneously by means of a correlated sampling Monte Carlo technique.

With the response matrix method we had very good experiences also in other applications like calculation of SWR assemblies with cruciform absorber elements where the absorber region and water gap was treated by a Monte Carlo response matrix [4] and in (2D and 3D) HTR applications [5,6] where the complete cavity between core and reflector including inserted control rods was treated by means of response matrices (in this case not by external but by internal boundary conditions). The applied theory worked well for both finite difference methods and nodal methods (e.g., finite element method with isoparametric numerical integrated elements with second order expansion). The method is not only applicable to radial reflectors but also for axial reflectors. Using internal boundary conditions instead of external albedos, the method can be used to solve diffusion and transport equation in different regions simultaneously.

2 Description of the Method

The basic principle is to couple the core region in which the two-group diffusion equation is solved by the reflector region in which the transport equation should be solved (due to the strong gradients in the reflector region) by means of an adequate boundary condition.

In a \( P_1 \) approximation of the transport equation the boundary condition for the neutron flux density between two different media generally can be written in the integral form [7]

\[
\int_{\Omega \cap \Gamma} Y_m^\omega(\vec{\Omega}, \vec{\Omega}) d\Gamma_d = \int_{\Omega \cap \Gamma} Y_m^\omega(\vec{\Omega}, \vec{\Omega}) d\Gamma_d ,
\]

where \( \phi_D(\vec{r}, \vec{E}, \vec{n}) \) and \( \phi_T(\vec{r}, \vec{E}, \vec{n}) \) are the flux densities in the diffusion region and transport region respectively. The above boundary condition requires steadiness of the normal component of the current density along the boundary between two regions.

In the region in which the diffusion equation is solved only sufficient conditions for a \( P_1 \)-approximation \((l = m = 0) \) exist. In this case the boundary condition reduces to one equation in which the neutron flux density is approximated by the linear anisotropic term

\[
\phi_D(\vec{r}, \vec{E}, \vec{n}) = \frac{1}{4\pi} \left( \phi(\vec{r}, \vec{E}) + 3\vec{n} \cdot \vec{J}(\vec{r}, \vec{E}) \right)
\]

The normal component of the current density directed into the diffusion region is then

\[
\vec{J}^{-}(\vec{r}, \vec{E}) = \frac{1}{4} \phi(\vec{r}, \vec{E}) + \frac{1}{2} D(\vec{r}, \vec{E}) \nabla \phi(\vec{r}, \vec{E})
\]

The neutron flux density at the boundary between core and reflector region at the phase space coordinates \( \vec{r}, \vec{E}, \vec{n} \) is a function of the flux distribution at the surface and the material composition inside this region

\[
\phi(r, L, \vec{n}) = \frac{1}{(\vec{n} \cdot \vec{E})} \int_{\vec{E} \cap \Gamma} \int_{\vec{n} \cap \Gamma} h(\vec{r}, \vec{E}, \vec{n}) d\vec{E} d\vec{n}
\]

\[
\phi_D(\vec{r}, \vec{E}, \vec{n}) = \int_{\vec{n} \cap \Gamma} d\vec{E} d\vec{n}
\]
where \( K(\vec{r}', E', \vec{I}') \rightarrow \vec{r}, E, \vec{I}) \) is a transport kernel which regards for scattering and absorption in the transport region and \( \phi(\vec{r}', E', \vec{I}') \rightarrow \phi(\vec{r}, E, \vec{I}) \) can be approximated by the mentioned linear anisotropic term. For the solution of the integral in the above equation a Monte Carlo method can be used for any degree of complexity of the reflector structure.

The principle of coupling exists in calculating the current density directed into the core region \( j_g^-(x) \) (\( g \) denotes energy group number) as a function of the angular dependent current density directed into the reflector region. For a discretized surface the current density \( j_g^+(x) \) (\( I \) denotes a surface element, e.g., which may be described by any possible surface type of the FE-net generator or a mesh boundary of the FD- or nodal mesh net) can be calculated by means of following equation

\[
j_g^+ = \sum_{\phi^g} \left( R_g^{\phi^g} \cdot \phi^g + R_g^{\phi^g} \frac{\partial \phi^g}{\partial x} + R_g^{\phi^g} \frac{\partial \phi^g}{\partial y} + \right.
\]

The coefficients \( R_g^{\phi^g} \) are components of a response matrix which describe the neutron exchange between the surface elements. The fluxes \( \phi^g \) and flux gradients \( \frac{\partial \phi^g}{\partial x} \) can be taken from the diffusion solution at the corresponding surface elements. In the finite element method the flux is approximated by a polynomial expansion

\[
\phi^g(x) = \sum_i \phi^g_i \cdot \xi_i(x)
\]

where \( \xi_i(x) \) are known functions (e.g., of order two) and \( \phi^g_i \) the fluxes at the nodes of the finite element. In the FE-program DIFGEN /3/ e.g. a general boundary condition of the form

\[
\alpha_g(x) \phi_g(x) + \beta_g(x) \nabla \cdot \phi_g(x) = \gamma_g(x)
\]

can be taken into account at every external or internal side of a finite element (e.g. with pentaedric or hexaedric form). In diffusion approximation the current density from reflector into core region can be described by

\[
j_g^-(x) = \frac{1}{4} \phi_g(x) + \frac{1}{2} D_g(x) \nabla \cdot \phi_g(x)
\]

\( (D_g(x) \) is the diffusion coefficient for group \( g \).) This input current vector can be calculated by multiplying the output current vector (into the reflector region) by the response matrix and used as a NEUMANN source term of the general boundary condition \( \gamma_g(x) = j_g^+(x) \) with \( \alpha = \frac{1}{4}, \beta_g(x) = \frac{1}{2} D_g(x) \).

The calculation of the average fluxes and gradients at the surface elements along the boundary between transport region and diffusion region can be performed by means of the integration over the functions \( \xi_i(x) \)

\[
\left\langle \phi_g \right\rangle = \sum_{\xi_i=1}^{NK0} \phi_g \left( \xi_i \right)_T
\]

\[
\left\langle \frac{\partial \phi_g}{\partial n} \right\rangle = \sum_{\xi_i=1}^{NK0} \left( \sum_{\xi_l=1}^{NK0} \phi_g \left( \xi_l \right) \frac{\partial \xi_i}{\partial n} \left( \xi_l \right) \right) \left( \xi_i \right)_T
\]

where \( NK_0 \) is the number of nodes at the regarded side of the finite element and \( NK \) the total number of nodes of the regarded finite element.

In the nodal expansion method the average flux and gradients at the boundaries can be derived from the basic parameters (average node fluxes and input/output currents at the six node boundaries) of the solution of the nodal equations [8]. The coupling of input/output currents at the boundary between core and reflector can be realized by means of an albedo coefficient

\[
\alpha_g(x) = \frac{j_g^-(x)}{j_g^+(x)}
\]

where the input currents \( j_g^-(x) \) can be calculated by multiplying the output currents \( j_g^+(x) \) by the response matrix again.

For the finite difference method the difference formulas for the fluxes and gradients at the boundary meshes can be used to determine the linear anisotropic flux distribution at every mesh boundary.

The complete solution of the diffusion equation in the core region can be achieved if the system equations corresponding to the FD-, NEM-, or FE-method and simultaneously the equations for the determination of albedos or NEUMANN source terms (simple matrix times vector operation) are solved. The diffusion equation has to be solved only for the core region.

### 3 Calculation of Response Matrices

As mentioned before, the neutron transport in the complex structure of the reflector can be treated most accurately by a Monte Carlo method. A typical geometry for the radial reflector of a PWR is shown in Fig.1 (350 MW plant KWO).
For the calculation of the response matrix elements at every surface element \( l \) of the core/reflector boundary neutrons with energies corresponding to the fast or thermal energy group (index \( g' \)) have to be started into the reflector region and followed up to their escape from system, absorption (or Russian Roulette killing) or return to the core/reflector boundary. The returning neutrons (at surface element \( l \) and energy group \( g \)) contribute to the response matrix elements \( R_{l,g'}^{l}, R_{g,l}^{l}, R_{g,g'}^{l} \) and \( R_{g',g}^{l} \), respectively.

The spatial distribution of the starting neutrons at the surface element \( l \) can be taken as constant (e.g. if the mesh size is not too large), linear or with higher order depending from degree of approximation of the diffusion solution. The angular distribution is taken cosine shaped in the normal direction of the regarded surface element. With the cosine shaped source distribution the \( R^{0} \) - term can be calculated directly. The \( R^{1}, R^{2}, R^{3} \) - terms can be calculated simultaneously by multiplying the neutron starting weights (normally 0.5) by the corresponding components \( \Omega_{x}, \Omega_{y}, \Omega_{z} \) of the neutron direction \( \Omega \). The energy distribution of the starting neutrons can be chosen from typical assembly spectra which mainly depend from assembly type, burn-up, moderator density and boron concentration (PWR). An example of a multigroup spectra at the boundary core/reflector is shown in Fig.2 for different burn-up values. Such assembly spectra may be taken from fundamental mode multigroup assembly calculations (1D or 2D) and interpolated to the group or energy structure which is used in the Monte Carlo transport
4 Examples

As an example the response matrix of a 2D-Problem was calculated by Monte Carlo using the MORSE-code with the special user routines. The surface elements of the core/reflector boundary were subdivided into three meshes/assembly as shown in Fig. 3. The response functions for an input current at surface element 11 is shown in this figure too. In Fig. 4 a comparison of a 2D - diffusion solution with a nodal expansion method with different reflector treatment (adjusted reflector cross-sections and albedos from reflector transport calculation) is shown. For the case of a coarse mesh net (for which the reflector cross sections were adjusted to a comparable transport solution) the two solutions are in sufficient good agreement. If these reflector cross-sections are used in fine-mesh calculations the larger discrepancies were observed.
5 Conclusions

The coupling of diffusion and transport region via response matrices is an interesting method to treat reflectors in LWR-diffusion calculations. For the test of the accuracy of the method comparisons with multigroup transport solutions are planned. A problem-specific benchmark would be very helpful.
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Abstract

The design procedure for PWR reactors has two main stages: the assembly transport calculation (computed by the APOLLO code) and the core calculation, achieved by the diffusion code CRONOS. For rodded or poisoned assemblies, the transport calculation uses the DPOO option (no cell cylinderization and face differentiation) at the very time when the non rodded ones are accurately treated by the ROTH option (cell cylinderization and no face differentiation).

The core calculation in diffusion theory necessitates condensations for cross sections on space (pin-by-pin or per assembly) and energy (2 groups). Different numerical methods have been studied (finite elements and finite differences).

The 3D power transient calculations need more accurate flux precisions than fuel depletion studies. This comes from the evolution of the axial Xenon distribution.

In case of large meshes (homogeneous description of the core), the linear approximations are not precise enough to render the radial flux shape. Sufficient results are given by the parabolic finite element with 4 Fluxes per assembly, with a reduced cost compared to the cubic approximation with 4 meshes, chosen as reference.

When taking into account the feedback effects for 2D core calculations, the power shape is more sensible to the heat transfer coefficient than to the thermal-hydraulic mesh and to the channel exchange hypothesis.

This design procedure has been compared to measures that have been obtained at the beginning of life of the CRI PWR 900 reactors. The homogeneous one overestimates the rod efficiency (about 6%). The pin-by-pin calculation is in very good agreement with the measurements.

Introduction

A design procedure for PWR study has to take several points into account:

- Reflectors calculation
- Non-controlled assemblies nuclear properties
- Controlled and poisoned assemblies nuclear properties
- Feedback effects consideration
- Core calculation, with cycle and power transient calculations

Ours has two main steps:

- The first one is the calculation in transport theory of a repetitive pattern of the core (pin, assembly or a larger pattern) to find its nuclear properties. In our case, this is computed by the APOLLO code [2].
- The second one is devoted to obtain core calculation in multigroup diffusion theory. This is done by the CRONOS computer code [3], which solves the multigroup diffusion equation by the finite element method, for steady states and kinetics.

Going from the first stage to the second one implies a reduction of the information generated by the detailed transport calculation. Homogenization in space and energy, and use of a transport-diffusion equivalence.

A particular attention should be devoted to the calculation of reflector constants, for which various methods may be used.

The matters dealt with the different stages as follows:

- Transport calculation choices
- Diffusion calculation choices (homogeneous or pin-by-pin).
- Selection of flux interpolation polynomials, feedback effects consideration,
- Power transient treatment
- Comparison with measure

I - Basic patterns calculation in transport theory

The APOLLO computer code solves the Boltzmann equation in multigroup approximation with a spatial treatment of collision probabilities. It uses a 99 energy group division (47 thermal groups), but for Uranium assembly 37 energy group calculations are quite satisfactory [4].

The various isotope self-shielding can be calculated with APOLLO. The zones interactions can be considered in two different ways:

- Direct calculation of collision probabilities in which the exact neutron path is respected, this method produces reference values but is too expensive for design studies.
- Calculation with a multicell approximation. The pairings of different cells are achieved through an interface current formalism. Several options are available according to the approximation degree chosen for the integral flux within each cell (uniform or linear) and for the spatial and angular current characteristics at the cell boundaries. For design calculation, two options are generally chosen according to the assembly type.

To reduce CPU time and memory, cells with the same flux can be calculated as the same calculation point, the choice of "associated cells" must be validated. A total discretization of an assembly with a 1/8 symmetry leads to 45 cells, for a non-rodded one about 12 cells are sufficient, for poisoned or rodded ones, about 20 cells are necessary. The CPU time is divided by 6 for rodded assemblies and by 16 for non-rodded ones.

For non-controlled and poisonless assemblies, ROTH approximation is a good precision/CPU cost compromise (cells cylinderization, going in neutron currents averaged on four faces, consideration of the sole isotropic
Table 1 - ROTH and DPOO effect on rodded assemblies

<table>
<thead>
<tr>
<th>Approximation</th>
<th>DPOO</th>
<th>ROTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>K&lt;sub&gt;c&lt;/sub&gt;&lt;sup&gt;eff&lt;/sup&gt;</td>
<td>0.86211</td>
<td>0.87308</td>
</tr>
<tr>
<td>Efficiency</td>
<td>38465 pcm</td>
<td>37200 pcm</td>
</tr>
<tr>
<td>Power peak</td>
<td>55.1 cm&lt;sup&gt;2&lt;/sup&gt;</td>
<td>55.0 cm&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>CPU factor</td>
<td>1.293</td>
<td>1.319</td>
</tr>
<tr>
<td>CPU factor</td>
<td>0.37</td>
<td>0.37</td>
</tr>
</tbody>
</table>

DPOO approximation power shape (reference)

ROTH approximation: gaps with DPOO (%)

II - Homogenization - Transport diffusion equivalence.

The generation of cross section libraries usable in the diffusion calculation necessarily leads to space and energy condensations. At this stage, calculation methods must be differentiated according to the type of core calculation to be achieved.

*pin-by-pin calculation*: a detailed neutronic representation of pins is necessary. To best render the flux level in the pins, mostly in "heterogeneities", (absorbing pins, water cells ...) information generated from the transport calculation must be adapted by a "transport-diffusion equivalence" algorithm. This makes possible the treatment of pin or assembly heterogeneities and spatial discretisation [5] and [6].

*homogeneous calculation*: a global neutronic assembly representation is transmitted to the diffusion code. Information from the transport calculation is thus averaged in space and energy.

To generate nuclear data that can be used in the diffusion code, APOLLO can parametrize cross sections; burn-up, fuel temperature, moderator density and boron concentration are used as parameters. Typically, we have 5 fuel and moderator values, and 3 boron concentrations [7].

III - Core calculation.

III.1 - Diffusion computer code.

The CRONOS code solves the multigroup diffusion equation through the finite element and finite difference methods. The modular structure of the code allows the consideration of the feedback effects linked to fuel and moderator either by a simplified pattern or by the FLICA [8] computer code, used as a module of CRONOS. Feedback effects are taken into account through tabulated diffusion cross-section libraries.

The fuel depletion is calculated by a macroscopic method with the burn-up as parameter. Fission products like Xenon and Samarium have a separate evolution to follow power transients. Boron effects can be taken into account by a microscopic modelling.

Calculation may be made with 1, 2 or 3 dimensions. Calculations can be achieved on any computer (CRAY, IBM, SUN ...). Choosing finite element is possible; linear, parabolic and cubic approximations are available. The calculation mesh may be different of the assembly physical description in the core.
III.2 - Results.

To treat a 3D power transient, various numerical approximations (axial analysis) are compared. To render fuel depletion, a radial analysis is performed. We show how the approximation levels are linked to the finite element degree and to the calculation mesh size. Thermal hydraulic representation is also discussed.

III 2.1 - Axial aspects

We present the gap variations on the calculated power for different finite elements with a large mesh during a 18-6 power transient (18 hours for full power and 6 hours for 30% full power) [9]. So, the axial power is very perturbed (the axial offset is about 55% and the power peak is 2.1). The reference calculation is obtained with a cubic element and a flux precision criterion of $10^{-5}$. It is important to notice that the given gaps are relative deviations.

Whatever the approximation may be, the $10^{-3}$ flux criterion leads to imprecise results, error increases from $t = 0$ and reaches 40% at $t = 6$ h.

With a sufficient flux precision criterion ($10^{-4}$) a parabolic approximation gives a very good result. The finite differences method is not adequate with a large calculation mesh (20 cm). A linear polynomial is convenient for the middle part of the reactor, but slightly less precise to treat extremities where the power is very low (see figure 2).

III.2.2 - Radial aspects

To perform a 2D core calculation, we compare various approximations (cubic "CL16", parabolic "PL9£", and linear "LL4" finite elements, mesh centered finite differences "VCFD" with 1, 2x2, 3x3, 4x4, or 8x8 meshes per assembly. The "LL4" finite element approximation is equivalent to the vertex centered finite differences "VCFD". The studied core is a four-zone equilibrium cycle (end of life, full power). The chosen reference is achieved with a cubic approximation and 4 meshes per assembly (CL16 - 2x2).

With CL16 and PL9£, eigenvalue is well calculated (30 pcm). The spatial convergence is faster with the LL4 than with the VCFD, but the 8x8 mesh is the sole that can approach the reference (-39 pcm).

The "CL16-1" and the "PL9£-2x2" approximations give very close results. The "PL9£-1" gaps are smaller than 1%. The "PL9£-2x2" is the most adequate to make a core calculation with a reduced CPU time.

Complete results are given by tables 2 and 3. and figure 3 shows the power shapes and gaps.

<table>
<thead>
<tr>
<th>case</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>method</td>
<td>CL16</td>
<td>PL9£</td>
<td>PL9£</td>
<td>PL9£</td>
<td>PL9£</td>
<td>PL9£</td>
<td>PL9£</td>
<td>VCFD</td>
<td>VCFD</td>
</tr>
<tr>
<td>meshes</td>
<td>1</td>
<td>1</td>
<td>2x2</td>
<td>3x3</td>
<td>4x4</td>
<td>3x3</td>
<td>8x8</td>
<td>3x3</td>
<td>8x8</td>
</tr>
</tbody>
</table>

figure 2 - Variation gaps on axial power distributions $t = 0$ h and $t = 6$ h.
Power maps.

Figure 3 - Comparison with the CL16 2x2

<table>
<thead>
<tr>
<th>Case</th>
<th>Power Map: Reference</th>
<th>Power Map: CASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Aspects linked to neutronics/thermalhydraulics coupling are also analyzed (channel representation and coupling). Table 4 and figure 4 show that thermalhydraulic hypothesis are also important, especially the value of the heat transfer coefficient between fuel and clad (h).

We also compare homogeneous (CL16-2x2) and pin-by-pin (VCFD) design procedures. Power gaps are smaller than 1%; difference between eigenvalue is 32 pcm. For the pin-by-pin representation, an averaged assembly temperature leads to about the same result as a pin-by-pin temperature calculation. See table 5 and figure 5.

Figure 5 shows the difference between VCFD and MCFD (220 pcm and 1.77% on the power shape). The accuracy of the VCFD result comes from the transport-diffusion calculation, achieved by a VCFD diffusion method.

III.3 - Comparison with measures.

Measures are made at zero power from first PWR 900 cycle (CP110); see figure 6 and 7. Homogeneous and heterogeneous results are compared; rod efficiency is quite accurately calculated by a pin-by-pin representation; an homogeneous calculation overestimates it by about 6%. This comes from the hypothesis of homogenization in infinite medium and from the DPOO option overestimating the flux gradient, particularly in the rodded assemblies.
### Table 5 - Comparison of pin-by-pin calculations

<table>
<thead>
<tr>
<th>CASE</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>KEPF</td>
<td>10.0</td>
<td>99992</td>
<td>10.0</td>
</tr>
<tr>
<td>KINF</td>
<td>11.0</td>
<td>99999</td>
<td>11.0</td>
</tr>
<tr>
<td>LEAKAGE</td>
<td>1.0</td>
<td>99999</td>
<td>1.0</td>
</tr>
<tr>
<td>A MAX GAP</td>
<td>0.77</td>
<td>0.29</td>
<td>2.49</td>
</tr>
<tr>
<td>A MIN GAP</td>
<td>-0.09</td>
<td>-0.56</td>
<td>-0.24</td>
</tr>
<tr>
<td>A STD GAP</td>
<td>0.29</td>
<td>0.20</td>
<td>1.09</td>
</tr>
<tr>
<td>KEPF GAP</td>
<td>22</td>
<td>15</td>
<td>190</td>
</tr>
<tr>
<td>KINF GAP</td>
<td>25</td>
<td>8</td>
<td>118</td>
</tr>
<tr>
<td>LEAKAGE GAP</td>
<td>7</td>
<td>15</td>
<td>12</td>
</tr>
<tr>
<td>GAP ENT.</td>
<td>0.29</td>
<td>0.18</td>
<td>1.24</td>
</tr>
<tr>
<td>MAX P GAP</td>
<td>0.31</td>
<td>0.16</td>
<td>0.92</td>
</tr>
<tr>
<td>MIN P GAP</td>
<td>0.09</td>
<td>-0.29</td>
<td>0.69</td>
</tr>
</tbody>
</table>

### Reference Method Option

<table>
<thead>
<tr>
<th>mesh</th>
<th>numerical</th>
<th>temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL16 2x2</td>
<td>4 per ass</td>
<td></td>
</tr>
<tr>
<td>het VCFD</td>
<td>1 per pin</td>
<td></td>
</tr>
<tr>
<td>het VCFD</td>
<td>1 per pin</td>
<td></td>
</tr>
<tr>
<td>het MCFD</td>
<td>1 per pin</td>
<td></td>
</tr>
</tbody>
</table>

### Figures

**Figure 6**: Homogeneous and heterogeneous results
- Power maps
- Gaps between CL16 and VCFD

**Figure 7**: Calculation/measures comparison
- Rod efficiency
- Pin by pin
Conclusion

Our calculational method for PWR reactor is based on the computational system SAPHIR: APOLLO, CRONOS and FLICA codes. Among all its possibilities we define a design procedure currently used to study PWR. Its scope extends to the entire normal operation of reactors and accidental situations. Without any external fit, these tools can be used to obtain references or be introduced in industrial procedures.
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PHYSICAL CHARACTERISTICS OF THE CORE OF NUCLEAR DISTRICT HEATING PLANTS

V.S. KUUL', O.B. SAMOJOV
Experimental Machine Building Design Bureau,
Gorki, Union of Soviet Socialist Republics

Abstract

The main principles of designing the nuclear district heating plant (NDHP) reactor core are formulated. The core neutron-physical characteristics are given. The results of experimental verification of design decisions using the fuel cassettes' model assemblies as well as the main results of full-scale core tests are presented.

I. Main Statements

Nuclear district heating plants (NDHPs) reactor units designed with account of siting in the vicinity of large cities and necessity of providing a qualitatively higher safety level in comparison with NPP. The adopted concept of the NDHP reactor plant safety includes engineering decisions allowing to classify it among enhanced safety systems. These decisions, as applied to the core, include:

- low power density of core and fuel;
- use of all-conditions' natural circulation of the coolant in the reactor;
- absence of boron in moderator and compensation of excess reactivity margin only by mechanically moved absorbers;
- selection of relatively low reactor coolant parameters, determining the quiet run of accidents with reactor circuit loss of tightness;
- low fuel temperature;
- use of materials and decisions shown a good performance in the domestic practice of reactor engineering;
- use of the enlarged diameter (~13.6 mm) fuel element in the core allowing (besides design-technological advantages) to improve the neutrons' balance in the core;
- use of burnable absorber for compensation of part of core reactivity margin;
- use of core profiling along its height by burnable absorber for equalling the energy releases;
- small fuel swelling and reduced gaseous fission products release at fuel burnup depth adopted in the NDHP.

2. Main Core Heat Engineering Characteristics

The NDHP reactor core is located inside the reactor vessel in its lower part. The core consists of hexahedral cassettes (fuel elements' assemblies) with 238 mm across flats forming triangular lattice with 241 mm pitch. The cassettes are spaced by a lower plate and a hold-down block plate in which holes the cassettes' ends enter. The core contains 121 cassette. The core cooling down is provided by natural reactor coolant circulation.

The cassettes include individual chimneys which are extensions of core fuel assemblies and allow to provide...
TABLE 1. HEAT ENGINEERING CHARACTERISTICS OF CORE AND CIRCULATION CIRCUIT

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core power output</td>
<td>MW</td>
<td>500</td>
</tr>
<tr>
<td>Core power density</td>
<td>kW/L</td>
<td>27.4</td>
</tr>
<tr>
<td>Average linear fuel elements' heat rating</td>
<td>W/cm</td>
<td>97</td>
</tr>
<tr>
<td>Coolant parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- pressure</td>
<td>MPa</td>
<td>2.0</td>
</tr>
<tr>
<td>- inlet temperature</td>
<td>°C</td>
<td>130</td>
</tr>
<tr>
<td>- outlet temperature</td>
<td>°C</td>
<td>208</td>
</tr>
<tr>
<td>Coolant flowrate</td>
<td>t/hr</td>
<td>5.500</td>
</tr>
<tr>
<td>Average velocity of coolant flow in cassette</td>
<td>m/s</td>
<td>0.7</td>
</tr>
</tbody>
</table>

In the natural circulation conditions, the hydraulic coolant flowrate profiling in the cassettes according to their thermal output.

For technically feasible reactor vessel sizes, such coolant velocities in the core cassettes and in the built-in heat exchanger are realized, that provide high intensity of heat transfer.

3. Core Neutron-Physical Characteristics

The NDNP reactor cassette contains a bundle of 13.6 mm diameter fuel elements enclosed in a 1.5 mm enclosed hexahedral zirconium jacket, upper and lower head closures.

The bundle is attached to lower head closure by means of steel support grid. The elements' spacing is achieved by 6 intermediate spacing grids placed uniformly along the elements and placed on a central bundle tube, and by an upper end grid.

The fuel element is made of 13.6 x 0.9 mm of zirconium alloy and is filled with sintered uranium dioxide pellets.

For reactor power control, there is a regulator in each cassette (except for the central one). It consists of 18 movable absorbing rods, united by a common cross-piece. The rods are located in 17.8 x 0.9 mm zirconium guide tubes spaced in the bundle together with fuel elements.

The absorber rod represents a 12.5 x 1.2 mm stainless steel tube filled with boron oxide.

The cassette cartogram is shown in Fig. 1. For partial compensation of reactivity margin for burnup and for power shaping along the core height, the rods with burnable poison are installed in the cassettes instead of 6 fuel elements. They represent 13.6 x 0.9 mm zirconium alloy tube filled with natural boron in aluminium matrix.

Special measuring probes are provided for control of core neutron-physical and thermal-engineering parameters.

To this aim instead of one fuel element the 13.6 x 0.9 mm zirconium guide tube is installed in the cassettes which tube serves for locating the probe containing thermal transducers and neutron flux sensors.

Core cartogram is given in Fig. 2.

The movable absorber rods from 3 or 4 cassettes are combined and form a control and protection system (CPS) control.
member. This system functions as an emergency protection, compensates the excess reactivity necessary for providing the required fuel life, changes reactivity during reactor power control.

Core physical characteristics are given in Table 2.

TABLE 2. CORE PHYSICAL CHARACTERISTICS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core diameter</td>
<td>m</td>
<td>2.8</td>
</tr>
<tr>
<td>Core height</td>
<td>m</td>
<td>3.0</td>
</tr>
<tr>
<td>Core power density</td>
<td>kW/L</td>
<td>27</td>
</tr>
<tr>
<td>Fuel power density</td>
<td>kW/kg</td>
<td>10</td>
</tr>
<tr>
<td>Uranium loading</td>
<td>t</td>
<td>49.0</td>
</tr>
<tr>
<td>First core:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>First core cycle duration</td>
<td>eff. day</td>
<td>430</td>
</tr>
<tr>
<td>Number of cassettes in the core</td>
<td></td>
<td></td>
</tr>
<tr>
<td>with 1.0% enrichment</td>
<td></td>
<td>42</td>
</tr>
<tr>
<td>with 1.6% enrichment</td>
<td></td>
<td>55</td>
</tr>
<tr>
<td>with 2.0% enrichment</td>
<td></td>
<td>24</td>
</tr>
<tr>
<td>Maximum coefficient of energy release non-uniformity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>in the core cassettes at nominal power</td>
<td>-</td>
<td>1.28</td>
</tr>
<tr>
<td>along the core height</td>
<td>-</td>
<td>1.8</td>
</tr>
<tr>
<td>Maximum linear heat rating of fuel elements</td>
<td>W-cm^-1</td>
<td>254</td>
</tr>
<tr>
<td>Parameter</td>
<td>Units</td>
<td>Value</td>
</tr>
<tr>
<td>-----------------------------------------------------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>Reactivity margin of cold first core</td>
<td>%</td>
<td>6.9</td>
</tr>
<tr>
<td>Reactivity margin for fuel burnup (without burnable poisons)</td>
<td>%</td>
<td>1.6</td>
</tr>
<tr>
<td>Reactivity margin for burnup compensated by burnable poison (burnable poison rods worth)</td>
<td>%</td>
<td>4.4</td>
</tr>
<tr>
<td>Temperature effect</td>
<td>%</td>
<td>-1.4</td>
</tr>
<tr>
<td>Power effect</td>
<td>%</td>
<td>-1.6</td>
</tr>
<tr>
<td>Effect of reactor poisoning by Xe-135</td>
<td>%</td>
<td>-2.3</td>
</tr>
<tr>
<td>Worth of all control rods</td>
<td>%</td>
<td>20</td>
</tr>
<tr>
<td>Steady-state regime of partial reloadings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fresh cassettes enrichment</td>
<td>%</td>
<td>1.6; 2.0</td>
</tr>
<tr>
<td>Fuel life time duration</td>
<td>year</td>
<td>6-8</td>
</tr>
<tr>
<td>Fuel burnup in steady state operation regime at:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 3-fold reloadings</td>
<td>MF · d</td>
<td>13,000</td>
</tr>
<tr>
<td>- 4-fold reloadings</td>
<td>VS U</td>
<td>79,100</td>
</tr>
</tbody>
</table>

4. Experiments on Model Assemblies

Core neutron-physical characteristics were calculated using a code package developed for VVER reactor cores with modified thermal-physical block accounting for the peculiarities of heat exchange under the natural coolant circulation conditions.

The investigations of neutron-physical characteristics of NDHP cassettes' model assemblies in "cold" and "hot" conditions were performed for verification of the code package as applied to NDHP cores, as well as for experimental verification of separate design decisions.

The experimental assembly cartogram is given in Fig. 5.

The investigations of neutron-physical characteristics were performed on the critical facilities enabling the experiments with moderator level changes and boric acid reactivity
compensation in "cold" state, as well as measurements during heating up and at real core operating parameters.

The investigations performed can be divided into the following main groups:

1. Experiments on determining the parameters of critical states, as well as differential and integral reactivity aspects.
2. Activation experiments for determination of power distribution fields.
3. Experimental studies to assure core subcriticality in the state with maximum multiplication factor at the most effective CPS member stuck in the upper position.

The analysis of a large number of critical experiments different in composition of experimental assemblies, temperature conditions, modelling the composition of standard core, showed the stability of calculated values of the effective multiplication factor for the systems under study. The effective multiplication factor calculation values for critical states falling in the narrow enough range (\( K_{\text{eff}} = 1 \pm 0.005 \)) were used in the standard core design calculations.

In the experiments modelling the core heating up to operating temperatures, the reactivity temperature effect value, as well as the values of reactivity coefficients versus moderator temperature were obtained.

The model assembly reactivity change with temperature and the similar change obtained on its basis for full-scale core are depicted in Fig. 4.

The analysis of the "hot" activation experiments enabled receiving the information on the accuracy of relative cassettes' power calculations (See Fig. 5). The maximum difference in calculation and experimental values does not exceed ~5%.
Nuclear safety experimental studies included the determination of possibility to provide core subcriticality in the state with maximum multiplication factor at the most effective CPS member stuck in the uppermost position.

The local critical regions consisting of cassettes of different composition simulating in composition and configuration the standard core conditions which gave the possibility to estimate the design margins were studied.

The core critical regions' configuration and subcriticality experimental values obtained are given in Fig. 6.

For the most reactive critical region of a standard core including 2 cassettes with 2% enrichment and 2 cassettes with 1.6% enrichment the experimental subcriticality value amounted to 3.5%.

Thus, the neutron-physical characteristics' investigations performed on the NDHP cassettes model assemblies were the addi-

![Diagram of core critical region configuration consisting of 4 cassettes.

Fig. 6. Core critical region configuration consisting of 4 cassettes.
tional source for verification WER code package allowed to substantiate the possibility of using it as applied to NDHP reactors, as well as to prove by experiment a number of full-scale core design characteristics.

5. Full-Scale Core Tests

The experimental investigations of neutron-physical characteristics of the first standard core were performed on the full-scale critical facility.

The experimental determination of the core reactivity margin, CPS members' startup positions and their differential effectiveness, emergency protection effectiveness, as well as the verification of fulfilling the requirements on nuclear safety were the objectives of the tests.

Physical non-identity of each cassette was determined by experiments at the initial tests using high-sensitive critical assembly.

The maximum differences in multiplication properties of the cassettes with 1.6% and 2.0% enrichment was 0.1%, with 1.0% enrichment - 0.3%. Measurement results were used for the subsequent core buildup and flattening of energy releases distribution along the core radius and azimuth.

During the experiments the major core characteristics - reactivity margin with withdrawn CPS members in the "cold" state was determined which agreed with design value.

The confirmation of the core energy releases absence of non-uniformity was one of the important results of the activation experiments.

<table>
<thead>
<tr>
<th>Number of compensating groups immersed into core (groups' numbers)</th>
<th>Effectiveness of compensating groups immersed into core, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (no. 2)</td>
<td>2.4</td>
</tr>
<tr>
<td>2 (no. 2; no. 6)</td>
<td>4.6</td>
</tr>
<tr>
<td>3 (no. 2; no. 6; no. 1)</td>
<td>5.5</td>
</tr>
<tr>
<td>4 (no. 2; no. 6; no. 1; no. 3)</td>
<td>6.0</td>
</tr>
</tbody>
</table>

During the core tests the effectiveness of each of 120 individual control rods, as well as the effectiveness of standard CPS members were determined.

The measurements results testify to the clusters physical identity and confirm the core azimuth uniformity.

Compensating groups' effectiveness was determined at their sequential insertion into the core at actuation by emergency protection signals.

The results obtained were compared with the design data (see Table 3).

During the tests the characteristics important for the subsequent core operation were determined.

They include:

- determination of CPS members' critical positions in the core, differential effectiveness of movable members, as well as experimental verification of standard algorithm of transition to critical state including the investigation of present neutron
flux controllability during transition of the reactor to critical state.

The core subcriticality values obtained at the most effective CRS members stuck in the uppermost position.

Thus, the calculation-experimental investigations performed allowed to verify reliably the main neutron-physical characteristics of the NDHP pilot units' core.

DESCRIPTION AND VALIDATION OF AN APPROXIMATE COARSE MESH SOLUTION METHOD FOR THE DIFFUSION EQUATION IN RZ GEOMETRY

A.Z. TANKER, E. TANKER
Turkish Atomic Energy Authority, Ankara, Turkey

Abstract

A coarse mesh method based on a nodal method in which the transverse-integrated flux is assumed to have a quadratic shape corrected with discontinuity factors is described and evaluated in this study. The quadratic is required to yield the volume-averaged flux when averaged over its argument and to yield the face-averaged net currents when Fick's Law is applied at the nodal interfaces, and its coefficients are determined accordingly. The quadratic is evaluated at the nodal interfaces and the resulting relation is corrected by introducing a discontinuity factor for each face of the node in each energy group.

The equations corrected by discontinuity factors have the capability of reproducing a reference exactly. In routine calculations for which a reference case will not be available, even approximate values for these factors can improve the calculation speed considerably by reducing the number of unknowns.

In the approximate method evaluated in this study the discontinuity factors for 2-D coarse mesh problems are found from 1-D fine mesh calculations. Comparisons with finite difference reference calculations indicate that, for coarse mesh layouts consisting of only a few nodes, this method is faster by a factor of 3 than a fine mesh finite difference calculation of comparable accuracy (about 1% error in $k_{\text{eff}}$ and about a maximum error (located at a node producing an insignificant fraction of the total power) of 16% in nodal powers). This method is found applicable to quick survey type calculations that can be performed on a microcomputer.

INTRODUCTION

Nodal methods present fast and accurate means of calculating the global properties of nuclear reactors such as $k_{\text{eff}}$ and power distribution. The main goal of these methods is to use coarser meshes than conventional finite difference schemes without losing accuracy.
This goal is achieved by various methods of estimating or assuming the flux shape within mesh intervals and finding relations between currents and fluxes using this shape. This study is concerned with a nodal method based on a quadratic shape assumption for the transverse-integrated flux corrected by discontinuity factors. A procedure for estimating these factors from auxiliary calculations is described and evaluated using conventional finite difference calculations as reference.

MATHEMATICAL MODEL

For analysis, the reactor is assumed to be made of large, homogeneous (or homogenized) regions called nodes. The neutron balance equation is integrated over the volume of each node to obtain the nodal balance equation which relates nodal leakages to nodal (volume-averaged) fluxes. In cylindrical RZ geometry this balance equation can be written as

\[ \Delta z_{k} r_{1+i,1}^{1,k} r_{1+i,1}^{1,k} = r_{1,i}^{1,k}(r_{1,i}) + \Delta z_{k} (r_{1,i+1}^{1,k}) = \frac{\Delta z_{k}}{2} (z_{k}) \]

where \([\Delta z_{k}]\) is a 6x6 matrix of absorption-scattering and fission source cross sections, respectively, of node \((i,k)\); \([\Delta z_{k}]\) is the 6 element vector of nodal fluxes; \([\Delta z_{k}]\) is the net current in the transverse direction, averaged over the transverse direction and evaluated at the nodal surface \(u_{i}\); and \(z_{k}\) is the eigenvalue. Another relation between the nodal fluxes and the nodal leakages is needed, and nodal methods differ among themselves in these so-called spatial coupling equations.

In this study the spatial coupling equations are obtained by assuming a quadratic shape for the transverse-integrated flux in each node. The coefficients of the quadratic are calculated from the requirements that it should yield a) the nodal face-averaged fluxes when evaluated at each face of the node, and b) the nodal flux when averaged over the node. Net currents are introduced using Fick's Law.

The resulting quadratic for the \(r\)-direction, when evaluated at one side of the node \((i,k)\) is

\[ f_{1,k} (r_{1}) = 1 (\Delta z_{k})^{-1} + \left( \begin{array}{c} r_{1,i}^{1,k} \Delta z_{k} \left[ \begin{array}{c} 1 \\ \frac{z_{k}}{2} \end{array} \right] \right) \]

where \([\Delta z_{k}]\) is a 6x6 diagonal matrix of diffusion coefficients for node \((i,k)\). There is a similar equation for the other side of the node \((r_{1+i})\). The \(z\)-direction is treated analogously.

A set of spatial coupling equations are obtained by using the continuity of the fluxes and currents at nodal interfaces and eliminating the surface-flux terms. This yields a relation among three consecutive surface currents and two nodal fluxes of two adjacent nodes. Surface currents can be replaced with leakages by incorporating another neighboring node. Together with (1) and boundary conditions, the problem is well-defined and can be solved numerically to obtain the \(k_{\text{eff}}\) and nodal fluxes for each energy group.

Equation (2) results from the quadratic shape assumption, and therefore, is inherently inaccurate. For instance, if the fluxes and currents are known from a more accurate model, these values will not satisfy (2) and, therefore, cannot be reproduced by the resulting equations of the present model regardless of the solution strategy employed. To make (2) capable of reproducing a known reference, a set of additional parameters, called discontinuity factors, are introduced as follows:

\[ f_{1,k} (r_{1}) = 1 (\Delta z_{k})^{-1} + \left( \begin{array}{c} r_{1,i}^{1,k} \Delta z_{k} \left[ \begin{array}{c} 1 \\ \frac{z_{k}}{2} \end{array} \right] \right) \]

where \([\Delta z_{k}]\) is a 6x6 diagonal matrix corresponding to each face of the node \((i,k)\). The discontinuity factors can be calculated from the known reference, and, using these values the present model can reproduce the average fluxes and the \(k_{\text{eff}}\) of the reference \([1,2]\). Detailed derivation of the equations mentioned in this paper can be found in [2].
METHOD

To utilize the freedom introduced to (3) a practical method for calculating the discontinuity factors (without actually performing the reference calculation) is needed. One such method, introduced in [2] and further evaluated in the present study, uses discontinuity factors obtained from fine mesh 1-dimensional calculations in 2-dimensional coarse mesh problems.

First a coarse mesh layout is chosen and each node is partitioned into a number of smaller nodes. A 1-D problem is devised on this fine mesh layout for each direction by assuming zero transverse leakage. Criticality calculations are performed using the material properties of each unique row and column in sequence, and discontinuity factors to be used in the coarse mesh calculations are determined from (3). These discontinuity factors are such that if the 1-D calculations were done on the coarse mesh layout the results would reproduce those obtained from the fine mesh calculations. The coarse mesh 2-D calculation using these discontinuity factors yields $k_{eff}$ and nodal flux values that are presumably more accurate than those obtained from the solution of the original equations, which do not employ discontinuity factors (i.e., those equations derived from (1) & (2)), on the same coarse mesh layout.

The auxiliary 1-D calculations use the same boundary conditions in the specified direction and the same material properties as in the 2-D problem. No correction is done for the transverse leakage, which is taken as zero in 1-D calculations and the value of which will not be known until the 2-D calculation is performed. Therefore, for instance, a column near the core centerline is assigned the same set of z-directed discontinuity factors as another one near the reflector if both columns have the same composition sequence and the same boundary conditions. The auxiliary calculations solve $k_{eff}$ type eigenvalue problems; therefore, discontinuity factors cannot be calculated for non-multiplying rows and columns, and a value of unity is used.

NUMERICAL RESULTS

The effectiveness of the quadratic approximation was evaluated in [2] by comparing 1-D calculations with analytic solutions and with mesh centered finite difference calculations done with the computer code CITATION. It was shown there that quadratic approximation permits the use of two times larger nodes (in 1-D) to obtain the same accuracy as the finite difference calculation. In two dimensions, the approximate discontinuity factor (ADF) method described in the previous section was compared with finer mesh 2-D calculations using unity discontinuity factors (UDF), and found that, with ADF, 10 times larger nodes are sufficient for the same accuracy as fine-mesh UDF.

In this study both UDF and ADF methods are evaluated on coarse mesh layouts in two dimensions and compared to results obtained from CITATION by repeating calculations with increasingly finer meshes and extrapolating the results to zero mesh spacing. All calculations are performed on an Intel 8088 based microcomputer running at 7.16 MHz, having 640K bytes of memory and equipped with an Intel 8087 math coprocessor and a hard disk; therefore, the calculation times given below should be evaluated accordingly. Due to the limitations imposed by the computer used, coarse mesh layouts consisting of only a few nodes could be employed and sufficient detail for spatial convergence could not be incorporated in the finite difference calculations. Consequently, validation efforts for the ADF method is limited to large node survey type problems which do not require much detail and high accuracy.

The first test case presented here is drawn from a fast breeder. There is a core region, a radial blanket, an axial blanket, all surrounded by a reflector. The radii of the regions are 60cm, 112cm and 142cm, respectively. The top reflector is 48cm and the axial blanket is 40cm thick. The core half-height is 22cm. Zero current boundary condition is assumed for the centerline and the bottom, and zero flux condition is assumed for the outer sides of the reflector. Three group cross sections for this problem are taken from a sample problem received in the CITATION package [3].

First a series of finite difference calculations are performed with increasingly finer mesh layouts and the results are extrapolated to zero mesh spacing which serves as reference. The $k_{eff}$ and the fractional nodal powers of the least detailed 3x3 node and the most detailed 30x30 node problems are presented in Fig.1. A UDF nodal calculation using the same coarse mesh layout and an application of the ADF scheme with 7 partitions per node are performed and the results are presented in Fig.2. For the least detailed configuration the UDF method yields better results than the finite difference method as expected (1a and 2a). For ADF, $k_{eff}$ is worse but the nodal powers are better than the most detailed available finite difference (1b and 2b). This
sections for this problem are taken from a sample problem for CITATION [3].

Again, a series of finite difference calculations with increasingly finer meshes are performed and the $k_{eff}$ and nodal powers are extrapolated to zero mesh spacing. The results of the least detailed 4x3 node and the most detailed 32x24 node problems are presented in Fig.3. Next, a UDF nodal calculation on the coarse mesh and an ADF calculation with 8 partitions per node are done and the results are presented in Fig.4. It can be seen that both nodal solutions fall between the two limiting finite difference solutions. The ADF method is again seen to be a considerable improvement over UDF, and, though the errors are large for fine-tuning problems they are quite acceptable for survey type calculations. The short calculation times make the ADF method feasible for microcomputer applications.
In both of the above cases the coarse meshes consist of only a few nodes. Consequently, the time spent in auxiliary 1-D calculations is rather large compared to the 2-D calculations. In realistic cases where the reactor is represented by a more detailed coarse mesh layout this proportions are reversed and the time spent in auxiliary calculations become a small fraction of the total calculation time [2].

CONCLUSION

In this study a two dimensional nodal method based on a quadratic flux shape corrected with discontinuity factors which are calculated from auxiliary 1-D calculations is evaluated using references obtained from finite difference calculations. Due to the limitations imposed by the computer used for calculations, layouts consisting of only a few nodes can be employed. As a result, the errors in calculated $k_{\text{eff}}$ are about 1% and those in nodal powers are about a maximum of 16% located at a node producing an insignificant fraction of the total power. Although a large fraction of the total calculation time is spent in the auxiliary calculations the results indicate that the ADF method is a considerable improvement over UDF, and the time spent in an ADF calculation is at least a factor of 3 shorter than a finite difference calculation of comparable accuracy. This suggests that ADF can be a valuable tool in survey calculations to be performed on microcomputers.
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EVALUATION OF SAFETY PARAMETERS IN NODAL SPACE–TIME NUCLEAR REACTOR ANALYSIS
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Abstract
The integrated program system PANBOX features neutronics models for solving the time-dependent few-group diffusion equations in Cartesian or in hexagonal-z geometry coupled with an advanced version of the well-known thermal–hydraulics code COBRA-III. Combined with an accurate and efficient pin power reconstruction module the program is thus capable of performing not only global neutronic / thermal-hydraulic calculations but also to evaluate important safety-related parameters like DNB ratios and centerline fuel temperatures.

For the solution of the basic neutronics equations, the nodal expansion and the nodal integration methods are implemented in PANBOX. Time-integration is based on a fully implicit Euler method in combination with an exponential transformation technique to reduce truncation errors. The reconstruction of pinwise power distributions relies on Cartesian or hexagonal versions of the weak element approximation method.

The thermal-hydraulic part of the reactor calculation is based on the code COBRA III-C/P, it allows 3-dimensional steady-state and transient full- or part-core analyses to be performed. The capability to calculate crossflow effects is essential to achieve the high degree of spatial resolution and accuracy aimed at in the coupled system.

The present paper gives a description of the coupled neutron kinetics / thermal hydraulics program system PANBOX for steady-state and transient calculation of reactors with rectangular or hexagonal fuel element geometry. The underlying physical models, the calculation procedure between neutronics and thermal hydraulics, and the related thermal margin and DNB evaluation methodology are presented in some detail, together with perspectives for further development and refinements.

1 Introduction
The numerical analysis and simulation of nuclear reactor phenomena still ranks amongst the most demanding scientific tasks, requiring coupled neutronic / thermal-hydraulic computer programs. For the established light water reactors (BWRs, PWRs) such programs have been developed and continuously improved over the last decades, both with regard to mathematical methods and physical modeling. For calculating PWFR behaviour under steady-state and transient conditions, solving the few-group neutron diffusion equations by the nodal expansion method (NEM) /1/ and/or the analytic nodal integration method (NIM) /2/ coupled with a thermal–hydraulic model has proved to combine high accuracy of the results with acceptable computing times. This approach has recently been extended /3, 4/ to also allow evaluations for hexagonal geometries as encountered in VVER-type and pressurised water high converter reactors (PWHCRs). These nodal methods are the base of the neutronic part of the PANBOX code system for space–time reactor analysis. The computational efficiency of PANBOX was improved by an order of magnitude compared with earlier implementations of NIM / NEM by exploiting their high vectorization potential in a multi-level iteration process.

The thermal–hydraulic part of PANBOX makes use of the open-channel methods as implemented in COBRA III-C/P /10, 11/. Coupling between subchannels is modeled for the net diversion crossflow resulting from flow redistribution and for turbulent mixing without net mass exchange. The diversion crossflow is considered to be small compared with the axial mass flow rate. In the case of boiling, a one-dimensional homogeneous two–phase slip flow is assumed to exist in each affected subchannel.

The time derivatives of the neutronic equations are approximated by a fully implicit differencing scheme rendering the solution procedure for the time-dependent problem similar to that for a static source problem. The fluid conservation equations are converted to a system of linear equations by a differencing scheme which reduces truncation errors. The value of relative changes of the neutronic and thermal–hydraulic solutions between time steps.

2 Cartesian and Hexagonal Nodal Methods
2.1 Basic Equations
Consistent nodal methods enjoy widespread computational use because they are easy to program and very accurate even on a coarse mesh. The nodal expansion method NEM /1, 5/ and the nodal integration method NIM /2/ are consistent higher-order nodal methods which can be derived by converting the $P_1$-form of the neutron diffusion equation into a set of nodal equations and equivalent one-dimensional diffusion equations for the average flux in each space direction. The nodal equations are obtained by formally integrating the diffusion equation over each volume element (box, hexagonal prism) into which the nuclear assembly is partitioned. In matrix notation, the system consists of the nodal balance equations

$$\frac{1}{v} \frac{d\Phi}{dt} + M\Phi = \frac{1}{\lambda} (1 - \beta) \chi_p F^T \Phi + B J^{in} + \sum_{i=1}^{m} \lambda_i x_i C_i + G,$$  \hspace{1cm} (1)

the outgoing current equations

$$J^{out} = D \Phi + E J^{in} + H,$$  \hspace{1cm} (2)

the precursor equations

$$\frac{dC_i}{dt} = -\lambda_i C_i + \beta_i \frac{1}{\lambda} F^T \Phi,$$  \hspace{1cm} (4)

and a set of transverse-integrated one-D diffusion equations, with

$\Phi$ flux density vector,
$J$ partial current vector,
$C$ precursor density vector,
$F$ fission vector,
$\lambda_i$ decay constants,
$M$ absorption and scattering matrix,
$\lambda$ eigenvalue
$x_i$, $\chi_i$ prompt, delayed emission spectrum vector
$A$ generalized Albedo matrix which describes coupling to neighbours and

The time derivatives of the neutronic equations are approximated by a fully implicit differencing scheme rendering the solution procedure for the time-dependent problem similar to that for a static source problem. The fluid conservation equations are converted to a system of linear equations by a differencing scheme which reduces truncation errors. The value of relative changes of the neutronic and thermal-hydraulic solutions between time steps.

The time derivatives of the neutronic equations are approximated by a fully implicit differencing scheme rendering the solution procedure for the time-dependent problem similar to that for a static source problem. The fluid conservation equations are converted to a system of linear equations by a differencing scheme which reduces truncation errors. The value of relative changes of the neutronic and thermal-hydraulic solutions between time steps.

The time derivatives of the neutronic equations are approximated by a fully implicit differencing scheme rendering the solution procedure for the time-dependent problem similar to that for a static source problem. The fluid conservation equations are converted to a system of linear equations by a differencing scheme which reduces truncation errors. The value of relative changes of the neutronic and thermal-hydraulic solutions between time steps.
matrices whose elements are functions of the diffusion coefficient and parameters dependent on the method by which the 1-D diffusion equations were solved.

The matrix \( M \) contains as a nonlinear contribution the coupling coefficients defined as the ratio of outgoing currents to average fluxes.

The nodal integration method NIM is practically restricted to two-group problems whereas NEM is an efficient multigroup technique. A procedure which combines the merits of both methods was recently implemented in the PANBOX code system for space-time analysis of nuclear reactors. This method relies on the fact that the 1-D diffusion equation can be solved analytically if the scattering and fission source is represented by a parabolic or higher order polynomial. It turns out that a parabolic approximation of the source is already sufficiently accurate if the coefficients are determined iteratively by a suitable weighted-residual method. The method was therefore termed NIM-WR. The NIM-WR method is equally well applicable to Cartesian and hexagonal problems. Introducing some additional simplifying assumptions /3/ nodal methods, originally developed for Cartesian geometry, can readily be transferred to hexagonal geometry. For a hexagonal prism, however, three 1-D equations for the transverse-averaged flux in the three directions perpendicular to the hexagon faces are needed, and solved by NIM-WR. Thus the system of equations is formally identical for both geometries. With a proper ordering for the unknowns, the coefficient matrices of the flux and current equations have a regular sparse structure, and highly vectorizable solution algorithms can be used. These are explained in more detail in the next subsection.

2.2 Efficient Solution Algorithms

In order to solve equations (1) through (4) the time derivative term \( \frac{d\phi}{dt} \) has to be approximated. This is done by the application of the implicit first order Euler method combined with the frequency transformation /5/

\[
\frac{d\phi}{dt} = \omega \phi(t) + \left( \phi(t) - e^{\omega \Delta t} \phi(t_0) \right) / \Delta t.
\]

It has been shown /5/ that the resulting system of equations describing the solutions \( \phi(t) \) and \( J(t) \) has the same structure as that for the stationary problem. The fundamental principles for an efficient solution technique are therefore exemplified for the stationary system of equations. The nodal balance equation reduces now to

\[
M \phi = \frac{1}{\lambda} \chi_i F^T \phi + B J^m
\]

(1a)

where \( \chi_i \) is the total spectrum vector. The outgoing current equations (2) and (3) remain valid also in the stationary case.

The system of equations (1a), (2), (3) can be solved by an iterative Gauss-Seidel method for neutron fluxes and partial currents. Efficient solution techniques for this iteration process include both the application of acceleration techniques and an appropriate formulation of the algorithms to gain the most possible profit on modern high speed vector computers.

Firstly, multi-level adaptive techniques are applied to accelerate the convergence process. These techniques solve adapted simplified equations on a hierarchy of successively coarser grids. Appropriate restriction operators transform the fine-mesh solutions to the coarser grid whereas prolongation operators interpolate the fine mesh solutions from the coarse mesh solution /6/

Secondly, indexing of the calculational nodes by a red-black checkerboard scheme allows a vectorized formulation of the Gauss-Seidel iteration process for equations (1a), (2), (3). For this purpose the matrices and the vectors \( \phi \) and \( J \) can be split and ordered into "red" or "black" components (index \( c \), where \( c = \text{red or black} \)) as follows

\[
M_c \phi_c = \frac{1}{\lambda} \chi_i F_c^T \phi_c + B_c J_c^m
\]

(1b)

\[
J_c^{\text{out}} = D_c \phi_c + E_c J_c^{\text{in}} + H_c
\]

(2a)

\[
J_c^{\text{in}} = A_c J_c^{\text{out}}
\]

(3a)

Flux and current solution vectors are now determined by a loop over all red and all black nodes. This ensures typical vector lengths of at least \( N/2 \) where \( N \) is the total number of nodes to be calculated. In consequence, a substantial computational speedup on computers equipped with vector facilities is obtained. The iteration is formulated as a multigrid cycle to accelerate the convergence process. It should be noted that the complete algorithm is highly vectorizable. Indeed, the bulk of the calculation of matrix coefficients needed for the multi-level process and of the iterative solution on all grids can be performed in vectorized form. Furthermore, it was demonstrated that the described algorithms can efficiently be parallelized on multiprocessor systems by applying the principle of domain splitting /7/. Efficiencies of about 80% can be reached. Therefore, these algorithms are also well suited for multi-CPU vector computer architectures.

3 Thermal Hydraulics and Coupling to Neutronics

The thermal-hydraulic part of the PANBOX code system for the analysis of space-time effects in nuclear reactors is based on the program COBRA II-C/6. It allows 3-dimensional steady-state and transient pressurized and boiling water reactor analyses to be performed. The capability to calculate crossflow effects is essential to achieve the high degree of spatial resolution and accuracy aimed at in the coupled neutronics - thermal hydraulics system. Geometry specification for the reactor core is flexible, relying on information about flow areas and lateral interconnections, i.e., no particular coordinate system is defined. This allows application to Cartesian and hexagonal problems. The underlying conservation equations for the fluid have been given in /4/ and need not be reproduced here.

The calculation scheme of the coupled reactor core simulation in PANBOX is as described in /4/ for the hexagonal option. The modules for neutron kinetics (HEX-CART) and thermal hydraulics (COBRA) now represent the pure calculation parts of the formerly independent programs. In the coupled system, their internal solution procedures have remained unchanged, i.e., suitable convergence criteria and iteration stop limits can still be specified individually. However, coupling of the modules introduces the need for an additional outer iteration loop which also contains the interface routines for updating cross sections and power density in dependence of thermal-hydraulic conditions and nuclear fission rate, respectively.
4 Pin Power Reconstruction Schemes

The solution of nodal balance and currents equations yields volume- and surface-averaged fluxes and currents for each energy group. The nodal averages can further be used to construct corner values by linear extrapolation and a subsequent smoothing step. This method can be used in Cartesian and hexagonal geometry:

Geometry

Extrapolation

\[
\phi_{oo} = \psi_A + \psi_B - \phi^1
\]

\[
\phi^1 = \frac{2}{3} \psi_A + \frac{2}{3} \psi_B - \frac{1}{3} \phi
\]

\[
\phi_{oo} = \psi_C + \psi_D - \phi^3
\]

\[
\phi^3 = \frac{2}{3} \psi_C + \frac{2}{3} \psi_D - \frac{1}{3} \phi
\]

Smoothing

\[
\phi_{oo} = \sum_{j=1}^{8} w_j \phi_{oo}^j
\]

\[
\phi_{oo}^j = \frac{3}{2} \psi_j - \frac{1}{2} \phi
\]

According to the above formulae the extrapolated node values \( \phi_{oo}^j \) at the corner under consideration are averaged to get a smoothed flux estimate \( \phi_{oo} \). Both arithmetic and diffusion coefficient weighting (\( w = D_j / \Sigma D_j \)) have proved to yield sufficiently accurate results. Further boundary values like gradients in the corner or average values on subsurfaces can be estimated. Weak element approximations \( /B/ \) to the diffusion equation can then be used to match point and average values on the boundary of the fuel assembly. Though the proposed method is also applicable in three dimensions we assume that the intra-nodal flux distribution is separable in the axial and radial directions. Thus after having obtained suitable boundary values the interpolation problem is reduced to the solution of a two-dimensional inhomogeneous diffusion problem for each node. For the construction of this solution the buckling \( B^2 \) is calculated by the condition that the determinant of the multigroup diffusion equation system with \( \Delta \phi \) replaced by \(-B^2 \phi\) is zero. Denoting the solutions of this algebraic equation by \( \kappa_j^2 \) (\( j = 1, \ldots, G \)) the flux solution is a linear combination of the corresponding solution functions \( \eta_{g} \)

\[
\phi_{oo} = \sum_{g=1}^{G} \sum_{g' \leq G} \eta_{g} \cdot \eta_{g'}
\]

where \( \eta_{g} \) and \( \eta_{g'} \) are the group coupling constants. The elementary functions \( \eta_{g} \) are solutions of the Helmholz equation

\[
\Delta \eta_{g} + \kappa_j^2 \eta_{g} = 0
\]

and chosen as follows

\[
\eta_j(x,y) = \sum_{j=1}^{j} \left( c_j^+ \cosh \kappa_j x \xi_j + c_j^- \sinh \kappa_j x \xi_j \right)
\]

\[
\eta_j(x,y) = \sum_{j=1}^{j} \left( c_j^+ \cos \kappa_j x \xi_j + c_j^- \sin \kappa_j x \xi_j \right)
\]

where

\[
\xi_j = x \cos \alpha_j + y \sin \alpha_j \quad \text{and} \quad \alpha_j \text{ arbitrary}
\]

The coefficients of the symmetric \( c_j^+ \) and the asymmetric \( c_j^- \) solution functions have to be determined by the \( 2 \times J \) boundary conditions. The choice of the arbitrary parameters \( \alpha_j \) is suggested by symmetry considerations. If we use only corner and surface-average fluxes as boundary conditions we have \( J = 4 \) for Cartesian and \( J = 6 \) for hexagonal geometry. The following \( \alpha_j \) for point and integral conditions can be chosen:

Cartesian geometry: Point/Integral:

\[
\alpha = 45^\circ, 135^\circ / 0^\circ, 90^\circ
\]

Hexagonal geometry: Point/Integral:

\[
\alpha = 30^\circ, 150^\circ / 60^\circ, 120^\circ
\]

Given the parameters \( \alpha \) the further evaluation of point and integral conditions is a somewhat tedious but elementary task. In two-group problems, the matrix to be evaluated in Cartesian geometry splits up into two 4x4 systems which can easily be inverted. In hexagonal geometry we correspondingly have two 8x6 systems. Thus the proposed method can be made very efficient with respect to computation. This is a necessary prerequisite for an extensive use of on- and off-line pin power reconstruction methods. The resulting interpolating flux functions fulfill the two-dimensional diffusion equation in the interior of the node. Experience has shown that for large nodes this approximation is superior to polynomial interpolation both with respect to accuracy and computational efficiency. This is especially true in case of steep flux gradients as they occur under off-nominal conditions. It should be noted...
that the procedure outlined is applicable for steady-state and transient problems. In time-dependent 3-D problems a buckling and a time absorption term have to be added to the removal cross section. For the precursors an approximation similar to that made in the derivation of the equivalent one-dimensional diffusion equation of NEM can be used. The behaviour of the solution at the boundary of the node can be improved by using more than the discussed minimum of boundary conditions. If at all, this is only necessary for the thermal flux in strongly absorbing nodes or fuel assemblies at the core-reflector boundary and thus does not impair computational efficiency.

5 Local Evaluation of Coupled Neutronic / Thermal-Hydraulic Calculations

5.1 Basic Methodology

The coupled neutronics / thermal hydraulics steady-state and transient nodal reactor calculations yield thermal-hydraulic results for each flow channel node. These results reflect the influences of neutronic feedback and of crossflows between neighbouring channels. For safety-related analyses, they must be checked against the maximum permissible values in order to determine thermal margins. One of the most important safety criteria is the departure from nucleate boiling ratio (DNBR); it is defined as the ratio between critical heat flux and local heat flux at any particular position on the surface of a fuel rod. Some of the most widely used critical heat flux (CHF) correlations available are those of W-3-L/R-Grid, B&W, and the KWU CHF Tables.

In standard nodal space-time kinetics applications, reactor core subdivision in the horizontal plane is based on the actual fuel assembly arrangement, i.e. both the neutronic and the thermal-hydraulic model geometry treat the problem in a comparatively coarse full assembly geometry rather than performing more detailed subchannel analyses. This implies that each of the flow channels is calculated as though containing only one fuel rod which then represents an average of all the rods actually present. Therefore in such fuel element based calculations only average values of thermal-hydraulic conditions (for instance quality, enthalpy) of the coolant and of heat flux can be determined.

In DNB evaluations, however, maximum local (or pin) values of the thermal-hydraulic quantities would be needed. In order to estimate these values without expensive pin-based subchannel analysis local neutron flux and pin power reconstruction methods must be applied, as described in the previous section. In current methods the resulting average and maximum nodal neutronic power formfactors serve as multipliers to the average nodal heat flux. The maximum heat flux within a node thus determined is then used in the DNB analysis.

In the following a refined methodology for hot channel analysis will be presented. It is suitable for on-line local safety margin evaluation and applicable to both Cartesian (pressurised water reactor PWR) and hexagonal (pressurised water high converter reactor PWHCR) geometries.

The method relies on the identification and explicit re-calculation of relevant hot channels in the reactor core. The module for this on-line local safety margin evaluation is integrated into the normal neutronic / thermal-hydraulic calculation procedure. Its details are given in Fig. 1. To start with, the thermal-hydraulic results of the assembly based nodal calculation are available. As already mentioned, these results are average values. However, they allow recognition of channels in which maximum values of selected quantities (for instance exit quality, local heat flux, enthalpy increase) occur. These criteria can be used to identify one or more channels ("hot channels") to be examined in more detail. For each axial level of the hot channel the local pin power values must be calculated applying the corresponding Cartesian or hexagonal methods discussed in section 4. If these local power factors are already available (they might have been calculated for other purposes) they can serve as another criterion for hot channel identification.

Next, the grade of geometric refinement of the hot channel must be defined. The first branch (cf. Fig. 1) with the option to generate a very detailed subchannel layout based on the actual fuel pin arrangement will be described in section 5.3. At present, the second branch giving a one-zone, one-rod representation of the hot channel is implemented. It corresponds to a refined methodology for hot channel analysis which has been proved efficient for nodal reactor calculations in Cartesian geometry /12/. In the normal channel calculation the average nodal rod power was used. In contrast, for the improved safety margin evaluation now a "hottest" pin condition has to be examined. The axial power distribution of this hottest pin is constructed by selecting the maximum power value from each axial layer of the hot channel. As this maximum is not necessarily encountered in all the same pin, the resulting "hottest pin" axial power distribution is kind of fictitious and therefore represents a conservative "worst case" when re-calculating thermal hydraulics.

In both steady-state and transient applications, the next step is to re-calculate the hot channel thermal hydraulics. This implies re-calculation of heat conduction in the individual fuel pins, of heat transfer to the coolant, of thermal-hydraulic channel conditions, and of coolant crossflow between subchannels. After this procedure, exact maximum values for the safety-related quantities are available. In the final step, these quantities are used to realistically re-evaluate local thermal margins, for instance with regard to centerline fuel temperatures and DNBR ratios.

This methodology for realistic thermal margin re-evaluation applies to steady state as well as to each transient time step. In particular, it solves the problems encountered in transient calculations (where neutronic and thermal-hydraulic quantities are not directly coupled any more due to their different time constants) by identification and explicit re-calculation of the relevant hot channels in the core.
Consequently, both maximum rod surface heat flux and hot subchannel thermal-hydraulic conditions are calculated instead of estimated, and hence correctly used in the CHF correlations and in the DNB and thermal margin evaluation.

### 5.2 Sample Results

A typical case well-suited for PANBOX application is the analysis of a main steam line break at zero load. During this accident, a substantial core subcooling takes place due to the live-steam outflow. Under conservative assumptions and boundary conditions (e.g., end of cycle, stuck rod), the reactor may temporarily return to power in the course of the transient, in spite of the reactor trip initiated at accident onset. In this case, it is sufficient to demonstrate that neither DNB nor fuel centerline melting may temporarily return to power in the course of the transient, in spite of the reactor trip initiated at accident onset. In this case, it is sufficient to demonstrate that neither DNB nor fuel centerline melting may temporarily return to power in the course of the transient, in spite of the reactor trip initiated at accident onset.

In this section, results of a steam line break analysis carried out for the SIEMENS PWR 1300 MW with 18x18 FA are presented. The analysis was performed using the SIEMENS methodology (concept of fictitious supercriticality at zero load, $\Delta P_{\text{FUEN}} / 13$) in which the important variables of the core after return to power are correlated with the excess reactivity to be compensated by power generation at the instant of maximum core subcooling. The analysis was carried out in a cycle-overlapping way, considering different reload cores with different contents of MOX-FA.

Results of centerline fuel temperature vs $\Delta P_{\text{FUEN}}$ obtained via local evaluation of the coupled neutronic/thermal-hydraulic calculations are given in Fig. 3a (pure UO$_2$ core) and Fig. 3b (core with 50% MOX-FA). For comparison, results obtained by a simple extrapolation procedure (based on pin power interpolation and local peaking factors assumed identical between hot pin and node-averaged results with respect to power and temperature rise within the rod) are plotted, too. Centerline fuel temperatures were evaluated at two nodes, corresponding to the location of the local maxima according to the explicit hot channel calculation (loc 1) and to the extrapolation model (loc 2).

In the case of the pure UO$_2$ core (Fig. 3a), loc 1 and loc 2 are identical almost over the whole $\Delta P_{\text{FUEN}}$ regime. The node-averaged values of centerline fuel temperature are rather high, thus long-distance extrapolation is not required, and the discrepancies between the results are below 100 °C, even at the highest (and safety-relevant) temperatures close to the fuel melting temperature.

The situation completely changes in the case of mixed UO$_2$/MOX cores (Fig. 3b), where the harder neutron spectrum leads to an increased local peak of the axial power density distribution at the reflector. At high $\Delta P_{\text{FUEN}}$ values (>3%), with resulting high power generation and coolant temperature rise, the local maximum of power density distribution is located directly at the lower core edge, and the local peaking factor between hot pin and node-averaged value is in the order of 2 to 3. In this case, the extrapolation model fails because long-distance extrapolation is not required, and the discrepancies between the results are below 100 °C, even at the highest (and safety-relevant) temperatures close to the fuel melting temperature.

These results demonstrate the necessity of an explicit neutronic/thermal-hydraulic hot channel analysis, especially under far-off-nominal conditions and for cores with large flux gradients within single nodes, e.g., cores containing MOX-FA.

### 5.3 Further Development

Further development of the hot channel analysis method presented above concerns the geometric refinement of the hot channel. The first option is to generate a very detailed subchannel layout based on the actual fuel pin arrangement, which will be provided. Alternatively, a reduction in the number of subchannels leading, in extreme, back to only one zone (as discussed above) can be chosen.

The pin-based approach is illustrated in Fig. 2a. For a 30 degree section of a hexagonal fuel assembly, it shows results of a pin-by-pin power reconstruction in a particular axial plane. As indicated, the flow zone definition treats each subchannel between fuel rods individually. On this basis, and using the known axial power distributions of all the fuel rods, the fuel assembly can be re-calculated in a very detailed manner. The boundary conditions for pressure, inlet mass flow and inlet enthalpy are the same as in the previous global calculation for this fuel assembly.

Using the same boundary conditions, the fuel assembly can also be subdivided in a crossway manner. Fig. 2b depicts a layout where only the immediate vicinity of the hottest pin is represented by detailed subchannels. This region is surrounded by a zone (number 4) in which the fuel rods are not modeled individually any more, but averaged (or "smearred") similarly. All the rest of the fuel assembly is included in zone 5. Such a subchannel layout allows for crossflow from the hottest subchannel into all the others. It is still accurate but obviously much less expensive to calculate than the first option. It should be noted that this approach is also in accordance with the common practice of reactor core thermal-hydraulic design and safety analysis, but now directly integrated into the coupled neutronic/thermal-hydraulic calculation sequence.
6 Conclusions

The integrated program system PANBOX offers important achievements in four areas vital to future reactor design and analysis. Firstly, it couples neutron kinetics and thermal hydraulics, thereby directly taking into account their respective feedback mechanisms. Secondly, it allows 3-dimensional calculation of the reactor core on the basis of fuel assemblies or finer subchannels, also with regard to fluid flow. Thirdly, its equations are formulated and solved including time-dependence, i.e., both steady-state and transient analyses can be performed. Finally, PANBOX features flexible options for direct evaluation of safety-related parameters such as centerline fuel temperatures and DNB ratios.

PANBOX is designed for the calculation of reactor core behavior under conditions ranging from close-to-nominal to far-off-nominal. It may be applied to any light water reactor with Cartesian or hexagonal fuel rod lattice.

The capability to calculate crossflow effects is essential to achieve the high degree of spatial resolution and accuracy aimed at in the coupled calculation. PANBOX thus can serve for high accuracy core design applications, achieving economically efficient reload strategies. Its capability to evaluate thermal safety margins based on local hot channel fuel pin values is especially valuable in safety analyses for events resulting in highly non-uniform power density distributions and/or low mass flow through the core.
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Abstract

In France, the large share of Nuclear (PWR) power plants in the installed electricity generation capacity has, for economic reasons, led to consider different operation modes, as well as different fuel management strategies. As a matter of fact, load follow, stretch-out, together with four batches fuel management and plutonium recycling are part and parcel of EDF's nuclear reactor operation situations.

In this context and in order to improve the PWRs productivity and flexibility, calculation routes as well as surveillance systems have to take into consideration such situations that require detailed core calculations (3D, Pin power distribution...).

Therefore, EDF is developing its own core calculation tools including neutronics diffusion and thermalhydraulics codes.

As regards Neutronics, the COCCINELLE software is being developed for light water reactor static and kinetic calculations, mainly devoted to the following applications : core design, fuel management, safety analysis, off line monitoring and on line surveillance.

An overview of the COCCINELLE performances was given in reference /1/ which put forward its capabilities in terms of numerical solution methods and modellings, computing time performances and accuracy. Reference /2/ details the extensive validation work performed during an on-line PWR core monitoring using the CAROLINE system derived from COCCINELLE.

The present paper is devoted to the following core physics calculations:

- adjustment of neutronic data using 3D inverse calculations.
- 3D Space time Kinetics, with emphasis on the accident situations we have modeled by coupling COCCINELLE calculations with 3D thermalhydraulics THYC and CATHARE calculations.

2 - ADJUSTMENT OF NEUTRONIC DATA AND INVERSE PERTURBATIONS

A specific module was developed in cooperation with INRIA aimed at neutron data adjustment using 3D importance calculations. (Reference /3/). On the basis of experimental data recorded and on the comparison with calculated values, neutron data parameters may be calibrated by:

- evaluating the gradient of an error function between the predicted and measured fluxes with respect to model parameters,
- minimizing this error function with an optimization method.
The computation of the gradient is based on the Generalized Perturbation Theory, which leads to an adjoint diffusion system (which has a singular matrix) with a nonzero source term. The solution of this adjoint system, the so-called "importance" function, is obtained via a power iteration method.

A first series of tests were run using experimental data from CRUAS 2 power plant aimed at calibrating neutron reflector diffusion parameters in a coarse mesh nodal calculation.

Table hereafter and Figure 1 summarize the major results we have obtained in terms of radial power distribution, with an adjusted set of neutron coefficients:

**CRUAS 2 - cycle 4 - Flux map analysis**

<table>
<thead>
<tr>
<th>E/C Discrepancies</th>
<th>103 MWD/T</th>
<th>5500 MWD/T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Error</td>
<td>Standard Deviation</td>
<td></td>
</tr>
<tr>
<td>Initial Set</td>
<td>11.2 %</td>
<td>4.5 %</td>
</tr>
<tr>
<td>Adjusted set</td>
<td>8.8 %</td>
<td>2.9 %</td>
</tr>
</tbody>
</table>

Such results put forward the ability of the module to improve the accuracy of the calculations. Such tests have to be pursued by considering other neutron parameters.

This module may also be used for fuel shuffling optimization.

### 3 - USE OF COCCINELLE FOR ACCIDENT CALCULATIONS

As regards space time kinetics calculations, efforts of development in the framework of the COCCINELLE code are devoted to the following aspects:

- Numerical methods and acceleration techniques for fast and slow transients.
- Coupling with the 3D thermalhydraulics code THYC (See Reference/1/) and concatenation of COCCINELLE and CATHARE calculations (overall NSSS thermalhydraulic code developed by CEA/FRAMATOME/EDF - Reference /4/).
From the basic methodology of a steam line break accident calculation using a point kinetic model, new studies and developments are undertaken aimed at using 3D COCCINELLE space time kinetics in association with CATHARE calculations. The following sequence has been implemented (see Figure 2):

- Overall operation conditions analysis of the reactor with the CATHARE code, using COCCINELLE results, via an external "coupling" :
  - CATHARE provides COCCINELLE with core inlet conditions (Assembly Temperature and Pressure, Boron Concentration)
  - COCCINELLE produces the core power distribution.

- 3D fine core power distribution assessment (COCCINELLE) at the most penalizing time.

- DNBR assessment using the COBRA core thermal hydraulic code.

The first results we have obtained so far show the feasibility of such an external coupling.

A comparison is given on Figure 3 with values produced by a standard "disconnected" methodology, in terms of core power evolution during the accident.

Present developments and studies are devoted to:

- further analysis of these preliminary results to quantify conservatism of the previous "disconnected" methodology,
- optimization of the coupling methodology aimed at reducing computing times.

4 - CONCLUSION

In the present stage of development, the COCCINELLE code covers the major needs for standard PWR calculations, with a wide range of applications and capabilities.

As regards design static calculations, an extensive validation programme was performed aimed at assessing COCCINELLE's accuracy on the different core parameters, which
has evidenced the ability of the code to reproduce the different core configurations.

The present paper put forward the efforts devoted to the analysis of core accidental situations using 3D space time kinetics with detailed thermalhydraulics.

Studies are now undertaken by EDF to introduce COCCINELLE in the standard calculation route for fuel management.

Major efforts are also devoted to the following aspects: pin by pin calculations, neutron feedback, as well as COCCINELLE's extension to hexagonal geometries in multigroup theory.

REFERENCES


/3/ An off - line calibration method to improve the accuracy of a PWR reactor diffusion model. CMEM (Computational Methods and Experimental Measurements - conference) Capri - May 89.

/4/ Assessment results of the French advanced safety code CATHARE 4th International ENS/ANS Conference - juin 86.
the Quality Assurance basis of its software. The procedure adopted considers two key elements, Software Development Life Cycle and software standards.

The software life cycle provides a systematic approach to the development, use, and operation of all production software from initial request to final product release, and provides the framework for the evolution of the software in a controlled environment. The explicit phases of this software lifecycle include:

- Evaluation and Planning
- Functional Specification
- Software Design
- Software Implementation
- Software QA Testing
- Software Release

The software life cycle provides a framework for controlled evolution of software applications, with emphasis on upfront planning, design and testing. Extensive testing prior to software release includes the execution of a comprehensive test matrix, exercising most of the software options and comparison with reference solutions. The adoption of a software life cycle methodology is receiving increasing regulatory attention.

The Westinghouse software standards were developed in order that Westinghouse software products could execute on multiple target computer systems using a single version of the source code. The strategy employed was to organize the software into a three (3) level hierarchy:

- Application Software
- Utility Packages
- System Dependent Utilities

For the portable application code, the objective was to develop guidelines that would enable the application code to be highly portable to multi-target computers. The portable application code guidelines address such portability requirements as conformance to the ANSI 1977 FORTRAN Full Language Standard, naming conventions, variable initialization, FORMAT statements, data packing, etc. The general purpose portable utility routines are used across all applications to perform general purpose functions. The system dependent utility routines serve to interface between the application codes and general purpose portable utilities, and the target computer system hardware and operating system.

The software process adopted at Westinghouse has evolved over the years as a result of Quality Improvement initiatives. The experience obtained in delivering fuel management software to external customers indicates that these approaches are successful in minimizing installation and maintenance costs.

3 COMPUTER HARDWARE

The rapid evolution of computer hardware is forcing some changes in computer configurations for engineering calculations from mainframe supercomputers to desktop engineering workstations. These changes are coming because some of the minicomputers/workstations currently available offer necessary power and speed, and can provide the capability to support highly computer intensive applications at decreasing prices. In addition, the physical equipment is small, and is installed and operated without any significant investments in facilities and operations support.

Hardware performance is usually established with the help of standard benchmarking tests, a set of controlled problems. A typical parameter of interest, MIPS (Million Instructions Per Second) can be used to rank hardware. Shown in Figure-1 are the corresponding MIPS for a host of engineering workstations varying from 15 MIPS to 100 MIPS. Another important consideration in ranking hardware is the cost/performance ratio ($/MIPS). The computer hardware shown in Figure-1 varies in cost from about $5K to $100K with a cost/performance ratio variation of 0.6 $/K/MIPS to 2.5 $/K/MIPS.

Performance benchmarks have also been established using a more representative application, 3D ANC model depletion, from CPU and I/O demands. Figure-2 shows the results (running time relative to the CRAY-1s) for several different
platforms. As can be seen, there is a wide spread on performance with a range of acceptable results for intermediate minicomputers to workstation ranges, with very favorable relative performance times. Such results are useful in guiding the definition of appropriate computer architecture for each organization according to specific requirements on computer turnaround, investment, number of users, capacity for emergency situations, and expansion capability. Other requirements that must be considered in selecting a software/hardware configuration are disk, memory, word size, compilers, network communications, etc.

4. CONCLUSIONS

Fuel Management computer codes presently reside on a number of different computer systems which range from mainframe supercomputers (CRAY, IBM 3090), minicomputers (ISC 40) to APOLLO workstations. The technology transfer agreements in place provide a variety of commercial arrangements for the transfer of fuel management technology, including, computer program, design methods, and training to meet specific customer requirements. The software approach used enable the portability of design software to a variety of computer hardware hosts in a controlled fashion that preserves the qualification basis of each computer program.

The development of powerful workstations enables the availability of fuel management software to be operational effectively on dedicated workstations, with significant cost performance improvement compared to mainframes. These alternatives clearly depend on the user global computational requirements.
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Abstract

The Westinghouse Incore Fuel Management analysis methodology has been qualified and implemented for a broad range of fuel management strategies and operating conditions. Monitoring of the performance and additions to the qualification database provide a continuous process for methodology upgrades. Additions to the experience database include performance results for other NSSS and fuel assembly designs, including large guide thimble and off-center assembly core configurations, Mixed-Oxide reload design, and Gadolinia burnable absorbers. Several other functional interfaces are required for the design, safety evaluation, licensing, operational support and core monitoring of PWR cores. In-core fuel management methods need to provide the data required for these interfaces in a consistent manner (format and accuracy) so as to avoid unnecessary conservatism that penalize operational margins. This paper reviews recent results in the Westinghouse Incore Fuel Management methodology.

1. INTRODUCTION

The need for accurate and efficient methods for design and licensing of PWR fuel has become more important as more complex fuel assembly concepts and core designs are placed into operation. Current emphasis on plant license extension, power uprating, and high burnups introduce additional fuel management constraints that make core designs more difficult. This increased complexity requires accurate three-dimensional models for most of the analysis to avoid unnecessary conservatism in design, safety analysis and monitoring of PWR cores.

The design, safety analysis, licensing, operational support, and core monitoring require integrated methodologies in several key areas. These areas, including Incore Fuel Management, Thermal-Hydraulics, System Transient Analysis, and analysis of in-core instrumentation. These methodologies require a high level of integration, in order to meet licensing requirements and Utility Customers needs.

2. INCORE FUEL MANAGEMENT SYSTEM

The design, licensing, and operational support of PWR fuel requires a design system composed of computer programs and methodology that provide high level of accuracy and flexibility to meet a variety of fuel management strategies, licensing requirements, and scheduler needs.
PHOENIX-P/ANC Methods

The qualification of a code system requires extensive data comparison that covers a broad range of applications. Considering the initial philosophy of no empirical model adjustments, the Westinghouse system provides a quality controlled basis for methods evolution from its initial qualification.

Code enhancements were introduced in PHOENIX-P/ANC recently to address specific user needs. In addition, a processing code ALPHA was implemented to automate core model development, thus enhancing quality assurance basis by eliminating manual preparation of input data and processing of data files. Consistent collapsed 1D or 2D models from the referenced three-dimensional model has also been completed.

The system's performance was also established for other NSSS core design and fuel features, including large guide-thimble fuel assembly designs, core layout with off-center assemblies in the periphery, Gadolmine, and MOX core designs. Core modeling benchmarked for the first two features were completed for a Combustion Engineering reactor design (133 assembly core, 14x14 fuel array). Figure 1 shows Critical boron concentration compared to measurements and Table 1 provides summary information of key startup parameters. The performance for these fuelcore configurations are consistent with the extensive database for Westinghouse reactors and fuel assembly designs.

Performance for mixed-oxide fuel was included in the original qualification database of PHOENIX-P/ANC. More recent design results, including a large fraction of MOX assemblies were obtained at a two-loop European plant. The critical boron concentration compared to measurement is presented in Figure 2, indicating excellent agreement. Power distribution and startup parameters showed very high level of accuracy (Figure 3 and Table 2, respectively). These results are also consistent with the overall database performance of the PHOENIX-P/ANC design system.

SPNOVA Methodology

The SPNOVA methodology represents the next generation of advanced nodal method to provide accurate and very fast computational capability. This methodology has been developed and qualified for PWR applications, including static and kinetic applications. SPNOVA is being implemented in several different applications in a manner consistent with ANC design-based cores.

As part of the qualification of the kinetic capability, a severe rod ejection case was analyzed. SPNOVA results were compared to those of TWINKLE, presently licensed code using a finite-difference coarse-meshed approach. The results shown in Figure 4 indicate the excellent performance and stability of SPNOVA methodology. In terms of running time, the SPNOVA case was two orders of magnitude faster than the TWINKLE's solution with a much higher level of accuracy.

Loading Pattern Optimization

Loading Pattern optimization is an area of focused effort, considering the benefits on fuel economics that can be achieved through optimized fuel management strategies. Enhancements added to the Loading Pattern Computer Optimization Program (LPOP) provide enhanced consistency in cross sections representation.
with ANC, and minimizes any differences in reactivity prediction. The performance, compared to several cores, shows that the differences in reactivity are small and within the target band desirable for a scoping tool. Therefore, it maximizes the number of acceptable loading pattern candidates that are confirmed to be acceptable with design pedigree analysis.

### 3. CORE MONITORING METHODS

Instrumentation systems available for core monitoring in existing plants includes moveable or fixed in-core detectors. Plant technical specifications for monitoring of limiting condition of core operations depend on the detector system available, as well as the design analysis, licensing philosophy, and core control strategy.

With the increasing need for additional margin to safety limits for plan availability and operation flexibility, improvements in core limits and operating strategies are becoming more important. Simulator based on-line systems are now being developed to provide enhanced monitoring and operational margins for existing plants. The BEACON System provides integrated core operation support capabilities which includes on-line power distribution monitoring, predictive functions, instrumentation analysis, and core follow functions. The consistency between design and core operation is achieved by the use of SPNOVA as the neutronics module. This approach provides a totally integrated system that minimizes model inconsistencies and at the same time, provides exceptional computational efficiency. After an extensive qualification and demonstration program, this system is now being installed at two Westinghouse plants, with plans for delivery and installation in several other plants.

The qualification of this system followed a detailed plan which included the 3D core model predictions and its coupling with the on-line signals from plant instrumentation for the range of conditions covered in the plant operation. Figure 5 shows a typical example of the excellent performance of the BEACON system in predicting core performance for severe load maneuvering conditions

### Table 2: MOX Core Design - 2 Loop Core, Cycle 19

<table>
<thead>
<tr>
<th></th>
<th>Meas (ppm)</th>
<th>Pred (ppm)</th>
<th>Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cs ARO (ppm)</td>
<td>1286</td>
<td>1279</td>
<td>7</td>
</tr>
<tr>
<td>ITC ARO (pcm/°C)</td>
<td>-12.0</td>
<td>-12.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Bank 1 (ppm)</td>
<td>200</td>
<td>198</td>
<td>2</td>
</tr>
<tr>
<td>Bank 2 (ppm)</td>
<td>195</td>
<td>200</td>
<td>-5</td>
</tr>
</tbody>
</table>
4 CONCLUSIONS

The ultimate objective of the fuel management activities is to provide a strategy for fuel utilization that meets economics, operation and safety requirements. As such, Reactor Physics has to be integrated with Thermal-Hydraulics, Transient Analysis, and instrumentation systems methodologies. Therefore, it is imperative that the in-core fuel management tools provide information consistent with the requirements of other functional areas methodology, format and accuracy. Inconsistencies in the interfaces may require conservatism to be added with direct negative impact on operational margin.

The development of Best Estimate Safety Analysis methodologies will make the interface between fuel management and safety analysis more tightly coupled. The development of on-line core monitoring and predictive systems will require increased accuracy for in-core fuel management methods as they will have significantly more visibility in plant operation. These trends will demand a lot more of in-core Fuel Management methods, which will require broader scope of benchmarking data and qualification efforts than presently used.

The direction at Westinghouse is to achieve complete integration of reactor physics methods. With the SPNOVA methodology, Westinghouse has enabled the utilization of accurate and self-consistent core models for all phases of engineering applications. These applications range from core design, safety analysis, core monitoring, operations support to operations training. This integration will set the framework for new applications that will provide enhanced operational and safety margins to existing plants.
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Abstract

This paper discusses the basic principles of the RITME method of 3-dimensional reactor core flux and power calculations, and briefly describes the LOGARITME development environment for implementing and managing applications based on the RITME method.

RITME is a nodal method for solving the neutron transport equation; it obtains an integral solution in which the fluxes are related to the source terms by precalculated Green functions.

The mean flux value per mesh and point flux values are calculated using a library of Green functions computed once and for all by a reference transport code. The carrier and microscopic power distributions can be determined from these flux values.

LOGARITME is a computerized environment based on software case (object-oriented analysis aid software utilities) and ADA language. It provides a consistent framework for applications using the RITME method. The general specifications of this environment are described, and potential applications are noted.

1 INTRODUCTION

RITME is a nodal method for solving the transport equation that is suitable for a wide variety of reactor cores. The possibility of performing 3-dimensional flux and power calculations quickly and accurately on a standard workstation makes the method available to a variety of core calculation applications.

This paper presents the method formalism through a solution to the steady-state transport equation. The LOGARITME development environment is then described.
2 THE RITME METHOD : BASIC PRINCIPLES

2.1 Flux Equations

2.1.1 Initial Equation

For the sake of clarity, the method is applied to the steady-state neutron transport equation expressed in integral-differential form.

The initial equation is:
\[- \text{Div} \left( \nabla \cdot \Phi (r,E,Q) \right) - \Sigma_t (r,E) \cdot \Phi (r,E,Q) + S (r,E,Q)\]

\[+ \int \int \Sigma_s (r,E'\to E,\Omega) \cdot \Phi (r,E,\Omega) \, dE' \, d^2\Omega' = 0\]

(1)

The neutron medium is assumed to be isotropic and is characterized by macroscopic cross sections noted \( \Sigma \).

The fission sources \( S (r,E,Q) \) are isotropic and associated with a fission spectrum \( \kappa (E) \),
\[ S (r,E,Q) = \kappa (E) \cdot S (r) \]  

(2)

2.1.2 Notations and Definitions

By definition, the actual medium is considered to be the superposition of a "zero medium" and a "prime medium":

* the "zero medium", designated "0" is isotropic and independent of the space variable \( r \). This homogeneous medium is independent of local variations affecting the neutron parameters, including boron concentration, fuel and moderator temperatures, xenon concentration, burnup, sub-assembly type, etc.

* the "prime medium", designated "'", and dependent on the space variable describes local variations in neutron properties relative to the "zero" medium.

Symbolically, the neutron medium is then:

Actual medium \( (r) = "\text{Zero medium}" + "\text{Prime medium} (r)"\)

The macroscopic cross sections and fluxes are expressed in the following forms:

\[ \Sigma (r) = \Sigma^0 + \Sigma' (r) \]
\[ \Phi (r,E,Q) = \Phi^0 (r,E,Q) + \Phi' (r,E,Q) \]  

(angular fluxes)

\[ \Phi (r,E) = \Phi^0 (r,E) + \Phi' (r,E) \]  

(scalar fluxes)

2.1.3 \( \Phi^0 \) and \( \Phi' \) Flux Equations

The fluxes \( \Phi^0 (r,E,Q) \) and \( \Phi (r,E,Q) \) are solutions to the transport equation (1) ; allowance for expressions (2), (3), (4) and (5) yields the following equations:

\[- \text{Div} \left( \nabla \cdot \Phi^0 (r,E,Q) \right) - \Sigma_t^0 (r,E) \cdot \Phi^0 (r,E,Q) + \kappa (E) \cdot S (r)\]

\[+ \int \int \Sigma_s^0 (r,E'\to E,\Omega') \cdot \Phi^0 (r,E',\Omega') \, dE' \, d^2\Omega' = 0\]  

(6)

\[ \Phi^0 (r,E) = \int \Phi^0 (r,E,\Omega) \, d^2\Omega \]

(7)

\[ \Phi' (r,E) = \int \Phi' (r,E,\Omega) \, d^2\Omega \]  

(8)

hypotheses : Flux \( \Phi' (r,E,\Omega) \) and media are assumed to be isotropic and to meet the following criteria:

\[ \Sigma (r,E'\to E) = \int \Sigma_s (r,E'\to E,\Omega,\Omega') \, d^2\Omega \]

(9)

\[ \Phi' (r,E) = \int \Phi' (r,E,\Omega) \, d^2\Omega = 4 \pi \cdot \Phi' (r,E,\Omega) \]  

(10)

Given hypotheses (8), (9) and (10), and after integrating equation (7) over \( d^2\Omega \), the scalar flux \( \Phi' (r,E) \) is the solution to the following equation:

\[-1/4 \pi \cdot \int \text{Div} \left( \nabla \cdot \Phi' (r,E) \right) \, d^2\Omega - \Sigma (r,E) \cdot \Phi' (r,E)\]

\[+ \int \Sigma_s (r,E'\to E) \cdot \Phi' (r,E') \, dE' + S (r,E) = 0\]  

(11)
where,

\[ S'(r,E) = - \sum \Phi^O(r,E) + \int \sum \Phi'(r,E') \cdot \Phi^O(r,E') \, dE' \quad (12) \]

### 2.2 Solving the Flux Equations

The \( A^O \) and \( A' \) operators associated with equations (6) and (11), defined by \( A^O \Phi^O = S \) and \( A' \Phi' = S' \) are linear and thus integral. Consequently, fluxes \( \Phi^O \) and \( \Phi' \) may be expressed as integrals over space, for a given source term neutron emission spectrum.

The kernel of operator \( A^O \) (or \( A' \)) is known as a Green function, noted \( \Psi^O \) (or \( \Psi' \)). The scalar fluxes \( \Phi^O(r,E) \) and \( \Phi'(r,E) \) are expressed as follows:

\[ \Phi^O(r,E) = \iiint_{\text{core}} \Psi^O(r,r',E) \cdot S(r') \cdot d^3r' \quad (13) \]

\[ \Phi'(r,E) = \iiint_{\text{core}} \Psi'(r,r',E) \cdot S'(r',E) \cdot d^3r' \quad (14) \]

### 2.3 RITME - Specific Green Functions

#### 2.3.1 Definitions

\( \Psi^O(r,r',E) \) (or \( \Psi' \)) is the flux at \( r \) of energy \( E \) due to one neutron/second emitted at \( r' \), in the form of a Dirac distribution, with the spectrum of source \( S \) (or \( S' \)) in the "zero" medium (or actual medium).

#### 2.3.2 Procedure for \( \Phi^O(r,E) \)

\( \Phi^O(r,E) \) is by definition a flux in a homogeneous medium, therefore:

- \( \Phi^O(r,E) \) will have a "clean" spatial form (no interface between different neutron media); it involves "long-range" migration, and can be calculated with a coarse mesh consistent with the migration properties of the selected "zero" medium. The "zero" medium corresponds in fact to the average neutron medium of the configuration in question.

- the \( \Psi^O \) functions depend only on the distance between \( r \) and \( r' \), and thus involve geometrical symmetries. For a given "zero" medium and neutron emission spectrum, they may be calculated once and for all to constitute a compact function library.

#### 2.3.3 Procedure for \( \Phi'(r,E) \)

The Green functions necessary to calculate \( \Phi' \) depend on the \( S' \) source spectrum as well as the \( r \) and \( r' \) media, which generally have different neutron properties.

Flux \( \Phi'(r,E) \) results from "short-range" neutron effects; neutron variations between the actual medium and the "zero" medium generally take place in the thermal and epithermal energy ranges. Compared with \( \Phi^O(r,E) \) it is generally a low-amplitude flux, and its accuracy is primarily related to the quality of the cross sections in the \( r \) medium. The \( \Psi' \) functions are tabulated according to sensitive parameters of the \( S' \) spectrum (e.g. the moderator density) and to characteristic neutron migration parameters (e.g. absorbers in intermediate energy ranges).

#### 2.3.4 Calculating the Green Functions

The Green functions for a given application are calculated once and for all using multigroup transport code. The energy discretization is fine enough to provide an accurate description of neutron migration in the high-energy ranges; these values are then condensed to a smaller number of groups for flux calculations in the application.

### 3 APPLICATION TO CORE CALCULATIONS

#### 3.1 General

The RITME method yields an integral solution to the neutron transport equation with approximations concerning the isotropism of the media and flux \( \varphi' \), and possible allowance for simplifying hypotheses in constituting the Green function library. It is therefore suitable for a wide variety of cores, and has been extensively qualified for PWR cores /11/ /12/.

This section discusses the approach used to calculate a 3D flux distribution in a reactor core, with attention to some aspects of the algorithms and calculation meshes. The results are described in part 3.5 for an actual application: PRO-RITME /3/.

#### 3.2 Discrete Formulation of \( \Phi^O \)

After dividing the core (and reflector) into meshes (subscript \( j \)), equation (13) becomes the following, for a resolution with \( G \) energy groups:

\[ \Phi^O_{jg} = \sum \Psi^O_{kg} \cdot v_k \cdot S_k \quad (15) \]
where:

- $S_k$ is the neutron source density in the "emitting" mesh $k$
- $V_k$ is the volume of mesh $k$
- $\Psi_{k,jg}^0$ is the flux in mesh $j$, of group $g$, due to a neutron/second emitted in mesh $k$ according to fission spectrum $\kappa(E)$.

The Green function $\Psi_{k,jg}^0$, also known as the coupling function between meshes $j$ and $k$ at energy $g$, is calculated by integrating the characteristic function of the kernel of integral operator $A^0$ over the spatial mesh of $\Phi^0$.

### Mesh Characteristics

$\Phi^0$ involves "long-range" migration in a homogeneous medium, and is calculated over the most regular possible coarse mesh for symmetry reasons, to minimize the coupling function library and the run time.

### Calculating $\Phi^0$ for every point

The integral formalism of RTTME makes it possible to determine $\Phi^0$ at every point from the source distribution $S_k$ and precalculated "local" Green functions:

$$\Phi_{jg}(x,y,z) = \sum \Psi_{k,jg}^0(x,y,z) * V_k * S_k \quad (16)$$

The emitting meshes $k$ are meshes in which the mean flux $\Phi^0$ and sources have been calculated. The smooth shape of flux $\Phi^0$ makes it possible to interpolate the result throughout the core from a few suitably selected points depending on the type of core and application. This approach makes it possible to calculate the source term $S'$ in order to calculate $\Phi'$ for an irregular mesh.

### 3.3 Calculating $\Phi'$

Flux $\Phi'$ results from local variations in the neutron properties of the actual medium relative to the "zero" medium. It is thus advantageous to adapt the $\Phi'$ calculation mesh to the neutron heterogeneities of the configuration. The RITME method is well suited to this type of solution using the following approach:

- $\Phi^0$ is first calculated using the $\Phi'$ mesh based on the carrier form determined from the point $\Phi^0$ flux values
- the source term $S'(r,E)$ is then computed
- at last, $\Phi'$ is computed from the sources $S'$ and tabulated Green functions precalculated on the $\Phi'$ mesh.

The ability to use different, irregular meshes for $\Phi^0$ et $\Phi'$ makes it possible to use simple algorithms for a precise assessment of neutron heterogeneities such as absorber assemblies or mixed oxide assemblies, without any significant run time penalty.

### 3.4 Total Flux calculation

The total flux,

$$\Phi_{jg} = \Phi_{jg}^0 + \Phi'_{jg} \quad (17)$$

is obtained after iteration of the fission sources. The procedure is carried out on the $\Phi'$ mesh; from the mean flux distribution, a carrier form (flux in homogenized medium) is obtained throughout the core by interpolation.

The microscopic flux (i.e. the flux on elementary items: cells, pins, etc.) is factorized in so far as the infinite-medium microscopic fluxes were stored in the neutron library associated with the RITME calculation.

### 3.5 The PRO-RITME Application

A version of the RITME code applied to a 900 MW PWR has been qualified with a coarse mesh (regular meshes 20 cm on a side).

This version is used for on-line monitoring of a PWR core as part of the PRO-RITME application.

PRO-RITME is a software package for 3-dimensional power reconstruction of a PWR core. The program is installed at the CRUAS 2 site, and was used to monitor the entire 4th campaign in an open-loop configuration.

This experimentation showed that the 3D RITME code can be implemented on a commercial workstation (HP9000/350 running under UNIX) for on-line core monitoring purposes, and demonstrated the code execution speed: a 3D power distribution for 2669 meshes was calculated in 3 seconds on the site using a MOTOROLA MC680320 microprocessor; the same calculation required only about 1 second in a laboratory setting with a MC68030 microprocessor.

An off-line accuracy study was conducted with static and transient tests during the experiment. Table 1 summarizes the statistical investigation for 25 static maps; similar results were obtained for normal operating transients.
Table I
Estimated Nuclear Uncertainty Factor based on a comparison between PRO-RTTME and Measurements .

<table>
<thead>
<tr>
<th>(%)</th>
<th>FUN Systematic Component</th>
<th>Stand. Dev. calculation / measurement</th>
<th>FUN Random Component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F_p</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FAHmax</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FAH 2D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P &gt; 1.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4 THE LOGARITME ENVIRONMENT

4.1 Introduction

The wide range of applications and the speed and accuracy of the RTTME method make it potentially applicable for a number purposes, including on-line reactor applications ( core monitoring system ), on-site control aid or laboratory studies, design calculations and core control parameter studies for future reactor cores .

Work now in progress with RITME /3/ includes a workstation PWR core simulation study and control rod reactivity measurements . Each of these studies uses an application-specific RITME version . This raises problems for code maintenance and management, and prompted the implementation of a software development environment to design RTTME applications efficiently with suitable quality management : this environment is known as LOGARITME .

4.2 Specifications

The wide range of applications possible within the LOGARITME environment make it indispensable to ensure portability on the hardware in use by the CEA and its partners : HP, SUN and DEC workstations, IBM and CRAY mainframes . Stringent quality assurance for the resulting applications implies that quality must be implemented by the application generator . Moreover, the model and data libraries must meet strict quality criteria regarding reliability, coupling, maintainability, and reutilization .

4.3 Methods

From a methodological standpoint, LOGARITME is based on the following :
- the Shlaer and Mellor method of modeling the problem as an entity-relation diagram ,
- the De Marco analysis method of representing the problem by data flows consistent with the entity-relation diagram ,
- the Buhr method for designing ADA program outlines from the preceding analysis .

These methods are supported by the facilities of the TEAMWORK software engineering unit, and are particularly well suited to development in ADA, the selected design and programming language .

5 CONCLUSION

The RITME method, by virtue of its simple and flexible formalism, is capable of executing flux and power calculations for a variety of cores . It has already been qualified for PWR cores in the PRO_RITME application . Qualification of the method for other types of cores and irregular meshes will be carried out in the LOGARITME development environment .
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Abstract

The TARMS (Toshiba Advanced Reactor Management System) software package was developed as an effective on-line, on-site Boiling Water Reactor (BWR) core operation management system. It covers all the functional requirements to the current process computer to increase on-site core management capability, capacity factors, thermal margins, fuel reliability, and so on, by supporting application functions for monitoring the present core power distribution, and for aiding site engineers in making the core operation plans, by predicting future core performance.

It is based on a three-dimensional, 15 energy group, coarse mesh nodal diffusion theory code "LOGOS02", and includes advanced methods to increase the accuracy of core power distribution calculations as well as a local peaking factor calculation method by which the effect of neighboring nodes on intra-nodal power distribution can be considered. TARMS has been installed in eight BWR plants and was verified to be an effective BWR core operation management tool. This paper describes its method by which the effect of neighboring nodes on intra-nodal power distribution can be considered.

1 Introduction

The TARMS (Toshiba Advanced Reactor Management System) software package was developed as an effective on-line, on-site Boiling Water Reactor (BWR) core operation management system. It covers all the functional requirements to the current process computer to increase on-site core management capability, capacity factors, thermal margins, fuel reliability, and so on, by supporting application functions for monitoring the present core power distribution, and for aiding site engineers in making the core operation plans, by predicting future core performance.

It is based on a three-dimensional, 15 energy group, coarse mesh nodal diffusion theory code "LOGOS02", and includes advanced methods to increase the accuracy of core power distribution calculations as well as a local peaking factor calculation method by which the effect of neighboring nodes on intra-nodal power distribution can be considered.

To increase the accuracy of power distribution calculations by utilizing in-core neutron detector signals, a method (named "adaptive learning") was developed and implemented in TARMS. The main part of the adaptive learning is automatically triggered following the whole-core TIP (Traversing In-core Probe) scanning, which is performed about once in 30 through 60 days. The best estimated TIP readings are then obtained from LOGOS02 simulated results, and the measured TIP readings by minimizing possible errors in the measured ones, that are caused mainly by the dislocations of the detectors. Then, the best estimated nodal power is obtained by correcting LOGOS02-calculated nodal power, so that it becomes consistent with the best estimated TIP readings. The accuracy of the best estimated nodal power so obtained was verified by comparing the data to gamma-scanning experiments results.

Biasing factors to correct the LOGOS02 nodal power deviation from the best estimated value are obtained at the same time in the core monitoring calculations performed hourly, where LPRM (Local Power Range Monitor) readings are available, or in the predictive core simulation, where no detector signals are available, the nodal power calculated by LOGOS02 is corrected by such biasing factors "experienced" above. The factor was observed to be almost independent from core operating parameters. However, its axial shape was found to be weakly dependent on the coolant flow rate. The biasing factor correction method was verified by core follow calculations that emulate the core monitoring and the predictive simulations.

The linear heat generation rate of an individual fuel rod in a node has to be calculated to monitor fuel integrity. Since nodal methods are based on node-by-node homogenized diffusion equations, the local peaking factors are not straightforwardly obtained by nodal methods. In the present work, a method was developed to accurately calculate local peaking factors within reasonable computing time, and was verified by comparing the factors to those obtained by multigroup, multi assembly, heterogeneous (rod-by-rod) diffusion theory calculations.

2. System Overview

Figure 1 shows an overview of TARMS functional linkage. The user can operate the core monitoring, and the core prediction modules via the man-machine interface. It is easy to use the core monitoring module, because its function - monitoring the present core power distribution - is quite simple and requires almost no data input from the user. The core prediction calculations, on the other hand, require many complicated input data. Also, it is sometimes difficult to determine at what time point the three-dimensional (3D) core simulator should be run. To minimize the user's operating effort, the TARMS core prediction module includes input generation and the automatic 3D core simulator drivers for typical predictive calculation patterns for, e.g.,

- Hailing calculations,
- Control rods pattern search calculations,
- Subcycle predictions,
- Core startup plannings,
- Scram recovery plannings,
- Control rods pattern adjustment plannings

The adaptive learning is accomplished by the adaption, and the power distribution best estimate modules, fully automatically without any interaction to the user. The biasing factors obtained by these modules are stored and supplied to the core monitoring, and the core prediction modules to increase the accuracy of the 3D core simulator outputs. Core status data, such as the coolant flow rate, the control rod positions, and the in-core detector signals, are transferred automatically from the core to TARMS via process I/O modules.

3. Methods

This section presents the adaptive learning method, and the local peaking factor calculation method used in TARMS.
3.1 Adaptive Learning Method

The purpose of the adaptive learning is to obtain correction factors to increase the accuracy of LOGOS02-calculated nodal power distribution. It is implemented in two phases. Phase 1 is executed following the whole-core TIP scanings (about once in 30 through 60 days). Phase 2 is accomplished in the periodic (almost hourly) core monitoring calculation.

3.1.1 Best Estimate of Nodal Power

In the first half of Phase 1, the best estimated nodal power is calculated by using the 3D core simulator and the measured TIP readings.

The 3D core simulator LOGOS02 first calculates nodal power, PC(k,j), taking into consideration core operating condition, specified by the total coolant flow rate, the core pressure, the control rod pattern, the inlet temperature, and so on. Here, (k,j) indicates a node of axial position index k in fuel assembly j. From the nodal power, one readily obtains simulated TIP readings, TC(k,i), for an axial position k of a TIP string i, by, e.g.

\[
TC(k, i) = \sum_j C(k, j) \cdot PC(k, j) / \sum_j 1.0, \quad \text{(1)}
\]

\( \sum_j \) : summation over fuel assemblies surrounding TIP string i,

where \( C(k, j) \) is a conversion coefficient from nodal power to the thermal neutron flux at the TIP position, obtained by the infinite lattice calculations.

Let TM(k,i) be the measured TIP readings for the same core operating condition. The simulated and measured TIP readings are generally different from each other. This is mainly because of the errors in PC(k,j) caused by approximations included in the physical model of the 3D core simulator, and due to the errors in TM(k,i) caused by the dislocations of the detectors. By comparing the results to the data obtained from gamma scanning experiments, it was found that the radial component of TM(k,i) includes a greater error than that for TC(k,i). On the contrary, the axial component of TM(k,i) agrees with gamma scanning experiments much better than that.
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Fig. 2 Error indices of nodal power distributions to gamma scanning experiments.

Fig. 3 Relative nodal La140 concentration comparison along a fuel assembly which was adjacent to a deep control rod, (La140 concentration represents nodal power distribution at the end of a cycle.)

for TC(k,i). Therefore, the best estimated TIP readings, TB(k,i), can be obtained by taking the axial part of TM(k,i) and the radial part of TC(k,i), namely:

\[
TB(k, i) = TMa(k, i) \cdot TCr(i),
\]

(2)

where

\[
TMa(k, i) = \frac{TM(k, i)}{k},
\]

(3)

\[
TCr(i) = \frac{\sum_k TC(k, i)}{\sum_k 1.0},
\]

(4)

\[
TCa(k, i) = \frac{TC(k, i)}{TCr(i)},
\]

(5)

\[
S\sum_k : \text{summation over } k.
\]

The best estimated nodal power, PB(k,j), values are obtained by correcting LOGOS02-calculated nodal power, PC(k,j), so that it becomes consistent with the best estimated TIP readings.

The accuracy of the best estimated nodal power, PB(k,j), obtained by the present method, was verified by comparing it to gamma-scanning experiments. Figure 2 shows error indices for the nodal power distributions, obtained by the present method, to those by the gamma scanning experiments for three BWR plants. This figure also shows the error indices for nodal power distributions obtained by the conventional process computer method, where nodal power is calculated directly from the measured TIP readings. As can be seen from the figure, the error in nodal power distributions, obtained by the present method, decreased to about 1/2 those obtained by the conventional method. Figures 3 and 4 show the node-by-node comparison of power obtained by the gamma scannings, by the present method, and by the conventional process computer method. In these figures, the conventional process computer method has larger errors than average, because of abnormally large radial dislocation for TIP strings. The present method gives quite accurate nodal power, in spite of such dislocation. From these comparisons, it can be concluded that the agreement of the present method with the gamma scanning experiments is much better than that for the conventional process computer method, mainly because the errors included in the radial component of the measured TIP readings are rejected in the present method.

3.1.2 Biasing Factors

In the latter half of Phase 1 in the adaptive learning, biasing factors to correct nodal power by the 3D core simulator will be calculated.
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Fig. 4 Relative nodal La$_{140}$ concentration comparison along a fuel assembly which was adjacent to a shallow control rod. (La$_{140}$ concentration represents the nodal power distribution at the end of a cycle.)

3. U Core Monitoring Calculation

Phase 2 of the adaptive learning is a part of the core monitoring calculation for TARMS, where the best estimate of nodal power, PB'(k,j), is to be evaluated.

In this phase, LOGOS02-calculated nodal power, PC(k,j), is corrected by the nodal power biasing factor:

$$PC'(k,j) = PC(k,j) \cdot Y^*(k,j; w_0) \cdot A^*(k; w_0)$$

where $w_0$ is the coolant flow rate at the last adaptive learning of Phase 1, where $Y^*(k,j; w_0)$ is calculated and stored, and $w_1$ is the present coolant flow rate. As in Phase 1, simulated TIP readings, TC'(k,j), are readily obtained from PC(k,j) by Eq.(11). At this time the measured TIP readings are not available. Instead, the measured LPRM readings, LM(k',i), are obtained for the axial LPRM position of TIP string i. Let TC'(k',i) be the simulated LPRM reading at position (k',i). Then, the difference between TC'(k',i) and LM(k',i) is smaller than that between TC(k,i) and TM(k,i), because TC'(k',i) is calculated from the corrected nodal power. Therefore, it is a good approximation to inter/extrapolate the ratio $R(k',i) = LM(k',i) / TC'(k',i)$ along this LPRM string, in order to obtain an approximate value for $R(k,i) = TM(k,i) / TC'(k,i)$, where TM(k,i) is an approximation for the measured TIP readings. Then, from R(k,i), one obtains:

$$TM'(k,i) = R(k,i) \cdot TC'(k,i)$$

The best estimated TIP readings, TB'(k,i), and nodal power, PB'(k,i), are obtained from TM'(k,i) and TC'(k,i) in the same way as in Phase 1. Here PB'(k,i) is output as the present core power distribution.

The ratio:

$$Y^*(k,j; w_1) = PB'(k,j) / PC(k,j)$$

includes the effects of the inter/extrapolation of the ratio R(k,i). Therefore, the data are not stored as the nodal power biasing factors. However, the factor:

$$A^*(k; w_1) = \sum_j Y^*(k,j; w_1)$$

is stored for later use, because the value of A*(k,w) is needed for a wide range of the coolant flow rate.

3.1.4 Predictive Calculation

In predicting the future core power distribution, no detector signals are available. Therefore, the best estimated nodal power values in this case are calculated by Eq.(10). The accuracy of this method was verified by making core follow calculations. Figure 5 shows the root mean square errors for TARMS-predicted nodal power and the core eigenvalue errors, compared to actual values. As shown in the figure, within the prediction period of one through two months, the TARMS predicted nodal power had an average error of 3%, and the maximum eigenvalue prediction error observed was less than 0.1%.

3.2 Local Peaking Factor Calculation

To certify the integrity of fuels in core performance evaluation, the linear heat generation rate, HGR(m,n), of a fuel rod m in a node n, which is defined by:

$$HGR(m,n) = C \cdot LPF(m,n) \cdot P(n)$$

are stored. (The factors Y* and A* should be initialized with appropriate values at the beginning of a cycle.)
has to be calculated. Here, $P$ is the average power density of node $n$, LPF is the local peaking factor of fuel rod $m$ in node $n$, and $C$ is the unit conversion constant (watt/cc to watt/cm). The factors are not straightforwardly obtained by nodal methods, which are based on node-by-node lattice calculations. Usually, the zero-current boundary conditions are applied. Several methods based on homogenized diffusion equations are available for this purpose. The lowest level approximation for local peaking factors in a node is to use the 2-group diffusion model, then the core eigenvalue prediction error, observed In core follow calculations.
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![Fig. 5 Root mean square (RMS) error of TARMS-predicted nodal powers, and the core eigenvalue prediction error, observed in core follow calculations.](image4)

![Fig. 6 Local peaking factor comparison.](image5)

\[
Q(r) = S(r) F_1(r) + S(r) F_2(r),
\]

where $r$ is intra-nodal spatial coordinate, $S(r)$ is the $g$-th group macroscopic fission cross section, and $F_1(r)$ is $g$-th group neutron flux. Because the 1st (fast neutron) flux distribution $F_1(r)$ is much flatter than the 2nd (thermal neutron) flux $F_2(r)$, $F_1(r)$ can be well approximated by the infinite-lattice solution. Only the effect of neighboring nodes on thermal neutron flux will be considered. The thermal neutron flux $F_2(r)$ can be separated into:

\[
F_2(r) = F_{inf}(r) + F_{tr}(r).
\]

Here, $F_{inf}(r)$ is the infinite-lattice solution for the thermal neutron flux, obtained by the lattice calculation. Function $F_{tr}(r)$ represents the deviation in the thermal neutron flux from the infinite lattice value caused by the local thermal neutron current at the node boundary. The procedure is as follows:

1. Approximate the function $F_{tr}(r)$ by an analytic solution of a 2-dimensional node-by-node homogeneous diffusion equation with asymptotic boundary conditions. By using the approximate solutions for thermal neutron flux and Eq.(13), one finally obtains local peaking factors in a node. The accuracy of local peaking factors so obtained was verified by comparing them to those obtained by multigroup, multi-assembly, heterogeneous (rod-by-rod) diffusion theory calculations. Figure 6 shows comparisons of local peaking factors for a node obtained by (1) multigroup, multi-assembly, heterogeneous diffusion theory calculations, (2) by the present method, and (3) by the infinite-lattice calculation. Here (2) and (3) are represented by the difference from (1). In this case, the average fuel enrichment (3.3\%o) for the node and problem center and its surroundings.

\[
\begin{array}{cccc}
\text{Statepoint} & 1 & 2 & 3 \\
\text{LPF Error (rms=0.038)} & 0.000 & 0.000 & 0.000 \\
\end{array}
\]

\[
\begin{array}{cccc}
\text{Maximum LPF fuel rod.} & 1.251 & 1.349 & 1.369 \\
\end{array}
\]

\[
\begin{array}{cccc}
\text{Fuel enrichment (U235\%o) of the node in problem center.} & 1.3 & 1.3 & 1.3 \\
\end{array}
\]

\[
\begin{array}{cccc}
\text{Error of Infinite lattice calculation (rms=0.038).} & 1.3 & 1.3 & 1.3 \\
\end{array}
\]

\[
\begin{array}{cccc}
\text{Error of the present method (rms=0.027).} & 1.3 & 1.3 & 1.3 \\
\end{array}
\]

\[
\begin{array}{cccc}
\text{Local peaking factor by detailed calculation.} & 1.3 & 1.3 & 1.3 \\
\end{array}
\]

\[
\begin{array}{cccc}
\text{Error of Infinite lattice calculation (rms=0.038).} & 1.3 & 1.3 & 1.3 \\
\end{array}
\]
4. Conclusions

The TARMS on-line, on-site BWR core operation management system was developed, and is now in use in eight BWR plants. The adaptive learning method for TARMS was tested by using actual plant data, including gamma scannings, and was verified to be effective to increase the accuracy of power distribution evaluations, both in the core monitoring, and in core predictive calculations. A method for calculating the local peaking factors for fuel rods was also developed and tested by detailed heterogeneous calculations, and was verified to be sufficiently accurate. It can be concluded that TARMS, with such advanced methods, can be a great aid for the operators and site engineers to manage BWR core operations.
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and its realization on computers, as well as research technical problems which deal with the creation of the full scale modelling complex and special dialog system of communication with this complex, system that will be applicable to NPP reactors of the channel-type.

I. GENERAL ASSUMPTIONS

At the present time one of decisive factors both in creating a new generation of reactors of improved safety and in increasing a safety of now operating NPPs is the creation of qualitatively new mathematical models and computer codes capable to reproduce the processes truly enough as well as capable of taking into account the whole complex of process characteristics for normal NPP operation and emergency conditions.

In spite of this it is necessary to stipulate exactly the types of both the models and the simulation that should be mentioned in this paper.

For the total safety analysis we want to have not only the models but the models of NPPs processes and components that combines both the features of pure "mathematical" models as also the features of so-called "computer simulation" models. The models of last type now are widely spread in the NPP's training simulators and research simulators, but for the safety analysis their speed is not very important. Therefore, we must effectively combine the either.

The following main features of safety simulation models are of the most importance:

- information-object space for processes and components of the system to be modelled although does not copy the physical 3D (or more) images of its elements, but must be constructed according to the popular ideas because of extremely large value of information that excludes or brings to minimum the "training" or "getting used" function;

- the modelling a situation is a machine experiment and its organization and analysis are imposible without less or more automatized data base because of a lot of parameters to be given, calculated and analysed;

- code complex for the model must be "mobile" (that is it must be transferable from one machine to another) in corresponding computer class (mainly "main-frame" or higher), and all its components, including the data input-output, must be written in high level international standard computer language what is now the Fortran-77.

That's why the creation of full-scale code complex for NPPs with RBMK is a multispectral task which requires joint efforts of the specialists of different specialities.

In this list of tasks are:
- the choice and the ground of different processes or equipment mathematical models of a reactor unit;
- models numerical realization methods choice and refinement;
- code verification;
- code complex creation on the ground of these codes allowing to NPP's research and development personnel to get all the necessary images of the results and to carry out their studies in friendly interactive form.
Apparently, that every of listed above areas is itself a serious and large-scale scientific work and must be the subject of special discussion [3,4,5].

Now in the institutes connected to the RBMK design and safety analyses (NIKINT, IAB, NPPRD) there are some experience of RBMK processes and component adequate models creation.

There are the mathematical models of:
- one- or two-group 3D diffusion core neutron kinetics;
- heat transfer in the reactor core graphite laying;
- two-phase time-dependent thermohydraulics of the core channels;
- primary loop, including safety systems;
- RCS logic (especially LAR, IAZ, AAZ, BAZ, plant on-line computer);
- turbine and electrical systems.

As the mathematical models being improved, the numerical realization problems being promoted to the first plan. It is especially illustrated by the comparison of requirements for algorithms fast running and modern computer industry capacity.

The present paper reviews the problems of choice and algorithms justification of digital solution of the reactor spatial model and its realization on computers, as well as research technical problems which deal with the creation of full-scale modelling complex and special dialog system of communications with this complex, that will be applicable to NPPs with channel-type reactors.

II. THE COMPARISON OF SOME NUMERICAL LITTLE-GROUP SPATIAL NEUTRON DYNAMICS PROBLEMS SOLVING METHODS USED FOR THE CODE COMPLEX "PROJA"

The choice of effective numerical equations solving methods is one of the most complicated problems in spatial kinetics full-scale modelling complex creation.

Now there is developed the complex problem studying technology based on the creation and computer-aided analysis of the mathematical models of the object to be investigated. This method is called a computer experiment.

It is naturally to treat a calculation algorithm like a necessary component of a computer experiment.

The same mathematical task can correspond to a number of different discrete models. However far from the all of them are suitable for a practice realization. Calculation algorithms must satisfy the contradictory requirements: the adequacy and the computer feasibility. The memory value and performance limits usually are the main obstacle for a correctly developed algorithm computer realization.

The task specifics is in the complex transient consideration necessity in a large geometric size area and the calculation time even for the modern fast computers may be about of a number of hours. This makes important the fast running of a numerical algorithm.

The other important requirement for the numerical scheme is its absolute stability (at any D>0) and "unconditional approximation", that is the source equation acceptable
approximation with some difference scheme independently from the
time step (t) and the space step (h) correlation.

These requirements for the numerical method are connected
first to the full-scale reactor core model development and it
leads not only to the calculation nodes number increase (about
2000 plane points and a number of dozens hight levels) but even to
the large scale diffusion equation coefficients change.

Now the implicit schemes for the spatial kinetics equations
solving are of most efficiency but it does not exclude the other
methods applying.

The mathematical model discrpcion

The mathematical modeling of the neutron flux behavior
usually is carried out in diffusion approximation and it leads to
the parabolic nonlinear equations system solving having the zero
conditions at a border. In the one-group approximation the process
is described in partial derivatives equation:

\[
d_t \Phi = D \nabla^2 \Phi + (K_w - 1) \Phi - K_w \Phi + \sum_{i=1}^{6} \beta_i C_i + Q_{nr}
\]

(1)

where: \( D = D(D_x, D_y, D_z) \)

\( D_x, D_y, D_z \) - diffusion coefficients accordingly in \( X, Y, Z \)-
directions.

\( q^{(1)}_r \) - space derivatives vector,

\( q^{(1)} = (1 \frac{\partial}{\partial x}, j \frac{\partial}{\partial y}, k \frac{\partial}{\partial z}) \)

\( \beta = \sum_{i=1}^{6} \beta_i \)

\( Q_{nr} \) - neutron sources.

Equations coefficients \( D \) and \( K_w \) are functions of feedback
parameters: burnup \( P \), xenon concentration \( X \), fuel temperature \( T_f \),
graphite temperature \( T_\gamma \), coolant density \( \gamma \), the adsorber, follower
or water presence (for RCS channels).

All the conventions in eq. 1,2 are of commonuse. The
equations are reduced to the finite-difference mode. In the case
of implicit scheme using we can solve then both by the direct or
the iterational methods.

The numerical methods

Now there are widely spread the iterational methods, in
particular the "over-relaxation" method. Those iteration methods
(or succesive approximations methods) are that the decision \( x \) of
the system \( Ax=f \) can be found like the limit at \( n \) going to \( \infty \) for
the succesive approximations \( x^{(n)} \), where \( n \) - iterations number. As
a rule, we cannot reach this limit in finite number of iterations.
Usually we set a small quantity \( \varepsilon > 0 \) and continue our calculations
while is not fulfilled the condition \( |x^{(n)} - x| < \varepsilon \). We can compare
the different iterational processes quality using the necessary
number of iterations \( n(\varepsilon) \).
The "over-relaxation" method

The "over-relaxation" method is the generalization of Seidel method and can be written as:

\[(D + \omega A_1) \frac{1}{\omega} \left(x^{(n+1)} - x^{(n)}\right) + A x^{(n)} = f\]  \hspace{1cm} (3)

where \(D = \text{diag}[a_{11}, a_{22}, \ldots, a_{nn}]\) - a diagonal matrix which has the same main diagonal that is the \(A\) matrix;

\(A_1\) - lower triangular matrix with zero main diagonals;

\(\omega > 0\) - a given numerical parameter.

The method converges at \(0 < \omega < 2\). At the optimal choice of parameter \(\omega\) the necessary number of iterations needed to obtain a given accuracy \(\varepsilon\) is of magnitude \(O(h^{-1})\), but not \(O(h^{-2})\) like in Jacoby and Seidel methods that is the main advantage of "over-relaxation" method to the other mentioned iterative methods.

The over-relaxation method was used in the code "TRIADA" for the 3D spatial kinetics calculations with maximum 540 plane nodes.

We firstly assumed to use the code "TRIADA" like a component of the code complex "TROJA" that includes the spatial kinetics calculation with the thermohydraulics model, the neutron physics constants calculation and the outer primary equipment model.

But after changing to the full-scale reactor model we had met the requirement to rise abruptly the number of the nodes that leads to the considerable increase the computer runtime.

Besides that the runtime, if we use this method, essentially depends on the inserted perturbation value and this can essentially made difficult its using.

The using of the local-one-dimensional difference schemes

According to the mentioned above assumptions it seems possible the using of implicit schemes together with the "economical" methods where the number of arithmetical operations for getting the solution is proportional to the number of nodes. Among these methods there are: variable directions method, brokenup steps method and local-one-dimensional methods.

From the special methods of accuracy \(O(1 + h^2)\) the local-one-dimensional scheme is of most economical matter. The calculations with this scheme reduces to the succession of drives in different directions. Because of the accuracy \(O(1 + h^2)\) is not sufficient for fast transients calculations it seems reasonable to use the "predictor-corrector" Yanenko scheme together with the local-one-dimensional one, that provides the accuracy \(O(1 + h^2)\).

In the neutron kinetics calculation code used the local-one-dimensional (LOD) there are realized the following economical difference schemes:

A. The Douglas-Rachford scheme:

\[\frac{U_1 - U}{\tau} = \lambda_1 U_1\]  \hspace{1cm} (4)

\[\frac{U_2 - U_1}{\tau} = \lambda_2 U_2\]  \hspace{1cm} (5)

\[\frac{U_3 - U_2}{\tau} = \lambda_3 U_3\]  \hspace{1cm} (6)

\[\hat{U} = U_3 + \tau f\]  \hspace{1cm} (7)
B. The Yanenko "predictor-corrector" scheme:

\[
\frac{U_1 - U}{0.5\tau} = \lambda_1 U_1
\]

(8)

\[
\frac{U_c - U_1}{0.5\tau} = \lambda_2 U_2
\]

(9)

\[
\frac{U_3 - U_2}{0.5\tau} = \lambda_3 U_3
\]

(10)

\[
\frac{\hat{U} - U}{\tau} = (\lambda_1 + \lambda_2 + \lambda_3) U_3 + f^s
\]

(II)

\[\lambda_1, \lambda_2, \lambda_3 \text{ - difference (variational-difference) operators corresponding to the three spatial components of the operator,}\]

\[U = U (t, x, y, z) \text{ - the function to be found,}\]

\[\hat{U} = U (t+\tau, x, y, z)\]

\[f^s = f(t + 0.5\tau, x, y, z)\]

\[U_1, U_2, U_3 \text{ - intermediate grid functions without the independent physical meaning.}\]

For the applying the local-one-dimensional schemes we calculate for every direction the difference three-diagonal matrix of coefficients.

Diffusion coefficient D and \(k_\alpha\) can vary in every active element, and the D coefficient can depend on the direction, so it is the vector \(D = (Dx, Dy, Dz)\).

Let's consider the diffusion operator:

\[
 Lu = \frac{\partial}{\partial x} (D(r,t) \frac{\partial u}{\partial x}) + \frac{\partial}{\partial y} (D(r,t) \frac{\partial u}{\partial y}) + \frac{\partial}{\partial z} (D(r,t) \frac{\partial u}{\partial z})
\]

(12)

At every fixed t in every direction this operator is approximated by the following difference expression:

\[
\Lambda(t)y_i = \frac{1}{h} \{ a(x_{i+1}, t) \frac{y_{i+1} - y_i}{h_{i+1}} - a(x_i, t) \frac{y_i - y_{i-1}}{h_i} \}
\]

(13)

where the difference coefficient \(a(x_i, t)\) is set like

\[a(x_i, t) = 0.5 (D_i(x_i, t) + D_i(x_{i-1}, t))\]

(14)

The local-one-dimensional schemes using leads to the following two errors:

1) discretization error;

2) error of the method, i.e. the substitution of the operator \([1 - \lambda_1 - \lambda_2 - \lambda_3]\) by local-one-dimensional reverse \([1 - \lambda_1][1 - \lambda_2][1 - \lambda_3]\) for a completely implicit scheme.

Theoretical considerations show that both errors are of magnitude \(O(\tau + h^2)\) or \(O(\tau^2 + h^2)\) depending on the method being used.

The Du Fort - Frankel three-layer scheme

The three-layer schemes sometimes are used to increase the approximation order and to improve the stability.
The Du Fort and Frankel scheme ("rhomb") looks:

\[
\frac{y_1^{n+1} - y_1^{n-1}}{2\tau} = \frac{y_{1-1}^{n-1} - y_{1+1}^{n-1} + y_1^{n+1} - y_1^{n-1}}{h^2}
\]  
(15)

and is derived from the Richardson's explicit scheme by means of substitution in the right pert \(2y_1^n\) to the \(y_1^{n+1} y_1^{n-1}\). The scheme remains explicit for \(y_1^{n+1}\) and is absolutely stable (at any \(h\) and \(\tau\)). We can write the "rhomb" scheme like:

\[
y_t^0 + \frac{\tau^2}{h^2} y_{tt} = Ay
\]  
(16)

where:

\[
y_{tt} = (y_1^{n+1} - 2y_1^n + y_1^{n-1})/\tau^2
\]  
(17)

The term \(\frac{\tau^2}{h^2} y_{tt}\) provides the stability. The scheme has the conditional approximation of the order \(O(h^2)\) at \(\tau = O(h^2)\). So, if we put, for example, \(\tau = h\), then the equation(13) will approximate the hyperbola-type equation.

The main advantage of the Du Fort and Frankel scheme is its realization simplicity. The necessity to use the small time step (in order of 0.001) is compensated by the possibility of complete vectorization for matrix-CPU computers.

To compare the effectiveness of different numerical methods we take in capacity of base variant the variant with the number calculation nodes \(540*43\) (540 points in plane, 43 - in height). The calculation yields that the runtime per 1 node per 1 time step is for the:

- over-relaxation method \(- 4.2*10^{-3} - 7.2*10^{-3}\) s for \(\Delta p = 0.5\),
- local-one-dimensional scheme \(- 8.3*10^{-5}\) s,
- Du Fort - Frankel scheme \(- 4.8*10^{-5}\) s.

This characteristics show that we can use the over-relaxation method for the calculation slowly changing processes allowing the time step of magnitude 0.1 s and higher. In the same time, the time step for fast transients (taking to account the RCS features simulation) can not be more than 0.01 s.

**III. THE CODE COMPLEX STRUCTURE AND THE OPERATIONAL PRINCIPLES**

The code complex "TROJA" is written on Fortran-77 and consist of the following main parts:

- the leading code (main);
- the neutron diffusion equation solving code (flux);
- the code for initial input from the reactor data base (cyltran);
- the control system simulation code (rcs);
- the hydrostatics and hydrodynamics boiling channels code (xfs0, adyn);
- the diffusion equation coefficients calculation code (kci);
- the three-dimensional distribution calculations of graphite temperature, fuel temperature and xenon concentration (termoxen);
- the data acquisition code for displaying and control the simulation (specout).
These codes work under the management of the leading code "main" as shown on fig.1.

Besides that we have the data displaying codes that work in asynchronous regime of information exchange with the mentioned above codes:
- the code to yield the "pancake-type" images, power trends and the other time-dependent graphics(z4);
- the code to yield height distributions of the core parameters(v2);
- the code to yield isometrical images(s6).

Both z4,v2 and s6 codes interact with the main calculation code complex using the file system as shown on fig.2.

The amount of simultaneously made displays is restricted only by the needs of the research work and by the quantity of screens available.

We have a practical experience in simultaneous usage of 15 terminals, to which the RBMK state was yielded during the control rod self-moving experiments and Chernobyl-like accident computer simulation.

The examples of yielded images are shown on the slides 1,2,3,4,5,6,7,8,9,10, applied to the report.

The file "control" contains the control information to set the simulation regime. Research-operator can, at arbitrary time, using the arbitrary screen editor, to set the change of reactor internal and external parameters at any current or future time, for example:
- to move or to stop a control rod or a group of control rods;
- to increase or to decrease the inlet coolant flow for a channel or a group of channels;
- to change the inlet enthalpy for channel or a group of channels;
- to change the steam-drum pressure.

This given parameters' set was used in practice during the RBMK accident simulation, but we can enlarge it arbitrary. Including this, according to the testing interests, we can enter the local or total flux or reactivity perturbations at any time.

To monitor the perturbations the results are displayed in file "inf" which can be read using an ordinary screen editor.

The file "ixizy.p" is used for on-line changes in data lists for files "foto1", "foto2", ...
The file "A" is a set of all the necessary display parameters and is renewed per every time step.

We assume the all internal model parameters and variables gathered in file "Process".

And at list, the file "archiv" is an ordinary "history" of modelled process and includes the most informative parameters.

IV. THE ON-LINE DISPLAYING PRINCIPLES

The on-line information display task can be formulated by the following way:
- the choice of the optimal value of information to be displayed;
- the simplification of displayed information perception;
- the displaying operativity level rising.

The success depends on the every above mentioned tasks solving.

The codes for operative displaying of the 3D NPP dynamics calculations' results are written in Fortran-77 with some possibility to use the Regis-language commands. The data transfer between display codes and calculation codes is carried out in asynchronous mode through direct access files that allows us to separate the calculation and display processes. In the case when the display code has no time for take the data from the exchange file, the data would be overwritten by the next time step data. If calculation code has no time to renew the exchange file, the display code goes to the information waiting regime.

We decided to use a traditional way of graphic representation of 3D-field with the three mutual-supplement components:

**Fig. 2 Asynchronous interaction calculation and reflection programs in TROJA complex**
- the height-averaged coloured map of a field or the one-level map (vertical or horizontal) for the current or previous time step together with process trend for integral and local reactor power;
- the height function graphics in an arbitrary plane point at the current time step;
- the isometrical field image with user-guided colour scale at a given time step.

The mentioned above is realized by the three codes z4, v2, z6.

The code z4 outputs on a screen the two coloured maps of NPP power field. The one shows the current reactor state and the other - the previous (initial) one. For every map it also displayed the model time of the data generation, the colour scale and the graphic of two parameters, one of which is integral power and the other is arbital. The frequency of the information renovation depends on:
- the data renovation speed;
- the quality and the magnitude of data changes considerable to the previous step, but in any case it can be regulated taking into account the ergonomical and computer experiment tasks requirements.

The code z6 outputs on a terminal screen the coloured isometrical power field image, obtained at a current time step from the calculation code. We can turn around the image on 0°, 90°, 180°, and 270°.

To the same screen we output the model time, obtained from the calculation code, the colour scale and the isometrical angles marks.

Note that the colour scale in z4-code is fixed and in the z6-code is variable. This is made for z4 to simplify the maps comparison and for z6 to use the all colour range.

The code v2 outputs to the screen the height functions graphics that describes the reactor core, for example:
- the height profile of initial neutron flux U^{(N)}(Z),
- the height profile of current neutron flux U(Z),
- the local manifolding factor K_ε(Z),
- the diffusion factor M^2(Z) or L^2(Z),
- the coolant density γ(Z),

for the two arbitrary choosed channels (z is the height) at current time step.

We output to the same screen the model time obtained from the calculation code, the channels coordinates and the colour scale.

We consider that the described above information value being displayed by the mentioned graphics mode is enough for operational displaying of the simulated process, but some extension can be made, for example, the control rods positioning etc.

V. THE CONCLUSION

Now in the RDPE it is constructed the code complex TROJA that allows to solve full-scale simulation task for RBMK-type reactors. The complex has intellegent means for calculation results displaying and also the computer experiment control during the simulation that allows one to make operative decision during the modelling.
The solved tasks scope covers complicated transients and accidents without the core damage.

The complex TROJA is written in Fortran-77 and can be used at any computer having a Fortran-77 compiler without any modifications.

The creation of this complex required the thorough analysis, choice and improving firstly the numerical methods of neutron kinetics tasks solving.

All the methods were specially tested using the reactor neutron flux behavior criteria under the conditions of inserted flux and reactivity perturbations. And also there were chosen or specially developed the methods and the software means for operational calculation results displaying that allows to make the computer experiment analysis in an acceptable time.

Now we use the complex TROJA to carry out the comprehensive analysis of the Chernobyl accident.
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TECHNICAL COMMITTEE MEETING AND WORKSHOP ON
LWR CORE DESIGN PARAMETERS

ŘEŽ, CZECHOSLOVAKIA, 7-11 OCTOBER 1991
SUMMARY OF THE TECHNICAL COMMITTEE MEETING AND WORKSHOP

Session 1 - Benchmarks

Chairman: Mr. T.Q. Nguyen
Rapporteur: Mr. J. Vacek

Six papers concerning the reactor core benchmark calculations were presented in this session. Most of them analyze benchmarks for lattices containing Gd as a burnable absorber. The performance of simpler codes (SUPERB 1D transport, 2D-diffusion, LWRBOX 2D transport) was compared with Monte-Carlo (MONALI and MCNP) and was shown to be satisfactory. While the initial Gd worth in SUPERB was lower than that in LWRBOX, Gd depletion burns at a faster rate. The application of RSYST to Gd-containing lattice was presented with stressing the importance of homogenization procedure and proper treatment of fission products. The results in various cases for BWR benchmark with adjacent Gd pins were near to target accuracies, but substantial differences exist between individual codes even in the case of the uniform lattice. A comparison of performance of HEA Data Bank and ANSWERS code and library versions was reviewed. The use of "1986 ANSWERS" library results in increase of $k_{in}$ and its slower decrease during burnup for uniform lattice and in decrease of $k_{in}$ for Gd cells. The application of WIMS to both calculational and experimental benchmarks was also presented in this session.

Highlights of the discussion were as follows:

1. WIMS and its library are widely used. Therefore all the library development is relevant to broad range of participants.
2. Simple methods are often successfully used in the analysis of experiments and operating data thanks to the cancellation of errors at different stages of the calculation.
3. To analyze some effect in more detail, it seems to be necessary to include into intercomparison more detailed data, e.g., microscopic cross sections or reaction rates of individual isotopes.
4. Attention should be paid to the proper treatment of Gd isotopes and fission products.
5. In advanced codes homogenization based on conservation of reaction rates is better than just flux volume weighted approach. Effective diffusion coefficient for cells with strong absorber, based on the conservation of leakage can be used to link transport and diffusion theory. The discontinuity factor should be used more widely.
6. Influence of time step length in integration of burn-up equations and of the radial pin subdivision for Gd absorbers were investigated. The analysis shows that steps of the order of hundreds of MWd/tU and 4 zones in the pin are satisfactory.
7. Data for diffusion codes can be based on the calculation of fuel assemblies with reflective boundary conditions. In more complicated lattices (MOX) and on the boundary with the reflector, more sophisticated methods should be applied.
8. The dispersion of results even for uniform lattices suggests that for the codes to be successfully applied in core analysis it is necessary to validate the computing system against the broad database of operational data.

Session 2 - Methods for Core Parameters Calculation

Chairman: Mr. M.J. Halsall
Rapporteur: Mr. V. Lelek

There were six presentations in the framework of the Session 2, concerning basic theoretical concepts, comparison with experimental data and the simulation of strong absorbers. Most of them used variational approaches to connect the experimental data with the theoretical models and to find the reasons for the differences between models and reality. It is clearly possible to use theoretical methods and experimental information together in such a way that the computer codes will smooth out random and even systematic uncertainties in experimental measurements, and will reject measurements that are definitely in error.

A new theoretical approach was formulated on the interpretation, computation, and use of the adjoint function. Further theoretical analyses are necessary to be sure that the new formulations will keep the mathematical and physical properties of adjointness. Demonstration on simplified examples would be desirable.

In the context of theory and its verification by means of benchmarks, it is necessary to formulate more explicitly what the precise targets are and within which bands the results are acceptable. Such bands or targets would add useful information to the sets of curves which are the results of benchmark calculations and code intercomparison. The use of high quality experimental data is necessary to provide the final evidence about errors and computational accuracy.
Session 3 - Core Monitoring and Experiment

Chairman: Mr. L. Sauvage
Rapporteur: Mr. O. Hrazdil

Session 3 consisted of two topics
(a) Core Monitoring
(b) Experiment

Core Monitoring:

Three papers were presented in this part of the Session 3. The PC controlled system of CAMAC units used for the measurement and for the evaluation of the basic safety and reactor physics parameters of the experimental reactors in NRI at Rez was described. This system has been used for the measurement of the critical height, reactivity, reactivity coefficients, buckling, radial and axial neutron flux distributions on the LR-0 and LVR-15 experimental reactors. An overview of the use of the RITME method for on-line applications and studies based on 3-D PWR core simulation was presented. The simulator is used in a testing facility for PWR core monitoring and instrumentation optimization. An advanced core monitoring and operational support system, BEACON, was also presented with an outline of the numerical scheme, hardware requirements and applications of the system to improve plant operational flexibility and availability.

Experiment:

Three papers were presented, all concerning experiments on the LR-0 reactor in NRI at Rez. An outline of recent experimental programmes for WWER core parameters estimation was presented. The versatility of LR-0 reactor for experimental studies of core parameters was demonstrated on a study concerning the interpretation of a self-powered detector response. WWER reactor dosimetry and pressure vessel exposure monitoring is a programme which is aimed at increasing the pressure vessel life. Model experiments performed on LR-0 in connection with this programme were presented and the PC experimental data base and the evaluation programmes were described and discussed. For years the LR-0 reactor has played a significant role in the verification of the accuracy of calculation methods. Some examples of this testing were also presented.

Session 4 - Fuel Management

Chairman: Mr. H. Moldasch1
Rapporteur: Mr. J. Rocek

Many of technical and economic features of a nuclear plant are cross-coupled and partially nonlinear. Thus, when calculating energy costs the complete set of all influences should be considered. While complex computer programs can improve precision for design, they do not necessarily foster understanding of fundamental interrelations. Therefore a rather simple plant model ("COMD") developed at Siemens and based on existing results and experiences is under preparation, which considers all important design parameters and process variables, e.g. water side corrosion with temperature correction, optimization of the power history or the RPV fluency. Since fuel expenses are an important component of total nuclear power costs, the first module of the above mentioned code deals with the core and the fuel cycle. A set of examples is given. Another modules for the steam generator and the whole secondary loop are under preparation.

Results of analysis of the departure from nucleate boiling ratio (DNBR) for an equilibrium cycle of an advanced PWR core with prolonged nuclear fuel burnup carried out at VINGC were presented. The analysis and the results given indicate that increasing the total discharge burnup and introducing advanced refueling schemes require more sophisticated safety analysis, i.e. more detailed both physical and thermal-hydraulic calculation models and methods.

Activities in Turkey concentrate on one step from the in-core fuel management of PWR, which includes: (i) a criterion to select the best reload pattern; (ii) power and depletion calculations on trial patterns to check the safety constraints; (iii) an optimization method to determine the best pattern. Strong dependence on initial guess pattern was observed, so that the method generates and calculates final patterns for each of the distinctly different initial guesses. The optimization method was found suitable for sifting through a large number of possible patterns, to select a few to be analyzed more accurately.

The advancement of powerful engineering workstations has made it possible to have thermal-hydraulics and accident analysis computer programs operating efficiently with a significant performance/cost ratio compared to large mainframe computer. Recognizing these trends Westinghouse adopted a software development life cycle process for the software development activities which strictly controls the development, testing and qualification of design computer codes. In addition, the results of comprehensive test matrices establish the Quality Assurance basis and consistency for the same software operating on different computer platforms.

The KARATE program system of the Hungarian Atomic Energy Research Institute has been constituted to calculate WWER-1000 units. Test results obtained for the first fuel cycle of NPP Kalinin are given. The calculated boron concentrations agree fairly well with the measurements. The kq distributions are also in accord with the measurements, though there the experimental values are sometimes contradicting. As to the axial shapes, they suit fairly well, but some corrections of the extrapolation distances at the top and bottom of the core should be introduced.

The PUMACS code package developed at the University of Zagreb enables in-core fuel management analysis of PWR core. Its validation was performed by comparison of PUMACS results with design parameters for the first reload cycles of NPP Krasko core. The differences between obtained results and reference data show that the PUMACS code package is the fast and reliable code system suitable for repetitive and numerous in-core fuel management calculations.
Conclusions of the session were as follows:

1. The development effort on the one hand and the large amount of knowledge available, offer the chance of performance of optimization procedures for the whole power plant on a work station.

2. The large amount of nuclear energy installed, asks for a perfect calculation of all important parameters and variables to decrease uncertainties.

3. The wide-spread of nuclear energy also asks for coupled treatment of neutronic-thermohydraulic problems for quasi-stationary and fast dynamics calculation.

Session 5a - Core Design of WWER

Chairman: Mr. M. Makai
Rapporteur: Mr. J. Svarny

The presentations indicate a tendency in WWER using countries to verify their core design and operational codes. The presentation pointed out the need for an up-to-date safety analysis of WWERs. The verification is done by benchmark calculations and by comparison to experiments. Extended measured data on critical facilities (ZR-6, LR-0) are available and help the verification. As to the benchmark problems, they are just being set out. The first calculations of the Kalinin-1 benchmark revealed contradictions in the benchmark data.

In conclusion the following recommendations can be formulated:

1. The endeavor of WWER users to reassess safety analysis requirements should be assisted by recommendations concerning the structure and methodology of SAR.

2. The verification of core calculation raises such problems as software documentation, quality assurance, verification standards etc. IAEA assistance in this field is desirable.

3. The effort to define benchmark problems should be continued. The benchmark data should be revised taking into account the remarks above.

4. Those having capabilities of WWER calculations are encouraged to calculate the proposed benchmarks.

Session 5b - Core Design for PWR, BWR, HWR

Chairman: Mr. M. Nurdin
Rapporteur: Mr. P.D. Krishnani

In this session papers on various aspects of core design sight from the design of the core to the design of spent fuel pool and thermal hydraulics for studying, hot spots were presented.

The experimental reactors of early design were having 93% enriched U-235. In order to prevent the proliferation of such a highly enriched fuel (HEU) it is being suggested to use low enriched uranium (LEU) with enrichment less than 20%. The design of small LWRs using LEU and SEU fuel was also considered. The particular case of HEU to LEU fuel conversion was also discussed. Finally, he discussed the optimization of the fuel management by taking into account the radioisotopes production requirement of RAS.

In order to improve the accuracy of calculation for Th-core fuel management, a new Indonesian procedure to overcome the over-estimation of the worth of the control fuel assembly was discussed. It was interesting to see the corrections applied depending upon the environment and the equivalence of homogeneous transport and diffusion calculations.

A paper presented the results under various conditions for a 300 MW(e) PWR calculated using the lattice code WIMS D-4 and 2-D diffusion code EXTERMINATOR-2.

A physical and mathematical model used in the Romanian thermal hydraulic code CORRA-VI-1 for hot spot analysis of fuels for both LWRs and PHWRs was discussed. Included were some results obtained in assessing the degree of conservatism of the hot spot factors evaluation during the LWR core thermohydraulic design.

Workshop Session 1 - IFM Code Package Validation for PWR

Chairman: Mr. D. Pevec
Rapporteur: Mr. V. Jagannathan

Under the CRP on In-core Fuel Management (IFM) Code Package Validation for PWRs, the present status was reviewed and future plan of action by different participants was discussed.

During the previous ECRM in Vienna (December 1989), there were only participants present from Spain, Yugoslavia and India. South Africa, Turkey and the IBK Institute from Belgrade have joined later in this CRP. The country status is given below:

Spain: Calculations for cycle-1 follow-up have been completed. Cycle-2 results are to be provided.

Yugoslavia (Zagreb): Revised calculations following some changes in input data will be completed in 3-4 months.

India: Results of a 2-D code (Level-2) for the two cycle follow-up analyses were submitted in March 1991. Revised reformatted data can be provided in about 6 months.

South Africa: All results have been received.
Turkey: Calculations are to be started. All possible results of level-2 codes will be provided by about 6 months.

Yugoslavia (Belgrade): Similar to Turkey.

The participants have been provided with a specific format for submitting the results of lattice analysis. Additional temperature points have also been included.

Workshop Session 2 - IFM Code Package Validation for WWER

Chairman: Mr. M. Makai
Rapporteur: Mr. S. Thomas

Workshop session 2 discussed the problems of WWER benchmarks, which form part 3 of the CRP on in-core fuel management. The WWER benchmarks consist of two parts:

- first six fuel cycles of WWER-440, Kozloduy unit 2, submitted by Mr. T. Apostolov;
- first six fuel cycles of WWER-1000, Kalinin unit 1, submitted by Mr. V. Saprikin.

The CRP participants began solving the benchmarks and presented the first results at the TCM. The session concluded that the WWER-440 benchmark was well documented, the minor errors could easily be corrected. However, major errors and discrepancies were found in the WWER-1000 benchmark. The participants could not clarify them and they proposed to contact Mr. Saprikin for eliminating the discrepancies in the benchmark.

In addition to the WWER-1000 benchmark, Mr. T. Apostolov presented a benchmark problem and solution for Kozloduy unit 5, a WWER-1000 unit. The benchmark was based on the first two fuel cycles. The operational history was specified and the assembly features are the same as in the Kalinin unit 1 benchmark. Some participants volunteered to perform also a calculation on this benchmark.

The participants were sorry that the submitted benchmarks did not include reliable experimental data for comparison thus creating a physical benchmark. Benchmark parameters were discussed and suggestions were made for values of needed input parameters.

Workshop Session 3 - Homogenization Techniques/Cross Section Representation

Chairman: Mr. M.J. Halsall
Rapporteur: Mr. T.G. Nguyen

1. Homogenization Techniques

Dr. Halsall began by giving an overview of the cross section generation process for core model calculation.

Some discussion arose as to the need for such a topic as it was pointed out that there are many publications/references available. Overall, the audience reached a consensus that this topic is worthwhile and they would like to hear what is being done by others.

Dr. Nguyen discussed the fundamentals of homogenization as to why it is needed. Comments were given by Dr. Nguyen and supplemented by Dr. Halsall as to the strengths and weaknesses of various approaches (flux-volume weighted constants vs. reaction rate matching, etc). The concepts of discontinuity factors and diffusion coefficient adjustment were discussed. Specific examples were given for both lattice and baffle/reflector region homogenization schemes in the PHOENIX-P and WIMS codes. The discussion was supplemented by several questions from the audience.

2. Cross-section Representation

Both Westinghouse and Winfrith cross section representation approaches were presented. In general, a macroscopic cross section model is used in core calculations. Feedback mechanisms (such as water, doppler, boron, xenon, samarium) are treated either microscopically or by interpolation of tabulated data. History effect treatments were discussed and the general consensus is that this effect is relatively small and can be ignored or treated in a simple manner by tracking fast to thermal flux ratios.
Abstract

This year Skoda has rented the authorized version of WIMS from the ANSWERS service. This version of the code is accompanied by the 1986 version of the multigroup library. Employing different versions of the code and its library now available at SKODA Nuclear Engineering Plant, we aim to evaluate the differences in results caused by the use of different library versions and to assess their effects on the core characteristics.

Basically, the use of the new library results in the increase in the multiplication factor for experimental lattices and initial core states and, due to the modification of fission product cross sections, to its slower decrease during burn-up. While the latter property seems to have a favorable effect on results for WER analyses, the overall improvement of multiplicative properties has to be carefully analyzed, as it is directly reflected in such basic core characteristics as the boron acid concentration and the cycle length.

At the end of the last year, a new WIMS Library Update Project has been initiated by the IAEA, coordinated by J. Stefan Institute. As we have been using WIMS for many years and intend to use it further on, we are naturally interested in any WIMS development and therefore we would like to take part in the cooperation proposed. We will not be able to participate in generation of WIMS multigroup libraries from basic nuclear data files, as we have no financial support for such an activity, but we are prepared to participate in solution of selected problems using available libraries. The solution of numerical benchmarks suggested for the first stage of the Project is presented in Table 2.

To assess an influence of the library version on the burnup, we re-solved a widely used Yankee burnup problem. Results are presented in Figure 1.

An influence of the new library version on the results for lattices containing Gd absorbers is illustrated in Figs. 2 and 3. Results presented here under WIMS correspond to [4], WIMS86 are new results with ANSWERS library, Lutz correspond to [5], Lutz-2 to [6], Psenin to [7] and Prodanova to [8]. Fig. 3 suggests that the inclusion of complete Gd chain (present in 1986 WIMS library) results in decrease in k_{inf}. The discrepancies between the results of different codes are still remarkable.

### Table 1. WIMS - Test Case 4

<table>
<thead>
<tr>
<th>Program version</th>
<th>NEA</th>
<th>NEA</th>
<th>ANSWERS</th>
<th>ANSWERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Library version</td>
<td>NEA</td>
<td>NEA</td>
<td>ANSWERS</td>
<td>ANSWERS</td>
</tr>
<tr>
<td>k_{inf}, SPECTROX</td>
<td>1.305346</td>
<td>1.320454</td>
<td>1.305343</td>
<td>1.320462</td>
</tr>
<tr>
<td>Pd Dancoff, inner</td>
<td>0.49836</td>
<td>0.50344</td>
<td>0.49836</td>
<td>0.50344</td>
</tr>
<tr>
<td>k_{inf}, SPECTROX</td>
<td>1.306369</td>
<td>1.322803</td>
<td>1.306366</td>
<td>1.322808</td>
</tr>
<tr>
<td>k_{inf}, CHAIN 14</td>
<td>1.294323</td>
<td>1.310701</td>
<td>1.294332</td>
<td>1.310734</td>
</tr>
<tr>
<td>k_{eff}, Benoist</td>
<td>1.218156</td>
<td>1.233064</td>
<td>1.218174</td>
<td>1.233126</td>
</tr>
<tr>
<td>Pu-239 w/% 500MWd/t</td>
<td>2.763E-2</td>
<td>2.367E-2</td>
<td>2.730E-2</td>
<td>2.374E-2</td>
</tr>
<tr>
<td>Pu-239 siga-epi</td>
<td>14.95</td>
<td>17.10</td>
<td>15.11</td>
<td>17.26</td>
</tr>
<tr>
<td>Pu-239 siga-th</td>
<td>1167.0</td>
<td>1174.7</td>
<td>1165.3</td>
<td>1173.2</td>
</tr>
</tbody>
</table>

**Comparison of NEADB and ANSWERS versions performance with different multigroup libraries is presented in Table 1. It can be concluded that not the version of the program, but the version of the library makes a substantial difference.**

**What troubles us a bit is a remarkable difference between 8-group and 2-group values of k_{inf} in NEADB version - it is probably connected with incorrect interpretation - while k_{inf} in 8 groups is computed using corresponding leakage spectrum, k_{inf} in two groups is determined using zero leakage spectrum when ZADOC option is used with NEADB version, values of fission cross sections are not correct and ZADOC option is not compatible with MCONET. Test case considered corresponds to standard WIMS Test Case no. 4.**
TABLE 2. TRX and BAPL Lattices

ANSWERS version + library

<table>
<thead>
<tr>
<th></th>
<th>TRX-2</th>
<th>TRX-1</th>
<th>BAPL-1</th>
<th>BAPL-2</th>
<th>BAPL-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-eff</td>
<td>0.9980</td>
<td>0.9959</td>
<td>0.9975</td>
<td>0.9974</td>
<td>0.9988</td>
</tr>
<tr>
<td>k-inf</td>
<td>1.1727</td>
<td>1.1880</td>
<td>1.1476</td>
<td>1.1516</td>
<td>1.1378</td>
</tr>
<tr>
<td>B**2</td>
<td>53.92</td>
<td>55.58</td>
<td>53.92</td>
<td>53.92</td>
<td>53.92</td>
</tr>
<tr>
<td>delta25</td>
<td>0.0601</td>
<td>0.0977</td>
<td>0.0825</td>
<td>0.0674</td>
<td>0.0519</td>
</tr>
<tr>
<td>ro 28</td>
<td>0.8377</td>
<td>1.3359</td>
<td>1.1429</td>
<td>1.1767</td>
<td>0.9249</td>
</tr>
<tr>
<td>delta28</td>
<td>0.0728</td>
<td>0.1017</td>
<td>0.0791</td>
<td>0.0682</td>
<td>0.0561</td>
</tr>
<tr>
<td>MCR</td>
<td>0.6369</td>
<td>0.7876</td>
<td>0.8078</td>
<td>0.7367</td>
<td>0.6988</td>
</tr>
</tbody>
</table>

NEA version + library (IAEA-TECDOC-567)

<table>
<thead>
<tr>
<th></th>
<th>TRX-2</th>
<th>TRX-1</th>
<th>BAPL-1</th>
<th>BAPL-2</th>
<th>BAPL-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-eff</td>
<td>0.9985</td>
<td>1.0011</td>
<td>1.0039</td>
<td>1.0017</td>
<td>0.9999</td>
</tr>
<tr>
<td>k-inf</td>
<td>1.1643</td>
<td>1.1833</td>
<td>1.1461</td>
<td>1.1484</td>
<td>1.1228</td>
</tr>
<tr>
<td>B**2</td>
<td>53.37</td>
<td>57.39</td>
<td>53.37</td>
<td>57.39</td>
<td>57.39</td>
</tr>
<tr>
<td>delta25</td>
<td>0.0612</td>
<td>0.0996</td>
<td>0.0840</td>
<td>0.0686</td>
<td>0.0529</td>
</tr>
<tr>
<td>ro 28</td>
<td>0.8000</td>
<td>1.2719</td>
<td>1.3395</td>
<td>1.1187</td>
<td>0.8821</td>
</tr>
<tr>
<td>delta28</td>
<td>0.0668</td>
<td>0.0562</td>
<td>0.0758</td>
<td>0.0656</td>
<td>0.0541</td>
</tr>
<tr>
<td>MCR</td>
<td>0.6329</td>
<td>0.7769</td>
<td>0.7939</td>
<td>0.7267</td>
<td>0.6528</td>
</tr>
</tbody>
</table>

Experiment

<table>
<thead>
<tr>
<th></th>
<th>TRX-2</th>
<th>TRX-1</th>
<th>BAPL-1</th>
<th>BAPL-2</th>
<th>BAPL-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>delta25</td>
<td>0.0614</td>
<td>0.0987</td>
<td>0.084</td>
<td>0.068</td>
<td>0.052</td>
</tr>
<tr>
<td>+-</td>
<td>0.0008</td>
<td>0.0010</td>
<td>0.002</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>ro 28</td>
<td>0.837</td>
<td>1.330</td>
<td>1.39</td>
<td>1.12</td>
<td>0.906</td>
</tr>
<tr>
<td>+-</td>
<td>0.016</td>
<td>0.021</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>delta28</td>
<td>0.0693</td>
<td>0.0946</td>
<td>0.078</td>
<td>0.070</td>
<td>0.057</td>
</tr>
<tr>
<td>+-</td>
<td>0.0035</td>
<td>0.0041</td>
<td>0.004</td>
<td>0.004</td>
<td>0.003</td>
</tr>
<tr>
<td>MCR</td>
<td>0.647</td>
<td>0.717</td>
<td>0.866</td>
<td>0.736</td>
<td>0.698</td>
</tr>
<tr>
<td>+-</td>
<td>0.006</td>
<td>0.008</td>
<td>0.006</td>
<td>0.008</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Basically, the use of the new library results in the increase in the multiplication factor for experimental lattices and initial core states and, due to the modification of fission product cross sections, to its slower decrease during burn-up. (compare Figs. 2 and 3). This conclusion is in good agreement with comparison of both data libraries performed by Halsall in [2] and others, e.g. [3]. While the slower decrease in multiplicative factor seems to have an favorable effect on results for VVER analyses, the overall improvement of multiplicative properties has to be carefully analyzed, as it is directly reflected in such basic core characteristics as the boron acid concentration and the cycle length. All few-group diffusion data libraries generated for VVER-440 and VVER-1000 reactors in Skoda are based on the older WIMS library and the
library change would imply re-evaluation of all core follow results and adjustment of new few-group diffusion library to operational data. The effect of the library change confirms a necessity to establish a comprehensive data base of operational data which can be used to validate and adjust libraries of few-group diffusion data.
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Abstract

The Arkuszewski benchmark is a square lattice assembly with 8 uranium pins surrounding a Gd loaded fuel pin. For this problem details of K-infinity, absorption and production rates at zero burnup alone are required to be computed. Results from Monte Carlo method using a cross section library based on ENDF/B-V data are available which can be treated as reference values.

We have used 69 group WIMS library. Cross sections for Gd isotopes were generated here from their resonance parameters. The above benchmark was solved by a 1-D supercell approach, a 2-D collision probability method and a Monte Carlo method. This paper discusses the results obtained using these three methods.

1. INTRODUCTION

Due to the very high absorption occurring in the Gd-loaded fuel pins, the applicability of the standard light water spectral codes to Gd lattices is questionable and requires profound verification. For this reason a calculational benchmark [1] was suggested for the analysis in the RCM on safe core management with burnable absorbers in VVERs [2]. It consists of 8 unpoisoned fuel pins surrounding a poisoned pin (3×3 assembly). The results of the Monte Carlo simulation using an ENDF-B/V based cross section library have also been presented which can be considered as a preliminary reference analysis [1]. These results can also serve to check the cross section data base.
We have analysed this benchmark using three methods:

1. 1-D supercell approach [3],
2. 2-D collision probability method [4], and
3. Monte Carlo method [5].

The latter two analyses have been performed using 69 group WIMS cross section library in the first method a condensed 28-group WIMS library was used.

A brief description of the three methods used in the analysis is given in Section 2. Section 3 gives problem specifications for the benchmark. Results of the analysis are summarised in Section 4.

2 CODES USED IN THE ANALYSIS

The calculations were performed using the computer codes SUPERB, LWRBOX, and MONALI. The computer codes SUPERB and LWRBOX are used for latticeburnup analysis of LWR lattice cells, and MONALI is a general geometry Monte Carlo code. A brief description of these codes is given below.

2.1 METHOD IN SUPERB

In the computer code SUPERB the calculations are performed in three steps. In the first step, various pincell types according to their enrichment and Dopacoff factors are identified in the lattice cell. The multigroup transport calculations are performed by interface current method in 1-D cylindrical geometry for these pincells and the multigroup cross sections for these lattice cells are spatially smeared.

In the second step, a series of supercell calculations in multigroups are performed in 1-D cylindrical geometry by interface current method for assembly lattice cell, and for various heterogeneities such as water rod, poisoned pin or an absorber rod. We consider a water rod, a poisoned pin or an absorber rod at the centre of the supercell, surrounded by rings of fuel pincell paste regions. Multiple rings are considered for the poisoned fuel pin. The presence of other water rod or other absorber materials in the surrounding rings is ignored in this calculation. The cross sections are collapsed to few (five) groups by using the appropriate supercell ring spectra. For fuel isotopes microscopic cross sections are condensed after multiplying with respective flux advantage factors of pincell calculations for non-burnable regions. Macroscopic cross sections are condensed after multiplying with disadvantage factors for water rod and absorber rods. The homogenisation and group collapsing are done up to the equivalent area of a pincell by normal flux and volume weighting procedure.

In the third step, the 2-D fuel assembly cell is analysed by few group diffusion theory. Reflective boundary condition is used. Five point centre-mesh finite-differencing of the diffusion equations is used. The eigenvalue or $K_{eff}$ flux and power distribution are obtained from this calculation.

2.2 METHOD IN LWRBOX

The computer program LWRBOX has been developed to calculate lattice parameters as a function of burnup for rectangular assemblies of LWRs. In this code, the multigroup integral transport equation is solved by the combination of small scale collision probability (CP) method and large scale interface current technique. In this method, the whole lattice cell is divided into several connected cells which can further be subdivided into homogeneous zones. The interaction between various zones within a cell and their contribution to outgoing currents at cell interfaces are directly calculated by the CP method. Each cell is connected to neighbouring cells by interface currents. At these interfaces, the angular flux in the incoming and outgoing direction is separately expanded in terms of spherical harmonics. The simplest assumption is that of isotropic angular flux, popularly known as cosine current approximation (i.e., one-term expansion). This approximation has been found to be adequate for normal calculations. However, at present, up to six terms can be considered in the code LWRBOX. Another basic assumption of the method is that...
the scalar flux is constant in each zone of the region (i.e., flat flux approximation).

2.3 COMPUTER CODE MONALI

The computer code MONALI is a Monte Carlo code primarily written for calculating nuclear parameters associated with thermal reactors. The parameters calculated by the code include multiplication factor, neutron flux, material absorptions, and leakage from outermost surfaces. Treatment of anisotropy is possible up to the first order. The geometry module can handle any region which can be enclosed by a set of quadratic surfaces. Six special forms including planes, cylinders, and spheres are also present. Any number and combination of the surfaces can enclose a region. The outermost surface can also be any combination of these surfaces. Any of the three boundary conditions, namely, reflective, white, or vacuum boundary condition can be applied on the outermost surfaces. Neutron absorption is accounted for by reducing the weight at each collision. When the weight reduces below a user-defined value the neutron history is terminated by Russian Roulette. Fluxes are calculated by any of the three estimators, namely, track-length, collision, or expected track-length estimators. Frequency distribution of the multiplication factor is also found. The Shapiro and Wilk normality test is optionally applied to the batch estimates of the multiplication factor. Application of the test gives an indication about the adequacy of the batch size. The code has a restart option also.

3. PROBLEM SPECIFICATIONS

The Arkuszewski benchmark [1] is a square lattice LWR assembly with 8 uranium pins surrounding a gadolinium loaded fuel pin. Fig 1 gives the cell numbering after taking into account the symmetry of the problem. The cell geometry specifications are given below.

### Fig 1 Numbering of cells

<table>
<thead>
<tr>
<th>Fuel pellet radius</th>
<th>0.41135 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner clad radius</td>
<td>0.4215 cm</td>
</tr>
<tr>
<td>Outer clad radius</td>
<td>0.4015 cm</td>
</tr>
<tr>
<td>Lattice pitch</td>
<td>1.35 cm</td>
</tr>
</tbody>
</table>

The generic material specifications are:

- Regular fuel enrichment (U-235): 3.19 w/o
- Regular fuel density: 10.126 g/cm³
- Gd fuel enrichment (U-235): 3.48 w/o
- Gd fuel density: 10.106 g/cm³
- Gd₂O₃ Fraction: 2.99 w/o
- Clad density: 6.55 g/cm³
- Water density: 0.9983591 g/cm³
- Temperature of medium: 20 °C

4. RESULTS

In the following results, 69-group WIMS library has been used with identifiers 235, 2238, 3239 for U-235, U-238, and Pu-239. The cross sections for Gd-155 and Gd-157 have been obtained from their resonance parameters. The resonance table numbers 235 4, 2238 4 and 3239 1 respectively, have been used for the three isotopes mentioned above. However, the calculations by the computer code SUPERB were performed by a condensed 28 group WIMS library.
The calculations by LWRBOX have been performed by considering 1 zone each in the fuel and clad and 2 zones in the water in the radial direction and 4 divisions in the azimuthal direction in the cells containing unpoisoned fuel pins and 5 zones in fuel, 1 in clad and 2 in water in the radial direction and 1 division in the azimuthal direction in the cells containing poisoned fuel pins. 1 term has been considered in the expansion of angular flux at cell interfaces.

The results for this benchmark using the MCNP code have also been provided [1]. The code MCNP is Monte Carlo code and these results have been obtained using a cross section library based on ENDF/B-V data. These results are also given in the following tables.

The Tables 1 and 2 give the different eigenvalues and the power, flux and absorptions in the three cells. Unit absorption in the entire solution domain is assumed for flux normalisation. The eigenvalue calculated by the computer code LWRBOX compares well with the MCNP value. However, the \( \lambda_{-\infty} \) calculated by SUPERB and MONALI are higher by approximately 1.8% and 1.1% respectively. The absorptions in the Gd cells are underpredicted by SUPERB code and relative pin powers as calculated by different codes compare well. The one-group integrated flux as calculated by the three codes compare well except in the Gd cell in which the SUPERB value is approximately 3% larger compared to other codes.

Table 1: Eigenvalues for the Arkuszewski Benchmark

<table>
<thead>
<tr>
<th>Computer code</th>
<th>Eigenvalue</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUPERB</td>
<td>1.1182</td>
</tr>
<tr>
<td>LWRBOX</td>
<td>1.1018</td>
</tr>
<tr>
<td>MONALI</td>
<td>1.1119 ± 0.0023</td>
</tr>
<tr>
<td>MCNP</td>
<td>1.1010 ± 0.0022</td>
</tr>
</tbody>
</table>

Table 2: Local distributions of power flux and absorption

<table>
<thead>
<tr>
<th>Computer code</th>
<th>U-Cell 1</th>
<th>U-Cell 2</th>
<th>Gd-Cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative power density</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUPERB</td>
<td>1.122</td>
<td>1.059</td>
<td>0.279</td>
</tr>
<tr>
<td>LWRBOX</td>
<td>1.120</td>
<td>1.060</td>
<td>0.281</td>
</tr>
<tr>
<td>MONALI</td>
<td>1.120</td>
<td>1.060</td>
<td>0.283</td>
</tr>
<tr>
<td>MCNP</td>
<td>1.0885</td>
<td>0.2916</td>
<td>0.2916</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Computer code</th>
<th>One Group Flux integral</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SUPERB</td>
<td>3.908</td>
<td>3.860</td>
<td>3.624</td>
</tr>
<tr>
<td>LWRBOX</td>
<td>3.900</td>
<td>3.841</td>
<td>3.544</td>
</tr>
<tr>
<td>MONALI</td>
<td>3.924</td>
<td>3.856</td>
<td>3.537</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Computer code</th>
<th>Relative absorption distribution</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SUPERB</td>
<td>0.100</td>
<td>0.0985</td>
<td>0.219</td>
</tr>
<tr>
<td>LWRBOX</td>
<td>0.0985</td>
<td>0.0941</td>
<td>0.2297</td>
</tr>
<tr>
<td>MONALI</td>
<td>0.0992</td>
<td>0.0947</td>
<td>0.224</td>
</tr>
<tr>
<td></td>
<td>± 0.0087</td>
<td>± 0.0083</td>
<td>± 0.045</td>
</tr>
</tbody>
</table>

Table 3 gives the absorption and production rates of the Gadolinium and Uranium isotopes in the 3 different pin-cells for two energy groups with cutoff energy at 0.625 ev and for single group.

In general, the results of LWRBOX and SUPERB are on opposite sides of MONALI results and they are within 1% of MONALI values. The absorption in Gd isotopes is more in the LWRBOX results and less in SUPERB results compared to the Monte Carlo values. As a result of this, the \( \lambda_{-\infty} \) calculated by LWRBOX is low compared to SUPERB.

Tables 4 and 5 give the one and two group microscopic cross sections of U, Pu and Gd isotopes. In Table 4 they have been calculated using the following definition:

\[
\sigma_{Gn} = \int \sigma_{Gn} \; \rho_G \; dG
\]

\[
\sigma_{Gn} = \frac{1}{\text{ref}} \sigma_{Gn}^{\text{ref}} (\text{ref} \; G \; \text{gG})
\]
Table 3: Absorption and Production rates 1 and 2 Groups (cutoff 0.625 ev)

<table>
<thead>
<tr>
<th>U-Cell 1</th>
<th>U-Cell 2</th>
<th>Gd-Cell 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUPERB LWRBOX MONALI</td>
<td>SUPERB LWRBOX MONALI</td>
<td>SUPERB LWRBOX MONALI</td>
</tr>
<tr>
<td>A 1/2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gd-155 A 2/2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A 1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gd-157 A 2/2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A 1</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The computer code LWRBOX treats the fuel pin explicitly whereas many codes first homogenise the unit cells and then perform the 2-D calculations. Therefore, in order to compare the microscopic cross sections with such codes, they have also been calculated using the following definition.

\[ \sigma_{xG} = \int V_1 \phi_{xG} \cdot \phi_g / (V_f \cdot \sigma_{AVG}) \]  
\[ \sigma_{AVG} = \int V_1 \phi_g / V_{cell \cdot gal} \]  

Table 4. Microscopic absorption and production cross sections in b (Using definition 1)

<table>
<thead>
<tr>
<th>U-Cell 1</th>
<th>U-Cell 2</th>
<th>Gd-Cell 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUPERB LWRBOX MONALI</td>
<td>SUPERB LWRBOX MONALI</td>
<td>SUPERB LWRBOX MONALI</td>
</tr>
<tr>
<td>A 1/2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gd-155 A 2/2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A 1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gd-157 A 2/2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A 1</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

In formulae (1) and (2), the subscripts x, g and G stand for the reaction type, fine group and condensed group indexes and n stands for an isotope.

The results in Table 5 have been calculated using the definition (2). It can be seen from these tables that the cross sections for all the isotopes except Gd-155 and Gd-157 compare reasonably well. In the case of Gd cells, there is slightly more deviation in one group cross sections of Gd isotopes.
### Table 5: Microscopic absorption and production cross sections in b
(Using definition 2)

<table>
<thead>
<tr>
<th></th>
<th>U-Cell 1</th>
<th>U-Cell 2</th>
<th>Gd-Cell 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SUPERB</td>
<td>LAWBOX</td>
<td>MONALI</td>
</tr>
<tr>
<td>A 1/2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gd-155</td>
<td>A 2/2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A 1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A 1/2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gd-157</td>
<td>A 2/2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A 1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>U-235</td>
<td>A 1/2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>A 2/2</td>
<td>3.84±2</td>
<td>3.837±2</td>
</tr>
<tr>
<td></td>
<td>Gd-157</td>
<td>A 2/2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>A 1</td>
<td>3.811±2</td>
<td>3.772±2</td>
</tr>
<tr>
<td>Pu-239</td>
<td>A 1/2</td>
<td>1.548±1</td>
<td>1.380±1</td>
</tr>
<tr>
<td></td>
<td>A 2/2</td>
<td>1.01±2</td>
<td>1.12±1</td>
</tr>
<tr>
<td></td>
<td>Pu-239</td>
<td>A 1</td>
<td>1.92±3</td>
</tr>
<tr>
<td></td>
<td>Pu-239</td>
<td>A 1/2</td>
<td>2.80±4</td>
</tr>
<tr>
<td></td>
<td>Pu-239</td>
<td>A 1</td>
<td>3.67±4</td>
</tr>
</tbody>
</table>
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Presently, fuel assemblies with adjacent poison pins are employed in BWRs in order to check the capability of various calculational methods used for calculating lattice parameters of such assemblies. The Nuclear Energy Agency Committee on Reactor Physics (NEACRP) suggested a benchmark which consists of a simple 4x4 fuel assembly with two adjacent gadolinium rods. In this report, the results of the burnup calculations for this benchmark as calculated by the computer codes SUPERB (1-D supercell) and LWRBOX (2-D collision probability) are presented. At zero burnup a Monte Carlo analysis by MONALI code has also been made. The analysis by SUPERB code used a condensed 28 group WIMS library while for the other two methods the analyses have been carried out with 69 groups WIMS library. The comparison of results with these three codes is presented in this paper.

1 INTRODUCTION

In boiling water reactors (BWRs), the gadolinium fuel pins are used to control the reactivity changes due to fuel burnup. Earlier, fuel assemblies of BWR contained two isolated gadolinium fuel rods. Now, fuel elements with adjacent poisoned fuel pins have been introduced in BWRs to enhance the performance of the fuel. It has to be checked whether the calculational methods used in BWRs can adequately predict the resulting mutual shielding of the pins and, in particular, its effect on the depletion of the burnable poison.

The Swiss Federal Institute for Reactor Research (EIR) in 1980 proposed a new gadolinium benchmark for a simplified BWR fuel assembly with 14 unpoisoned and 2 adjacent poisoned fuel rods [1]. The intention was to investigate whether calculational methods used for isolated Gd pins are capable of treating this more complex geometry with sufficient accuracy.

The Nuclear Energy Agency Committee on Reactor Physics (NEACRP) provided an organizational basis for this benchmark. The participants were asked to use their own cross section libraries and group structures and to perform burnup calculations up to 10 GWD/T. In addition, a reference solution for the regular unpoisoned pin was requested, allowing checks on basic data and calculational methods to be made.

This calculational benchmark in square lattice was suggested for the analysis in the RCM for CRP on safe core management with burnable absorbers in VVERs [2]. Though this CRP is essentially engaged in improving nuclear data and methods for use of Gd in hexagonal cores like VVERs, it was considered worthwhile to analyze parallelly some square lattice benchmarks for which many international solutions are available.

In this paper, the results of the burnup calculations for this benchmark as calculated by the computer codes SUPERB (1-D supercell) and LWRBOX (2-D collision probability) are presented. At zero burnup a Monte Carlo analysis by MONALI code has also been made. Section 2 describes the calculational methods as used in SUPERB, LWRBOX, MONALI. The Section 3 gives the problem specification and in Section 4 the results are presented.

2 CODES USED IN THE ANALYSIS

The calculations were performed using the computer codes SUPERB, LWRBOX and MONALI. The computer codes SUPERB and LWRBOX are used in lattice burnup analysis of LWR.
2.1 METHOD IN SUPERB

In the computer code SUPERB the calculations are performed in three steps. In the first step, various pin-cell types according to their enrichment and Doppler factors are identified in the lattice cell. The multigroup transport calculations are performed by interface current method in 1-D cylindrical geometry for these pin-cells and the multigroup cross sections for these lattice cell are spatially smeared.

In the second step, a series of supercell calculations in multigroups are performed in 1-D cylindrical geometry by interface current method for assembly lattice cell, and for various heterogeneities such as water rod, poisoned pin or an absorber rod. We consider a water rod, a poisoned pin, or an absorber rod at the centre of the supercell, surrounded by rings of fuel pin-cells past regions. Multiple rings are considered for the poisoned fuel pin. The presence of other water rods or other absorber materials in the surrounding rings is ignored in this calculation. The cross sections are collapsed to few (five) groups by using the appropriate supercell ring spectra for fuel isotopes microscopic cross sections are condensed after multiplying with respective flux advantage factors of pin-cell calculations for non-burnable regions. Macroscopic cross sections are condensed after multiplying with disadvantage factors. For water rod and absorber rods the homogenisation and group collapsing are done up to the equivalent area of a pin-cell by normal flux and volume weighting procedure.

In the third step, the 2-D fuel assembly cell is analysed by few group diffusion theory. Reflective boundary condition is used. Five point central-scheme finite differencing of the diffusion equations is used. The eigenvalue of $k_{\text{eff}}$, flux and power distribution are obtained from this calculation.

2.2 METHOD IN LWRBOX

The computer program LWRBOX has been developed to calculate lattice parameters as a function of burnup for rectangular assemblies of LWRs. In this code, the multigroup integral transport equation is solved by the combination of small scale collision probability (CP) method and large scale interface current technique. In this method, the whole lattice cell is divided into several connected cells which can further be subdivided into homogeneous zones. The interaction between various zones within a cell and their contribution to outgoing currents at cell interfaces are directly calculated by the CP method. Each cell is connected to neighbouring cells by interface currents. At these interfaces, the angular flux in the incoming and outgoing direction is separately expanded in terms of spherical harmonics. The simplest assumption is that of isotropic angular flux or popularly known as cosine current approximation (i.e., one term expansion). This approximation has been found to be adequate for normal calculations. However, at present, up to six terms can be considered in the code LWRBOX. Another basic assumption of the method is that the scalar flux is constant in each zone of the region (i.e., flat flux approximation).

2.3 COMPUTER CODE MONALI

The computer code MONALI is a Monte Carlo code primarily written for calculating nuclear parameters associated with thermal reactors. The parameters calculated by the code include multiplication factor, neutron flux, material absorptions, and leakage from outermost surfaces. Treatment of anisotropy is possible up to the first order. The geometry module can handle any region which can be enclosed by a set of quadratic surfaces. Six special forms including planes, cylinders, and spheres are also present. Any number and combination of the surfaces can enclose a region. The outermost surface can also be any combination of these surfaces. Any of the three boundary conditions,
namely, reflective, white or vacuum boundary condition can be applied on the outermost surfaces. Neutron absorption is accounted by reducing the weight at each collision. When the weight reduces below a user defined value the neutron history is terminated by Russian Roulette. Fluxes are calculated by any of the three estimators, namely, track-length, collision, or expected track-length estimators. Frequency distribution of the multiplication factor is also found. The Shapiro and Wilk normality test is optionally applied to the batch estimates of the multiplication factor. Application of the test gives an indication about the adequacy of the batch size. The code has a restart option also.

3 PROBLEM SPECIFICATION

The simplified fuel element consists of 14 initially identical unpoisoned fuel rods and 2 Gd rods. Taking the symmetry into account, the 16 pins can be reduced to 5 different unpoisoned pins and a single Gd pin. Reflective boundary conditions are prescribed on the four surfaces. The material properties are as follows

**Fuel**
- Material: UO$_2$, density = 10 g/cm$^3$, diameter = 1 cm,
- temperature = 600 °C, U-235 enrichment = 3 w/o,
- The Gd pin contains 3 w/o of Gd$_2$O$_3$

**Clad**
- Material: zircaloy-2, density = 6.55 g/cm$^3$,
- temperature = 300 °C, inside diameter = 1 cm,
- outside diameter = 1.2 cm

**Moderator**
- Material: H$_2$O, void content = 5%, saturated at a temperature of 286 °C, (pressure = 70.06 bar),
- square lattice pitch = 1.6 cm

The assembly average power density is 20 W per gram of the uranium metal in the fresh fuel. In addition, a burnup calculation has also to be performed for a regular lattice without burnable poison rods. The regular lattice is equivalent to a single unpoisoned fuel pin with a UO$_2$ density of 10 g/cm$^3$ and associated cladding and moderator.

4 RESULTS

The calculations by the computer code SUPERB were performed by a condensed 28 group WIMS library. 69-group WIMS library has been used in LWRBOX and MONALI. Element identifiers 235, 2238, 3239 for U-235, U-238 and Pu-239 and the pseudo-fission product scheme for burnup calculation. The resonance table numbers 235 4, 2238 4 and 3239 1 respectively, have been used for the three isotopes mentioned above. The cross sections for Gd-155 and Gd-157 have been obtained from their resonance parameters.

In LWRBOX, the calculations have been performed by considering 4 azimuthal zones in the cells containing unpoisoned fuel pins and 1 azimuthal zone in the cells containing poisoned fuel pins and 1 term has been considered in the expansion of angular flux at cell interfaces. However, for the purpose of comparing the results with Monte Carlo method, we have taken 8 azimuthal zones instead of 4.

Table 1 compares the multiplication factors of the two lattices, the absorptions in different materials and relative pin power distribution in the poisoned lattice as calculated by the three methods at zero burnup. In the Monte Carlo results, percent fractional deviations (psd) are also given. It is seen from this table that the $\bar{K}_m$ and absorption rates for regular lattice compare very well. For poisoned lattice the Monte Carlo $\bar{K}_m$ value lies in between those of SUPERB and LWRBOX. SUPERB overpredicts $\bar{K}_m$ by 0.4%. The LWRBOX $\bar{K}_m$ is slightly less compared to the Monte Carlo value. This trend may be due to the fact that the absorptions in the Gd pin as calculated by LWRBOX is more compared to MC value. This can be further improved by taking more subdivisions but the memory requirement increases to a very large value. The power in the Gd pin as calculated by SUPERB is more compared to MC value. Because of 1-D approximation the Gd cell absorption and Gd pin power are expected to deviate more compared to LWRBOX from the MC values and is also seen from Table 1. A detailed comparison
Table 1: Comparison of Results of SUPERB, LWRBOX and MONALI at 0 Burnup

<table>
<thead>
<tr>
<th>Multiplication factors</th>
<th>SUPERB</th>
<th>LWRBOX</th>
<th>MONALI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regular lattice</td>
<td>1 3395</td>
<td>1 3409</td>
<td>1 3404 ± 0 0029</td>
</tr>
<tr>
<td>Poisoned lattice</td>
<td>1 0163</td>
<td>1 0086</td>
<td>1 0122 ± 0 0023</td>
</tr>
</tbody>
</table>

Absorption in each material in regular lattice cell

<table>
<thead>
<tr>
<th>Material</th>
<th>SUPERB</th>
<th>LWRBOX</th>
<th>MONALI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel</td>
<td>9 360-1</td>
<td>9 354-1</td>
<td>9 353-1 0 3</td>
</tr>
<tr>
<td>Sheath</td>
<td>1 380-2</td>
<td>1 387-2</td>
<td>1 379-2 0 5</td>
</tr>
<tr>
<td>Moderator</td>
<td>5 020-2</td>
<td>5 076-2</td>
<td>5 094-2 0 3</td>
</tr>
</tbody>
</table>

Absorption in each material in poisoned lattice cell

<table>
<thead>
<tr>
<th>Material</th>
<th>LWRBOX</th>
<th>MONALI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel-reg</td>
<td>7 005-1</td>
<td>7 049-1 0 2</td>
</tr>
<tr>
<td>Fuel-Gd</td>
<td>2 470-1</td>
<td>2 425-1 0 8</td>
</tr>
<tr>
<td>Sheath</td>
<td>1 263-2</td>
<td>1 259-2 0 3</td>
</tr>
<tr>
<td>Moderator</td>
<td>3 988-2</td>
<td>4 001-2 0 2</td>
</tr>
</tbody>
</table>

Relative pin powers in poisoned lattice

<table>
<thead>
<tr>
<th>Pin no</th>
<th>SUPERB</th>
<th>LWRBOX</th>
<th>MONALI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 118</td>
<td>1 114</td>
<td>1 118 0 64</td>
</tr>
<tr>
<td>2</td>
<td>1 061</td>
<td>1 059</td>
<td>1 060 0 44</td>
</tr>
<tr>
<td>3</td>
<td>1 111</td>
<td>1 116</td>
<td>1 120 0 46</td>
</tr>
<tr>
<td>4</td>
<td>1 163</td>
<td>1 167</td>
<td>1 166 0 62</td>
</tr>
<tr>
<td>5</td>
<td>1 000</td>
<td>0 990</td>
<td>0 988 0 64</td>
</tr>
<tr>
<td>6 (Gd-pin)</td>
<td>0 374</td>
<td>0 368</td>
<td>0 366 0 55</td>
</tr>
</tbody>
</table>

Table 2: Reactivity and Poison Worth for Regular and Poisoned Lattices

<table>
<thead>
<tr>
<th>Burnup GWD/T</th>
<th>K-infinity Regul</th>
<th>g-Reg (E)</th>
<th>K-infinity Poisoned</th>
<th>Gd - Worth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SUPERB</td>
<td>LWRBOX</td>
<td>SUPERB</td>
<td>LWRBOX</td>
</tr>
<tr>
<td>0 No Xe</td>
<td>1 3395</td>
<td>1 3409</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1</td>
<td>1 2629</td>
<td>1 2636</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>2</td>
<td>1 2685</td>
<td>1 2691</td>
<td>0 011</td>
<td>0 011</td>
</tr>
<tr>
<td>3</td>
<td>1 2542</td>
<td>1 2553</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>4</td>
<td>1 2403</td>
<td>1 2417</td>
<td>0 033</td>
<td>0 033</td>
</tr>
<tr>
<td>5</td>
<td>1 2265</td>
<td>1 2283</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>6</td>
<td>1 2133</td>
<td>1 2151</td>
<td>0 054</td>
<td>0 053</td>
</tr>
<tr>
<td>7</td>
<td>1 1993</td>
<td>1 2022</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>8</td>
<td>1 1867</td>
<td>1 1896</td>
<td>0 075</td>
<td>0 073</td>
</tr>
<tr>
<td>9</td>
<td>1 1743</td>
<td>1 1772</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>10</td>
<td>1 1623</td>
<td>1 1652</td>
<td>0 094</td>
<td>0 092</td>
</tr>
</tbody>
</table>

Table 3: Number Densities for U-235, Pu-239 and Pu-240

Table 4: Number Densities for U-235, Pu-239 and Pu-240

200,300,500, 9*1000 MWD/T for regular lattice and 200,300, 6*250, 8*500 and 4*1000 MWD/T for poisoned lattice

Table 2 gives the variation of multiplication factor $K_\infty$ with burnup for regular and poisoned lattices. In this table we also give $g_\text{Reg}(E)$ for regular lattice and $g_{\text{Gd}}$ worth for poisoned lattice. $g_{\text{Reg}}(E)$ is the reactivity loss above 1 GWD/T for the regular lattice calculated as follows

$$g_{\text{Reg}}(E) = \frac{[K_\infty(1 0) - K_{\text{Reg}}(E)]}{K_\infty(1 0)}$$

$g_{\text{Reg}}(E)$ compares well for the two methods. The total reactivity loss at 10 GWD/T as calculated by SUPERB is 94 mk while that of LWRBOX is 92 mk.

$g_{\text{Gd}}$ is the reactivity worth of Gd isotopes at any burnup defined by

$$g_{\text{Gd}}(E) = \frac{[K_{\text{Reg}}(E) - K_{\text{Poi}(1 0)}]}{K_{\text{Reg}}(E)}$$

$g_{\text{Gd}}(E)$ differ substantially which can explain the different trends in the calculated $K_\infty$ values of SUPERB and LWRBOX.

Table 3 gives the number densities for U-235, Pu-239 and Pu-240 for the regular lattice and Table 4 gives the same for the poisoned pin of the poisoned lattice cell.
Table 3 Number Densities of U, Pu Isotopes for regular lattice (1 barn/cm)

<table>
<thead>
<tr>
<th>Burnup (GWD/T)</th>
<th>U-235*10^4</th>
<th>Pu-239*10^-6</th>
<th>Pu-240*10^-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUPERB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LWRBOX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>6 776</td>
<td>0 000</td>
<td>0 000</td>
</tr>
<tr>
<td>2</td>
<td>6 258</td>
<td>2 214</td>
<td>2 087</td>
</tr>
<tr>
<td>4</td>
<td>5 769</td>
<td>4 024</td>
<td>3 822</td>
</tr>
<tr>
<td>6</td>
<td>5 328</td>
<td>5 450</td>
<td>5 229</td>
</tr>
<tr>
<td>8</td>
<td>4 901</td>
<td>6 375</td>
<td>9 574</td>
</tr>
<tr>
<td>10</td>
<td>4 516</td>
<td>7 312</td>
<td>13 100</td>
</tr>
</tbody>
</table>

SUPERB over-predicts the Pu isotopes even in the regular lattice cell case. Table 5 gives the number densities of Gd-155 and Gd-157. This table also gives the Gd destruction in the poisoned pin defined by:

\[ D_{Gd}(E) = \frac{[d_{Gd}(0) - d_{Gd}(E)]}{d_{Gd}(0)} \]

where \( d_{Gd}(E) = d_{155}(E) + d_{157}(E) \)

d gives the number density of an isotope of Gd. There is significantly large difference in the two results for the gadolinium isotopes. SUPERB underpredicts the destruction of Gd isotopes and hence the over-prediction of \( K\alpha\) at burnups below 5 GWD/T. Table 6 gives the radial distribution of Gd isotopes at 2 GWD/T. SUPERB underpredicts the depletion of Gd isotopes at the centre and highly overpredicts the same at the outer layer of the poisoned pin.
Table 7 Relative pin powers in pin 4 and Gd pin for poisoned lattice

<table>
<thead>
<tr>
<th>Burnup (GWD/T)</th>
<th>Power in pin 4</th>
<th>Power in Gd pin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SUPERB</td>
<td>LWRBOX</td>
</tr>
<tr>
<td>0</td>
<td>1.163</td>
<td>1.166</td>
</tr>
<tr>
<td>2</td>
<td>1.112</td>
<td>1.119</td>
</tr>
<tr>
<td>4</td>
<td>1.064</td>
<td>1.065</td>
</tr>
<tr>
<td>6</td>
<td>1.017</td>
<td>1.012</td>
</tr>
<tr>
<td>8</td>
<td>0.994</td>
<td>0.993</td>
</tr>
<tr>
<td>10</td>
<td>0.991</td>
<td>0.991</td>
</tr>
</tbody>
</table>

Tables 7 compares the pin power for the pin with highest rating (pin 4) and the poisoned pin (pin 6). The peak power is predicted within 1% by the two codes. However, the power in poison pin varies by about 5%.
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POLISH EXPERIENCE WITH APPLICATION OF THE RSYST MODULAR SYSTEM
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Abstract

The higher requirement in both safety operation and optimal fuel management cause that more accurate computing techniques must be used in reactor analysis. The gadolinium bearing or high enriched fuel or tight fuel lattice needs more detailed treatment. The code which can be used successfully in analyses of that non-standard fuel lattices is the modular system RSYST [1,2].

With RSYST the case dependent multigroup microscopic cross section library can be generated as well as the transport, diffusion and burnup calculations can be performed. The fact that RSYST is able to create its own microscopic library cause that the real material composition and geometry as well as the heterogeneous structure and overlapping of resonances for defined fuel lattice are taken into account. It makes that the library is always adequate to the fuel lattice under consideration.

In this paper the results of two benchmark problems are analysed. the Arkuszewski benchmark problem [3] for square lattice with gadolinium bearing fuel and the Sidorenko benchmark problem [4] for hexagonal fuel lattice with gadolinium as a burnable poison.

The microscopic library generation

The RSYST system does not have its own microscopic library. It cause that analysis of new type of fuel lattice must begin with calculations of this data. The general method of the library generation has been developed in IKE [6,7]. According to that the detailed method has been prepared. Three sets of nuclear data based on the ENDF/B-IV data file have been used - 99 group data in the fast and epithermal energy range, 8500 group data in the resonance energy range and 122 group data in the thermal energy range.
For both benchmarks the 45 group microscopic cross sections libraries have been prepared for most important isotopes in the fuel cell including all gadolinium isotopes. The geometrical and material data have been taken from [4,5]. In both cases two geometrical models have been used: the pin cell case for unpoisoned fuel cell and the supercell case for the poisoned one. The overlapping of resonances for isotopes U-235, U-238 and Pu-239 as well as the heterogeneous structure of the pin cell have been taken into account. The 1-dimensional transport calculation in 99 groups and 122 groups separately provided neutron spectra which have been used for coupling and condensation of microscopic cross sections to 45 group structure. The cutoff energy was 0.625 eV. Depending on the considered fuel lattice the geometrical model and calculational method can be modified.

The Arkuszewski benchmark problem

The Arkuszewski benchmark for the LWR square lattice with gadolinium poisoned fuel (Fig. 1) has been calculated by the RSYST modular system in 45 groups and then by the CITATION diffusion code [8] in 2 groups. The 45 group microscopic cross sections have been prepared according to the above described model.

Based on 45 group microscopic data the 1-dimensional transport calculation for the supercell has been performed by the RSYST/ISOSTO module which solves the multigroup multizone transport problem using the first flight collision probability method. The supercell consisted of cylindrical heterogeneous poisoned fuel cell surrounded by two annular zones. Each of those zones contained 4 homogenized unpoisoned fuel cells. Then homogenization and collapsing of macroscopic cross sections to 2 groups for 3 types of fuel cells (Gd-cell, UO2-cell 1, UO2-cell 2) have been made to get 2 group macroscopic data for further calculation. It is well known fact that the volume-flux homogenization is not sufficient treatment for strong absorbers. Therefore the homogenization of gadolinium poisoned fuel cell has been realized by special procedure [9]. In this procedure macroscopic cross sections have been evaluated to get the same reaction rates in the cell as in heterogeneous case. The partial current on the surface were not conserved. With those 2 group macroscopic data the 2-dimensional diffusion calculation have been performed by the CITATION code. The reflected boundary condition has been used.

Results are shown in table 1. The influence of the homogenization method is very expressive in term of \( k_{\text{inf}} \) obtained in 2-dimensional calculations. The homogenization with the reaction rate conservation effects in better estimation of the power and absorption distributions. This results shows good agreement with results presented in [12], which were obtained by 2-dimensional nodal the ICM2D code.

The Sidorenko Benchmark Results

The Sidorenko Benchmark for LWR hexagonal lattice with gadolinium as a burnable poison (fig. 2) has been analysed by
Table 1. Results for the Arkuszewski Benchmark

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.1010±0.0022</td>
<td>1.0999</td>
<td>1.10361</td>
<td>1.06764</td>
<td>1.10082</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relative power density:</th>
<th>Gd-cell</th>
<th>U-cell 1</th>
<th>U-cell 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCNP [4]</td>
<td>0.2916</td>
<td>1.0885</td>
<td></td>
</tr>
<tr>
<td>2-D ICM2D [12]</td>
<td>0.2905</td>
<td>1.0658</td>
<td>1.1116</td>
</tr>
<tr>
<td>1-D RSYST</td>
<td>0.28908</td>
<td>1.06396</td>
<td>1.11377</td>
</tr>
<tr>
<td>2-D CITATION with volume-flux homogen.</td>
<td>0.31375</td>
<td>1.05612</td>
<td>1.11545</td>
</tr>
<tr>
<td>reaction rate cons.</td>
<td>0.29194</td>
<td>1.06558</td>
<td>1.1144</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relative absorption distribution:</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2-D ICM2D [12]</td>
<td>0.2308</td>
<td>0.0945</td>
<td>0.0978</td>
</tr>
<tr>
<td>1-D RSYST</td>
<td>0.22640</td>
<td>0.09487</td>
<td>0.09853</td>
</tr>
<tr>
<td>2-D CITATION with volume-flux homogen.</td>
<td>0.24884</td>
<td>0.07680</td>
<td>0.09599</td>
</tr>
<tr>
<td>reaction rate cons.</td>
<td>0.22801</td>
<td>0.09484</td>
<td>0.09816</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flux integral, 1 group:</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2-D ICM2D [12]</td>
<td>3.6179</td>
<td>3.8033</td>
<td>3.8576</td>
</tr>
<tr>
<td>1-D RSYST</td>
<td>3.55136</td>
<td>3.81956</td>
<td>3.86750</td>
</tr>
<tr>
<td>2-D CITATION with volume-flux homogen.</td>
<td>3.59200</td>
<td>3.77441</td>
<td>3.82079</td>
</tr>
<tr>
<td>reaction rate cons.</td>
<td>3.58110</td>
<td>3.73390</td>
<td>3.77571</td>
</tr>
</tbody>
</table>

The 1-dimensional transport calculation of the cylindricalized supercell, homogenization and collapsing of macroscopic cross sections to 2 groups have been done by the RSYSYS/ISOSTO. The volume-flux homogenization has been made only because the application of the homogenization with reaction rate conservation does not influence significantly on results (Tab. 2).

The burnup calculation have been performed by the RSYSYS/ABBRAND module using 2 group model with 16 fissionable isotopes and with 74 fission products including all gadolinium isotopes [10]. In the supercell the gadolinium rod has been divided into 7 equal volume zones depleted independently. Three rings of unpoisoned fuel cells have been smeared together and depleted as a one zone. The burnup calculations have been performed up to $B_\text{m}ax = 20$ MWd/kgU starting with Xenon concentration equal zero. The average power density was equal 39.86 W/gUO₂.

The RSYSYS modular system and the CATION diffusion code. The 45-group microscopic cross sections for most important isotopes in the fuel have been calculated according to previous described method and the microscopic library for fission products had been prepared by Dr. D. Lutz from IKE in Stuttgart.

Figure 2. The Sidorenko Benchmark cases.
Table 2. Results for the Sidorenko Benchmark Problem

The supercell case, Bu=0.0.

### Infinite Multiplication Factor:

<table>
<thead>
<tr>
<th>Method</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-D CITATION</td>
<td>1.24376</td>
</tr>
<tr>
<td>with volume-flux homogenization</td>
<td>1.24930</td>
</tr>
</tbody>
</table>

### Relative Power Density:

<table>
<thead>
<tr>
<th>Method</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASMO-HEX [11]</td>
<td>0.23</td>
</tr>
<tr>
<td>1-D RSYST</td>
<td>0.22320</td>
</tr>
</tbody>
</table>

**Table 3. Results for the Sidorenko Benchmark Problem**

### Infinite Multiplication Factor for the Pin Cell:

<table>
<thead>
<tr>
<th>Method</th>
<th>Value</th>
</tr>
</thead>
</table>

**Table 4. Infinite multiplication factor as a function of burnup**

<table>
<thead>
<tr>
<th>Burnup (MWd/kgU)</th>
<th>UO-2 cells</th>
<th>Supercell</th>
<th>Supercell CITATION</th>
<th>Assembly</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>1.36572E+00</td>
<td>1.2417E+00</td>
<td>1.24366E+00</td>
<td>1.3008E+00</td>
</tr>
<tr>
<td>0.3</td>
<td>1.3232E+00</td>
<td>1.2075E+00</td>
<td>1.2044E+00</td>
<td>1.2568E+00</td>
</tr>
<tr>
<td>0.4</td>
<td>1.3163E+00</td>
<td>1.2030E+00</td>
<td>1.2002E+00</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>1.3060E+00</td>
<td>1.1975E+00</td>
<td>1.1985E+00</td>
<td>1.2493E+00</td>
</tr>
<tr>
<td>1.0</td>
<td>1.2960E+00</td>
<td>1.1952E+00</td>
<td>1.1961E+00</td>
<td>1.2443E+00</td>
</tr>
<tr>
<td>1.1</td>
<td>1.2930E+00</td>
<td>1.1946E+00</td>
<td>1.1947E+00</td>
<td>1.2384E+00</td>
</tr>
<tr>
<td>1.2</td>
<td>1.2811E+00</td>
<td>1.1937E+00</td>
<td>1.1939E+00</td>
<td>1.2354E+00</td>
</tr>
<tr>
<td>1.3</td>
<td>1.2706E+00</td>
<td>1.1931E+00</td>
<td>1.1924E+00</td>
<td>-</td>
</tr>
<tr>
<td>1.4</td>
<td>1.2643E+00</td>
<td>1.1917E+00</td>
<td>1.1904E+00</td>
<td>-</td>
</tr>
<tr>
<td>1.5</td>
<td>1.2580E+00</td>
<td>1.1905E+00</td>
<td>1.1904E+00</td>
<td>-</td>
</tr>
<tr>
<td>1.6</td>
<td>1.2527E+00</td>
<td>1.1905E+00</td>
<td>1.1904E+00</td>
<td>-</td>
</tr>
<tr>
<td>1.7</td>
<td>1.2469E+00</td>
<td>1.1904E+00</td>
<td>1.1904E+00</td>
<td>-</td>
</tr>
<tr>
<td>1.8</td>
<td>1.2411E+00</td>
<td>1.1904E+00</td>
<td>1.1904E+00</td>
<td>-</td>
</tr>
<tr>
<td>1.9</td>
<td>1.2355E+00</td>
<td>1.1904E+00</td>
<td>1.1904E+00</td>
<td>-</td>
</tr>
<tr>
<td>2.0</td>
<td>1.2300E+00</td>
<td>1.1904E+00</td>
<td>1.1904E+00</td>
<td>-</td>
</tr>
</tbody>
</table>

**Note:** * - with Xe - equilibrium

The 2-dimensional calculations in hexagonal geometry have been performed by the CITATION code for the supercell and the assembly cases. The multiplication factors in a function of burnup are shown in Table 4.

Those results have been compared with Finnish results obtained by the CASMO-HEX code [11], (Tab 6, 7). The comparison showed a big discrepancy in term of $k_{inf}$ for high depleted fuel. In spite of this the densities of uranium and plutonium isotopes

seems to be closed to each other. To find out the reason of this discrepancy the transport calculation of the pin cell with the depleted fuel, including the uranium and plutonium isotopes only has been performed. Fission products have been neglected.
### Table 5a. Number densities of activitides in the pin cell burnup case as a function of burnup, (1-D RSYST calculation)

<table>
<thead>
<tr>
<th>Burnup (MWD/kg)</th>
<th>k-inf</th>
<th>U-235</th>
<th>U-236</th>
<th>U-238</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>36570E+00</td>
<td>9</td>
<td>000000E-04</td>
</tr>
<tr>
<td>4</td>
<td>52574E-02</td>
<td>132510E+00</td>
<td>8</td>
<td>98826E-04</td>
</tr>
<tr>
<td>9</td>
<td>45174E-02</td>
<td>131654E+00</td>
<td>98746E-04</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>92687E-01</td>
<td>131454E+00</td>
<td>94122E-04</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>52574E-01</td>
<td>130947E+00</td>
<td>8</td>
<td>88278E-04</td>
</tr>
<tr>
<td>0</td>
<td>9996E-01</td>
<td>130173E+00</td>
<td>74322E-04</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>99999E+00</td>
<td>129339E+00</td>
<td>49478E-04</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>9998E+00</td>
<td>12856E+00</td>
<td>25410E-04</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>99985E+00</td>
<td>12786E+00</td>
<td>77938E-04</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>49974E+00</td>
<td>12298E+00</td>
<td>72578E-04</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>9996E+00</td>
<td>12038E+00</td>
<td>74579E-04</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>24995E+01</td>
<td>11798E+00</td>
<td>62643E-04</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>74994E+01</td>
<td>11575E+00</td>
<td>58212E-04</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>99999E+01</td>
<td>11175E+00</td>
<td>50016E-04</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>24993E+01</td>
<td>10991E+00</td>
<td>46275E-04</td>
<td>7</td>
</tr>
</tbody>
</table>

### Table 5b. Number densities of activitides in the pin cell burnup case as a function of burnup, (1-D RSYST calculation)

<table>
<thead>
<tr>
<th>Burnup (MWD/kg)</th>
<th>Pu-238</th>
<th>Pu-239</th>
<th>Pu-240</th>
<th>Pu-241</th>
<th>Pu-242</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>52574E-02</td>
<td>27755E-17</td>
<td>6</td>
<td>83219E-08</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>50147E-02</td>
<td>22045E-16</td>
<td>2</td>
<td>50710E-07</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>62287E-01</td>
<td>50772E-14</td>
<td>1</td>
<td>23071E-06</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>52574E-01</td>
<td>60515E-13</td>
<td>3</td>
<td>49009E-06</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>9996E+00</td>
<td>17756E-11</td>
<td>9</td>
<td>42792E-06</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>99999E+00</td>
<td>58622E-10</td>
<td>1</td>
<td>96986E-05</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>9999E+00</td>
<td>10330E-09</td>
<td>2</td>
<td>91312E-05</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>9996E+00</td>
<td>17853E-09</td>
<td>4</td>
<td>57367E-05</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>49974E+00</td>
<td>27363E-08</td>
<td>6</td>
<td>31562E-05</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>9996E+00</td>
<td>59724E-08</td>
<td>7</td>
<td>77100E-05</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>49999E+01</td>
<td>11031E-07</td>
<td>8</td>
<td>99405E-05</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>49999E+01</td>
<td>13683E-07</td>
<td>1</td>
<td>00242E-04</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>74994E+01</td>
<td>30514E-07</td>
<td>1</td>
<td>08920E-04</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>99999E+01</td>
<td>45200E-07</td>
<td>1</td>
<td>16217E-04</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>24993E+01</td>
<td>35671E-07</td>
<td>1</td>
<td>22334E-04</td>
<td>2</td>
</tr>
</tbody>
</table>
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### Table 6. Infinite multiplication factor as a function of burnup, [11]

<table>
<thead>
<tr>
<th>Burnup (MWd/kgU)</th>
<th>CASMO Pin cell</th>
<th>MICBurn-3 Pin cell</th>
<th>Supercell</th>
<th>CASMO-HEX (Supercell without BA)</th>
<th>Assembly</th>
<th>MICBurn-3/supercell Burnup (MWd/kgU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.31938</td>
<td>1.36355*</td>
<td>1.20597</td>
<td>1.31765</td>
<td>1.26399</td>
<td>1.20530</td>
</tr>
<tr>
<td>0.1</td>
<td>1.23181</td>
<td>1.21703</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1</td>
</tr>
<tr>
<td>0.5</td>
<td>1.13069</td>
<td>1.13073</td>
<td>1.19755</td>
<td>1.130389</td>
<td>1.25251</td>
<td>0.5</td>
</tr>
<tr>
<td>1.0</td>
<td>1.29930</td>
<td>1.30051</td>
<td>1.19747</td>
<td>1.29702</td>
<td>1.24768</td>
<td>1.1</td>
</tr>
<tr>
<td>2.0</td>
<td>1.28783</td>
<td>1.28903</td>
<td>1.19452</td>
<td>-</td>
<td>1.24034</td>
<td>2.0</td>
</tr>
<tr>
<td>2.5</td>
<td>-</td>
<td>-</td>
<td>1.19412</td>
<td>1.27988</td>
<td>1.22677</td>
<td>2.4</td>
</tr>
<tr>
<td>3.0</td>
<td>1.27624</td>
<td>1.27720</td>
<td>1.19279</td>
<td>-</td>
<td>1.21322</td>
<td>3.0</td>
</tr>
<tr>
<td>4.0</td>
<td>-</td>
<td>-</td>
<td>1.19275</td>
<td>-</td>
<td>1.22639</td>
<td>4.0</td>
</tr>
<tr>
<td>5.0</td>
<td>1.25260</td>
<td>1.25323</td>
<td>1.19426</td>
<td>1.24995</td>
<td>1.22000</td>
<td>5.2</td>
</tr>
<tr>
<td>7.5</td>
<td>1.22373</td>
<td>1.22409</td>
<td>1.19639</td>
<td>1.22086</td>
<td>1.20625</td>
<td>7.5</td>
</tr>
<tr>
<td>10.0</td>
<td>1.19863</td>
<td>1.19700</td>
<td>1.18689</td>
<td>1.19389</td>
<td>1.19051</td>
<td>9.9</td>
</tr>
<tr>
<td>12.5</td>
<td>1.17191</td>
<td>1.17192</td>
<td>1.16586</td>
<td>1.16993</td>
<td>1.16886</td>
<td>13.0</td>
</tr>
<tr>
<td>15.0</td>
<td>1.14875</td>
<td>1.14862</td>
<td>1.14333</td>
<td>1.14574</td>
<td>1.14627</td>
<td>14.6</td>
</tr>
<tr>
<td>17.5</td>
<td>1.12707</td>
<td>1.12681</td>
<td>1.12180</td>
<td>1.12402</td>
<td>1.12469</td>
<td>17.8</td>
</tr>
<tr>
<td>20.0</td>
<td>1.10660</td>
<td>1.10621</td>
<td>1.10147</td>
<td>1.10352</td>
<td>1.10428</td>
<td>20.3</td>
</tr>
</tbody>
</table>

*without Xe-135

### Table 7. Number densities of the most important uranium and plutonium isotopes as a function of burnup in the pin cell case, [11].

<table>
<thead>
<tr>
<th>Burnup (MWd/kgU)</th>
<th>U-235</th>
<th>U-236</th>
<th>U-238</th>
<th>Pu-238</th>
<th>Pu-239</th>
<th>Pu-240</th>
<th>Pu-241</th>
<th>Pu-242</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>9.000</td>
<td>10.00</td>
<td>2.030</td>
<td>2.092</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.5</td>
<td>8.357</td>
<td>10.10</td>
<td>2.347</td>
<td>1.017</td>
<td>2.030</td>
<td>2.030</td>
<td>1.011</td>
<td>1.015</td>
</tr>
<tr>
<td>1.0</td>
<td>8.470</td>
<td>10.06</td>
<td>2.470</td>
<td>1.014</td>
<td>2.029</td>
<td>2.029</td>
<td>1.012</td>
<td>1.016</td>
</tr>
<tr>
<td>2.0</td>
<td>8.492</td>
<td>10.06</td>
<td>2.527</td>
<td>1.013</td>
<td>2.027</td>
<td>2.027</td>
<td>1.014</td>
<td>1.015</td>
</tr>
<tr>
<td>3.0</td>
<td>8.350</td>
<td>10.06</td>
<td>2.520</td>
<td>1.012</td>
<td>2.026</td>
<td>2.026</td>
<td>1.013</td>
<td>1.014</td>
</tr>
<tr>
<td>5.0</td>
<td>7.787</td>
<td>10.06</td>
<td>2.339</td>
<td>1.011</td>
<td>2.024</td>
<td>2.024</td>
<td>1.012</td>
<td>1.013</td>
</tr>
<tr>
<td>7.5</td>
<td>7.424</td>
<td>10.06</td>
<td>3.017</td>
<td>1.011</td>
<td>2.020</td>
<td>2.020</td>
<td>1.012</td>
<td>1.013</td>
</tr>
<tr>
<td>10.0</td>
<td>6.732</td>
<td>10.06</td>
<td>4.346</td>
<td>1.011</td>
<td>2.017</td>
<td>2.017</td>
<td>1.012</td>
<td>1.013</td>
</tr>
<tr>
<td>12.5</td>
<td>6.233</td>
<td>10.06</td>
<td>5.118</td>
<td>1.011</td>
<td>2.013</td>
<td>2.013</td>
<td>1.012</td>
<td>1.013</td>
</tr>
<tr>
<td>15.0</td>
<td>5.801</td>
<td>10.06</td>
<td>5.926</td>
<td>1.011</td>
<td>2.010</td>
<td>2.010</td>
<td>1.012</td>
<td>1.013</td>
</tr>
<tr>
<td>17.5</td>
<td>5.376</td>
<td>10.06</td>
<td>6.671</td>
<td>1.011</td>
<td>2.006</td>
<td>2.006</td>
<td>1.012</td>
<td>1.013</td>
</tr>
<tr>
<td>20.0</td>
<td>4.976</td>
<td>10.06</td>
<td>7.163</td>
<td>1.011</td>
<td>2.002</td>
<td>2.002</td>
<td>1.012</td>
<td>1.013</td>
</tr>
</tbody>
</table>

A) MICBurn-3 Calculation

B) CASMO-3 Calculation

---

**POWER DENSITY (W/G FUEL) = 39.670**

**NOMINAL MODERATOR TEMPERATURE [C-DEG.] = 320.000**

**NOMINAL FUEL TEMPERATURE [C-DEG.] = 327.000**

**NOMINAL BORON CONCENTRATION (PPM) = 0.000**

---
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Two sets of number densities for uranium and plutonium isotopes have been taken from RSYST (tab. 5) and MICBURN-3 (tab. 7) results corresponding to burnup equal 20.0 MW/kgU. Results of multiplication factors are shown in table 3. Good agreement of $\chi_{\text{inf}}$ leads to assumption that besides of fissionable isotopes the fission product data or/and the model of the burnable chain have a significant influence on the burnup results.
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Abstract

Within the frame of the Coordinated Research Program (CRP) SAFE CORE MANAGEMENT WITH BURNABLE ABSORBERS IN VVERs the BWR simplified fuel element with two adjacent gadolinium pins was chosen as the square lattice benchmark problem. The input calculation data, the format and the comparison of the results of the CRP participants were defined according to the NEACRP comparison as previously done at Eidg. Institute fur Reaktorforschung, Würenlingen (EIR). The results were received from the following CRP participants: Skoda Czechoslovakia Technical Research Center of Finland (VTI); VEB Bergwerk-Borsig Stammwerk des Kombinates Kohle, Germany; Institut fur Kernenergetik Universitat Stuttgart, Germany; and Boris Kidric Institute of Nuclear Sciences, Yugoslavia. Besides the comparison of the six CRP available data sets, an analysis was performed taking into account the 10 NEACRP data sets, which when added to the results of CRP participants gave the total of 16 sets all together. This is a number with more significance from statistical point of view. To illustrate the significance of the number of data sets taken into account, both treatments were compared to NEACRP results.

PROBLEM SPECIFICATION

The benchmark BWR fuel element consists of 16 fuel pins, 14 initially identical UO₂ fuel cells and 2 gadolinium poisoned ones. Taking into account the lattice symmetry 6 different cell types were defined. The input data applied were the same as those adopted in Ref. The fuel pins 1 cm in diameter were made of UO₂.

<table>
<thead>
<tr>
<th>No</th>
<th>Participant</th>
<th>Data Library</th>
<th>Code name</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AEEW</td>
<td>WIMS</td>
<td>LWR-WIMS</td>
<td>/2/</td>
</tr>
<tr>
<td>2</td>
<td>AMN</td>
<td>ENDF/B-4</td>
<td>BLA</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>CEA</td>
<td>ENDF/B-3+ENDF/B-4</td>
<td>APOLLO</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>CISE</td>
<td>MUFT-IV+TEMPEST</td>
<td>NUVO,AUTOBUS</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>EIR</td>
<td>ENDF/B-4</td>
<td>BOXER</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>ENEA</td>
<td>ENDF/B-4+UKNDL</td>
<td>KIM</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>JAERI</td>
<td>ENDF/B-4</td>
<td>SRAC</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>NAIG</td>
<td>ENDF/B-4+ENDF/B-5</td>
<td>TOBLA</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>OSAKA</td>
<td>WIMS + ENDF/B-3</td>
<td>RESPLA</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>BSRO</td>
<td>UKNDL</td>
<td>CRSC+DB</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>SKODA(CSR)</td>
<td>WIMS</td>
<td>WIMS</td>
<td>/3/</td>
</tr>
<tr>
<td>12</td>
<td>VIT(FIN)</td>
<td>ENDF/B-4</td>
<td>MICBURN-3 CASMO-3G</td>
<td>/4/</td>
</tr>
<tr>
<td>13</td>
<td>VEB(GERM)</td>
<td>ENDF/B-4</td>
<td>NESEL-4,DIPOL-2</td>
<td>/5/</td>
</tr>
<tr>
<td>14</td>
<td>IKE(GERM)</td>
<td>JEF-1</td>
<td>BSYS1 ICM3 KENO</td>
<td>/6/</td>
</tr>
<tr>
<td>15</td>
<td>BARC(INDIA)</td>
<td>WIMS</td>
<td>LWRBOX</td>
<td>/7/</td>
</tr>
<tr>
<td>16</td>
<td>IBK(YU)</td>
<td>WIMS+UKNDL</td>
<td>WIMS-D-4</td>
<td>/8/</td>
</tr>
</tbody>
</table>

The mean values, standard deviations and variation coefficients were computed for the obtained as well as for the calculated parameters. Besides the comparison of six CRP data sets, an analysis was performed taking into account the CRP data added to those of ten NEACRP participants (marked NEACRP+CRP in Tables). The sixteen sets of results were considered as more significant from statistical point of view. To illustrate the significance of number of data sets which are taken into account, both treatments were compared to NEACRP results.

The list of all the participants including those of NEACRP International comparison is shown in Table 1 with the most important relevant data concerning the calculations applied.
having density 10g/cm³, at temperature 600°C, and U-235 enrichment was 3 weight-%. Gadolinium pins consisted of 0.3 g/cm³ Gd₂O₃ and 9.7 g/cm³ UO₃. Cladding was Zirkaloy-2 having density 6.55 g/cm³, at temperature 300°C, inside diameter 1.2 cm, and outside diameter 1.0 cm. Water was the moderator, at temperature 286°C and void content 0%. Lattice pitch was 1.6 cm. Average power density was 20 W/g U.

The following parameters were requested for assembly average burn steps of 1000 MWd/t up to 10000 MWd/t:
- Burnup dependent infinite multiplication factor;
- Burnup of fuel pins;
- Relative power distribution of the 6 different fuel pins normalized to an average of 1;
- Gd pin average densities of Gd-155, Gd-157, U-235, Pu-239, Pu-240 in atoms/barn.cm;
- Spatial distribution of the Gd isotopes at 2000 MWd/t.

Two cases were defined for calculating the regular lattice parameters: single UO₃ fuel pin and fuel assembly without absorber rods. At this stage of the CRP only the case of single fuel pin was treated in the comparison because data for the second case were not available, except for one participant (KEK).

From the available infinite multiplication factors and number densities of the most important isotopes, the following parameters were derived:
- reactivity deviations from mean values for both the regular and the poisoned lattice,
- gadolinium reactivity worth,
- gadolinium destruction,
- reactivity gain in the poisoned assembly dependent on burnup and Gd destruction,
- plutonium ratio,
- reactivity loss in the regular lattice dependent on burnup, U-238 destruction and Pu-239 number density,
- reactivity gain or loss at given values of Gd destruction, U-235 destruction and Pu-239 number density.

**RESULTS OBTAINED**

Comparisons of the most important neutronic parameters are shown in Tables 2-6. In order to separate the problem of fuel element modelling from the influence of the burnable absorber, the results concerning fresh regular lattice must be analyzed. Variation coefficients of the multiplication factors for the fresh regular lattice (Table 2) obtained by comparison of the 16 sets of results are lower in comparison to the NEACRP values as expected. It may be considered that the CRP results are in a good agreement, the variation being 0.5%. One may see that the k-infinity results of CEA, CISE, EIR, JAERI, NAIG, SKODA, VTT. 
### Table 3. Gadolinium worth and Gadolinium destruction in the poisoned pin (1.E-04/barn cm²)

<table>
<thead>
<tr>
<th>BURNUP (MK/kTU)</th>
<th>0 no Fe</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>5000</th>
<th>6000</th>
<th>7000</th>
<th>8000</th>
<th>9000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Participant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 AEM</td>
<td>0.203</td>
<td>0.225</td>
<td>0.174</td>
<td>0.159</td>
<td>0.116</td>
<td>0.067</td>
<td>0.028</td>
<td>0.008</td>
<td>0.001</td>
<td>-0.001</td>
<td>-0.001</td>
</tr>
<tr>
<td>2 RMI</td>
<td>0.243</td>
<td>0.216</td>
<td>0.184</td>
<td>0.154</td>
<td>0.116</td>
<td>0.074</td>
<td>0.038</td>
<td>0.017</td>
<td>0.008</td>
<td>0.005</td>
<td>0.002</td>
</tr>
<tr>
<td>3 CEA</td>
<td>0.250</td>
<td>0.216</td>
<td>0.183</td>
<td>0.147</td>
<td>0.106</td>
<td>0.066</td>
<td>0.031</td>
<td>0.015</td>
<td>0.009</td>
<td>0.008</td>
<td>0.007</td>
</tr>
<tr>
<td>4 CSE</td>
<td>0.225</td>
<td>0.211</td>
<td>0.164</td>
<td>0.157</td>
<td>0.119</td>
<td>0.085</td>
<td>0.050</td>
<td>0.023</td>
<td>0.007</td>
<td>0.003</td>
<td>0.002</td>
</tr>
<tr>
<td>5 EIR</td>
<td>0.241</td>
<td>0.208</td>
<td>0.176</td>
<td>0.147</td>
<td>0.104</td>
<td>0.062</td>
<td>0.030</td>
<td>0.018</td>
<td>0.001</td>
<td>-0.001</td>
<td>-0.001</td>
</tr>
<tr>
<td>6 EMER</td>
<td>0.256</td>
<td>0.228</td>
<td>0.197</td>
<td>0.168</td>
<td>0.129</td>
<td>0.089</td>
<td>0.052</td>
<td>0.020</td>
<td>-0.016</td>
<td>0.007</td>
<td>0.002</td>
</tr>
<tr>
<td>7 RAEI</td>
<td>0.249</td>
<td>0.216</td>
<td>0.186</td>
<td>0.153</td>
<td>0.115</td>
<td>0.072</td>
<td>0.035</td>
<td>0.012</td>
<td>0.004</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>8 RAIB</td>
<td>0.250</td>
<td>0.213</td>
<td>0.180</td>
<td>0.145</td>
<td>0.107</td>
<td>0.068</td>
<td>0.033</td>
<td>0.013</td>
<td>0.005</td>
<td>0.003</td>
<td>0.002</td>
</tr>
<tr>
<td>9 OSKA</td>
<td>0.262</td>
<td>0.211</td>
<td>0.171</td>
<td>0.137</td>
<td>0.098</td>
<td>0.037</td>
<td>0.011</td>
<td>0.006</td>
<td>-0.003</td>
<td>-0.005</td>
<td>-0.005</td>
</tr>
<tr>
<td>10 RISOE</td>
<td>0.255</td>
<td>0.225</td>
<td>0.192</td>
<td>0.160</td>
<td>0.118</td>
<td>0.076</td>
<td>0.038</td>
<td>0.011</td>
<td>0.001</td>
<td>-0.001</td>
<td>-0.001</td>
</tr>
</tbody>
</table>

### Table 4. Reactivity loss from 1000 MWt for regular lattice and reactivity gain for poisoned lattice

<table>
<thead>
<tr>
<th>BURNUP (MK/kTU)</th>
<th>0 no Fe</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>5000</th>
<th>6000</th>
<th>7000</th>
<th>8000</th>
<th>9000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Participant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 AEM</td>
<td>-0.012</td>
<td>-0.034</td>
<td>-0.055</td>
<td>-0.075</td>
<td>-0.095</td>
<td>0.027</td>
<td>0.060</td>
<td>0.102</td>
<td>0.149</td>
<td>0.184</td>
<td>0.186</td>
</tr>
<tr>
<td>2 RMI</td>
<td>-0.005</td>
<td>-0.027</td>
<td>-0.045</td>
<td>-0.063</td>
<td>-0.079</td>
<td>0.028</td>
<td>0.056</td>
<td>0.096</td>
<td>0.137</td>
<td>0.176</td>
<td>0.185</td>
</tr>
<tr>
<td>3 CEA</td>
<td>-0.009</td>
<td>-0.029</td>
<td>-0.049</td>
<td>-0.065</td>
<td>-0.082</td>
<td>0.032</td>
<td>0.067</td>
<td>0.104</td>
<td>0.145</td>
<td>0.183</td>
<td>0.192</td>
</tr>
<tr>
<td>4 CSE</td>
<td>-0.011</td>
<td>-0.031</td>
<td>-0.050</td>
<td>-0.069</td>
<td>-0.086</td>
<td>0.023</td>
<td>0.047</td>
<td>0.082</td>
<td>0.113</td>
<td>0.142</td>
<td>0.153</td>
</tr>
<tr>
<td>5 EIR</td>
<td>-0.009</td>
<td>-0.029</td>
<td>-0.049</td>
<td>-0.068</td>
<td>-0.086</td>
<td>0.033</td>
<td>0.063</td>
<td>0.098</td>
<td>0.137</td>
<td>0.165</td>
<td>0.179</td>
</tr>
<tr>
<td>6 EMER</td>
<td>-0.014</td>
<td>-0.033</td>
<td>-0.052</td>
<td>-0.070</td>
<td>-0.088</td>
<td>0.025</td>
<td>0.055</td>
<td>0.092</td>
<td>0.132</td>
<td>0.167</td>
<td>0.191</td>
</tr>
<tr>
<td>7 RAEI</td>
<td>0.008</td>
<td>0.026</td>
<td>0.044</td>
<td>0.064</td>
<td>0.087</td>
<td>0.030</td>
<td>0.062</td>
<td>0.099</td>
<td>0.143</td>
<td>0.178</td>
<td>0.195</td>
</tr>
<tr>
<td>8 RAIB</td>
<td>0.009</td>
<td>0.029</td>
<td>0.050</td>
<td>0.071</td>
<td>0.090</td>
<td>0.027</td>
<td>0.056</td>
<td>0.096</td>
<td>0.137</td>
<td>0.166</td>
<td>0.178</td>
</tr>
<tr>
<td>9 OSKA</td>
<td>0.009</td>
<td>0.029</td>
<td>0.050</td>
<td>0.071</td>
<td>0.090</td>
<td>0.027</td>
<td>0.056</td>
<td>0.096</td>
<td>0.137</td>
<td>0.166</td>
<td>0.178</td>
</tr>
<tr>
<td>10 RISOE</td>
<td>0.008</td>
<td>0.026</td>
<td>0.045</td>
<td>0.063</td>
<td>0.080</td>
<td>0.020</td>
<td>0.045</td>
<td>0.086</td>
<td>0.121</td>
<td>0.150</td>
<td>0.171</td>
</tr>
</tbody>
</table>

### Table 5. Reactivity loss from 1000 MWt for regular lattice and reactivity gain for poisoned lattice

<table>
<thead>
<tr>
<th>BURNUP (MK/kTU)</th>
<th>0 no Fe</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>4000</th>
<th>5000</th>
<th>6000</th>
<th>7000</th>
<th>8000</th>
<th>9000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Participant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 AEM</td>
<td>-0.010</td>
<td>-0.029</td>
<td>-0.044</td>
<td>-0.068</td>
<td>-0.096</td>
<td>0.021</td>
<td>0.046</td>
<td>0.077</td>
<td>0.128</td>
<td>0.170</td>
<td>0.184</td>
</tr>
<tr>
<td>2 RMI</td>
<td>-0.002</td>
<td>-0.009</td>
<td>-0.014</td>
<td>-0.019</td>
<td>-0.024</td>
<td>0.003</td>
<td>0.007</td>
<td>0.012</td>
<td>0.019</td>
<td>0.02</td>
<td>0.021</td>
</tr>
<tr>
<td>3 CEA</td>
<td>-0.002</td>
<td>-0.006</td>
<td>-0.008</td>
<td>-0.010</td>
<td>-0.012</td>
<td>0.002</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>4 CSE</td>
<td>-0.002</td>
<td>-0.006</td>
<td>-0.007</td>
<td>-0.008</td>
<td>-0.009</td>
<td>0.002</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>5 EIR</td>
<td>-0.002</td>
<td>-0.006</td>
<td>-0.007</td>
<td>-0.008</td>
<td>-0.009</td>
<td>0.002</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>6 EMER</td>
<td>-0.002</td>
<td>-0.006</td>
<td>-0.007</td>
<td>-0.008</td>
<td>-0.009</td>
<td>0.002</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>7 RAEI</td>
<td>0.002</td>
<td>0.002</td>
<td>0.004</td>
<td>0.005</td>
<td>0.006</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
<td>0.006</td>
<td>0.007</td>
<td>0.008</td>
</tr>
<tr>
<td>8 RAIB</td>
<td>0.002</td>
<td>0.002</td>
<td>0.004</td>
<td>0.005</td>
<td>0.006</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
<td>0.006</td>
<td>0.007</td>
<td>0.008</td>
</tr>
</tbody>
</table>

---

**Table 3.** Gadolinium worth and Gadolinium destruction in the poisoned pin (1.E-04/barn cm²)

**Table 4.** Reactivity loss from 1000 MWt for regular lattice and reactivity gain for poisoned lattice

---
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IKE and IBK agree well, the variation coefficient being 0.2% at the most for the fresh lattice. In the case of the fresh poisoned lattice (Table 2), the variation is somewhat lower in treating all the 16 participants than in the NEACRP case, but the CRP results may be considered to be in good agreement, since the variation coefficient is 0.6%. Results of CEA, ENEA, NAIG, JAERI, SKODA, VTT, VEB and IKE are in good agreement, variation not exceeding 0.2%.

According to what has been said the, values of Gd reactivity worth for the fresh lattice shown in Table 5, are in good agreement for the CRP values compared to those of NEACRP, the standard deviation being 0.3% and 0.7% respectively. On the whole the agreement of results is acceptable (standard deviation is 0.6%), considering that variation of k-infinity values of the fresh lattice is 0.9%.

Further analysis of data in Table 2 shows that, in comparison to the values of the regular lattice, the variations of multiplication factors for the poisoned lattice somewhat increase the values of the regular lattice, the variations of $k_{\infty}$ values from 1000 MWd/t to 3000 MWd/t and they decrease towards the end of the cycle. This is caused probably by different Gd destructions and Gd reactivity worth as shown in Table 5.

The average of gadolinium is diminished at the end of the cycle, since it has burned out. The same is true for both comparisons of all the available data sets and for CRP participants separately.

In order to separate the burnup effects from the reactivity effects for the fresh lattice, reactivity losses for the regular lattice from 1000 MWd/t and reactivity gains for the poisoned lattice above 1000 MWd/t were calculated and they are shown in Table 4. Influence of gadolinium is diminished at the end of the cycle, one may conclude that Gd destruction affects the reactivity gain more than burnup. Burnup of 1000 MWd/t is taken as reference value to avoid the xenon effect,
Table 7. Variation of the main results

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variation</th>
<th>Target accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiplication factor for regular lattice</td>
<td>0.9</td>
<td>0.8</td>
</tr>
<tr>
<td>5000 MWD/t</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>10000 MWD/t</td>
<td>0.9</td>
<td>0.8</td>
</tr>
<tr>
<td>Multiplication factor for poisoned lattice</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>0 MWD/t</td>
<td>1.2</td>
<td>0.9</td>
</tr>
<tr>
<td>5000 MWD/t</td>
<td>1.2</td>
<td>0.9</td>
</tr>
<tr>
<td>10000 MWD/t</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Reactivity life time for regular lattice</td>
<td>6.1</td>
<td>7.4</td>
</tr>
<tr>
<td>Reactivity life time for poisoned lattice</td>
<td>13.2</td>
<td>10.3</td>
</tr>
<tr>
<td>Changes in isotope densities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular lattice</td>
<td></td>
<td></td>
</tr>
<tr>
<td>U-235 depletion</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>Pu-239 build-up</td>
<td>3.8</td>
<td>4.7</td>
</tr>
<tr>
<td>Pu-240 build-up</td>
<td>3.6</td>
<td>5.0</td>
</tr>
<tr>
<td>Poisoned lattice</td>
<td></td>
<td></td>
</tr>
<tr>
<td>U-235 depletion</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Pu-239 build-up</td>
<td>4.6</td>
<td>4.4</td>
</tr>
<tr>
<td>Pu-240 build-up</td>
<td>6.9</td>
<td>5.5</td>
</tr>
<tr>
<td>Pin power relative to lattice</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pin No. 4</td>
<td>0.8</td>
<td>1.3</td>
</tr>
<tr>
<td>Gd pin</td>
<td>3.6</td>
<td>3.3</td>
</tr>
</tbody>
</table>

10) Deduced from the standard deviation of the reactivity loss between 1000 and 10000 MWD/t (Table 2) and assuming a reactivity swing of 1% per 1000 MWD/t at end of cycle.

Although it has been shown10/ that the magnitude of xenon effect seems insensitive to gadolinium poisoning and may be neglected in treatment of burnup dependent solutions. Reactivity loss is correlated with U-235 destruction and Pu-239 build-up presented in Table 6. It may be seen that the Pu-239 build-up does not affect significantly the reactivity loss.

Summary of the variations of the most important parameters is shown in Table 7. Since experimental values for this benchmark problem are not known, the computed variations are compared to the typical target accuracies for power reactors recommended by IAEA10/7. The variations of CRP results are in good agreement with the target accuracies except for the lifetime and Pu-239 build-up in case of the poisoned lattice.

The NEACRP+CRP variations are somewhat larger than target accuracies for the regular lattice except for the U-235 concentrations. Particularly large is the variation of Pu-239 concentration. Variation of the multiplication factor for the poisoned lattice is somewhat larger, but the variation of the deduced reactivity lifetime is rather large compared to the target accuracy. The pin power variations are acceptable in comparison to the target accuracies10/7.

CONCLUSION

From the obtained comparison results one may conclude that the uncertainties of calculating the important parameters for both the regular and the poisoned lattice are due to different reaction rates for U-235, Pu-239 and gadolinium isotopes. This results from different data libraries applied. Results of the participants applying ENDF/B-4 library show much better agreement. Taking into account the complexity of the problem, the values of initial gadolinium worth are in quite a good agreement. Variations of the reactivity loss and reactivity gain above 1000 MWD/t lead to higher uncertainties of the reactivity lifetime, particularly in the case of the poisoned lattice. The fact that the variation of the Pu-239 build-up is large suggests that it may be influenced by the spectrum effect. On the whole, an acceptably good agreement is obtained for the CRP results treated separately although their number is rather small. Smaller variations are observed in treating 16 sets of results (NEACRP+CRP) than in the NEACRP comparison. The analysis would be complete if a larger number of results were available. It could be suggested to the participants to repeat calculations by applying the same cross section library to separate the effect of data base from the computational methods.
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Abstract

The advantage of gadolinium as burnable absorber in LWR have been practically demonstrated nowadays experimental and theoretical studies on the effect of the introduction of gadolinium as burnable absorber in VVER type reactors are in progress.

This work presents calculational models developed for the description and analysis of the physical characteristics of VVER type hexagonal lattices containing gadolinium based on the WIMS-D/4 code.

In the first part of the work the models are applied to experimentally studied lattices of the critical assemblies ZR-6M at KFKI, Budapest and LR-O at Rez, Czechoslovakia. The integral lattice parameters \( K_{\alpha} \) and the spectral indexes as well as the power rate distribution were calculated. Our calculational results show fair agreement with the experimental results.

The second part deals with the description of the effects due to the presence of gadolinium during the reactor cycle. To this end four infinite lattices proposed in the Sidorenko's task were calculated by means of WIMS-D/4 code.

As main results the dependencies of \( K_{\alpha} \), nuclear densities for the U, Pu and Gd isotopes and power rate distribution on the burnup were obtained.

This work was under the International Atomic Energy Agency research contract 5701/IB.

1. Introduction

In the frame of CRP Safe Core Management with Burnable Absorbers in VVERs, altogether with numerical benchmarks, two experimental benchmarks and an operational one were investigated.

The present paper shows the obtained results in VVER lattices calculations containing GdO\(_2\) in different w/o in the fuel at zero power, experimentally investigated in ZR-6 critical assembly in CRIP, Budapest, Hungary and in the LR-O critical assembly in Rez, Czechoslovakia, and also presents the solution of the operational benchmark designed as Sidorenko task.

/6/ D. Lutz, Results for the Square Lattice Benchmark of Maeder and Wydler, Private communication, 1990
/7/ P. D. Krishnani, Analysis of Benchmark on Interactive effects of Gadolinium Poisoned Pins in EWRs by the Computer Code LWRBOX, Note No ThPD/336, Bhabha Atomic Research Center, Trombay, Bombay, 1991
/10/N. Marinkovic, COMPARISON CALCULATIONS FOR A BWR LATTICE WITH ADJACENT GADOLINIUM PINS performed at the Nuclear Engineering Laboratory of the Boris Kidric Institute of Nuclear Sciences, IAEA Contract No 5330/01, July 1991
2. Calculational results for ZR-6 critical assembly experiments

The calculations were performed using the spectral code WIMS-D/4 and the diffusion code SNAP-3D, and were focused to the core integral parameters, spectral indexes, fission rates and thermal fluxes bidimensional distributions determination.

The calculations were carried out according to experimental conditions and specifications described in papers [1, 2]. Nuclear densities and geometrical dimensions for normal fuel in ZR-6 (3.6 at % enrichment) were assumed as in reference [3].

Spectral code used was the WIMS-D/4 code [4]. Multicell option was used with the aim of obtaining effective cross sections and reaction rates in configurations X7.

A FEWGROUPS structure of 36 groups was employed and from these 11 were thermal groups. This feature allows a 4 or 8 groups VECTOR structure for condensation.

Four mesh points were used for transport calculations inside fuel rods. In the case of Gd2O3 absorber rods eight points were used.

For leakage corrections corresponding to experimental bucklings Bz approximation was used.

2D-Diffusion calculations were performed with SNAP-3D code [5], using effective cross sections previously obtained through the spectral code calculations.

Experimentally measured material and axial bucklings for spectral and criticality calculations were taken from [1] and are given in table 1.

In table 2, K», M2 and Keff(B2exp) values are given. For WIMS-D/4 calculations it is necessary to provide material bucklings as Bm2=Br2+Bz2. In our case the value equal to 1/2*Bm2, for both radial and axial bucklings was assumed.

In table 3, results for 2D criticality diffusion calculations are shown. Bz2 recommended values are not the experimental measured ones. They were obtained from the corresponding critical heights for each configuration as Bz2=(n/Hcrit+oz)2, where oz=13.24 cm is the recommended value for the axial reflector saving in the case of 12.7 mm lattice pitch configurations.

In 2D-Diffusion calculations for fuel cells, different four group effective cross sections obtained from spectral code WIMS-D/4 values were used, depending on their relative position in the X7 supercell.
In the case of reflector, four group effective cross sections were obtained from a developed calculational model for an equivalent 20 cm radius core with several edition zones in the 20 cm thick water reflector region.

Afterwards, several attempts were made in order to achieve better agreement between calculational and experimental results. Nevertheless, $\text{Keff}$ maximum deviation from experimental value remains about 1%. Best agreement corresponds to cases K and L in both approximations from spectral and 2D-Diffusion codes.

Fission rate and absorption rate distributions are given in figs. 1 and 2 for $K_w$ spectrum as they were obtained from WIMS-D/4 code.

\begin{table} \centering
\begin{tabular}{|c|c|c|c|}
\hline
 & & & \\
1.010 & 1.022 & 1.010 & 1.005 \\
1.027 & 1.014 & 1.011 & 1.024 & 1.022 & 1.010 \\
0.0 & 1.057 & 1.022 & 1.012 & 0.0 & 1.016 & 1.021 & 1.022 & 0.0 & 1.001 & 0.999 \\
\hline
\end{tabular}
\caption{Fission rate distributions. WIMS-D/4 calculation with $K_w$ spectrum.}
\end{table}

In table 4 spectral indexes for specified positions in the supercell are given (positions 2, 3 and 8).

In table 5 comparisons between calculated and measured results for spectral index $\text{SI(Np/Ce)}$ are made.

3. LR-0 Experimental Benchmark

The aim of this task was the calculation and comparison of the energy release distributions in fuel assemblies with burnable absorbers, performed at the LR-0 critical assembly in Rez, Czechoslovakia.

The burnable absorber rods composition is an homogeneous mixture of $\text{UO}_2$ and $\text{Gd}_2\text{O}_3$ with different contents of gadolinium. A detailed description for the LR-0 experimental facility, as well as a description for the research plan carried out may be found in paper [8].

Our calculations were realized using the CLUSTER and MULTICELL options of WIMS-D/4 code [4], with the aim to perform the comparisons with the experimental results given in [8].
The nuclear densities used for calculations are given in table 6 and the geometrical description for fuel elementary cells and absorber rod cells are shown in table 7.

In the CLUSTER option it was used a simplified one dimensional model without consideration of the water hole in the fuel assembly center. In this model several fuel elements are allowed to be allocated in the same annulus in spite of the different distances from their centers to the absorber rod positions.

With the aim of obtaining the expected results for positions 1, 3, 2, 7, 3, 4, 5, 7, 3, 7, 4, 2 (in lattice pitch units), it was necessary to calculate using MULTICELL option in WIMS-D/4 code. It allows to differentiate several cells in the same hexagonal annulus, but with different distances to the absorber rod position (see table 8).

In table 9 results obtained by CLUSTER and MULTICELL options, using an energy structure of 36 energy groups in FEGROUPS directive, are compared with experimental and calculational results from paper [8] as a function of Gd w/o (c) for the different fuel rings surrounding the absorber rod.

The comparisons with the results obtained by the program CELLPAR and with experimental results [8], allow us to say that using our models the best results for energy release distributions were obtained for regions near the absorber rod. For regions far enough from the absorber rod the energy release is overestimated more than it is done by calculational CELLPAR model. From the two used models, the MULTICELL option gives a better agreement with the experimental results.

Table 10 and figures 5 and 6 show the calculational results for energy release distribution and the function \( F(x, c) \) experimentally fitted defined in [8] for the lower Gd contents in absorber rods.
4. Sidorenko's benchmark problem for hexagonal lattices

This task consists in the study of four infinite lattices generated by repetition of one of the following elements:

i. Fuel cell without gadolinium.

ii. Fuel cell with gadolinium.

iii. Supercell with a gadolinium bearing central cell.

iv. Fuel assembly imitator with 6 gadolinium bearing cell.

In all cases first collision probability theory (PERSEUS) [4] was applied for the transport calculations. In the cases iii. and iv. MULTICELL approximation was used.

A 34-group FEWGROUPS energy structure was used which adequately describes the gadolinium isotopes absorption cross section energy.
Experimental and calculated values of relative energy release

**Table 8**

<table>
<thead>
<tr>
<th>Cell position x (pitch)</th>
<th>LR-0 cell type number</th>
<th>MULTICELL type number</th>
<th>Number of cells N</th>
<th>Total fuel volume Vf (cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6,7,13,14,19,20</td>
<td>1</td>
<td>1</td>
<td>0 421 985</td>
</tr>
<tr>
<td>1</td>
<td>5,8,10,21,23</td>
<td>4</td>
<td>6</td>
<td>2 617 983</td>
</tr>
<tr>
<td>2</td>
<td>2,12,24,15</td>
<td>5</td>
<td>6</td>
<td>2 617 963</td>
</tr>
<tr>
<td>4</td>
<td>1,4,22,25,26,17</td>
<td>17</td>
<td>12</td>
<td>5 343 971</td>
</tr>
<tr>
<td>3</td>
<td>11,27</td>
<td>6</td>
<td>6</td>
<td>2 617 962</td>
</tr>
<tr>
<td>4</td>
<td>10,28</td>
<td>7</td>
<td>6</td>
<td>2 617 962</td>
</tr>
<tr>
<td>5</td>
<td>9,29</td>
<td>8</td>
<td>6</td>
<td>2 617 961</td>
</tr>
<tr>
<td>7</td>
<td>16,30</td>
<td>21</td>
<td>12</td>
<td>5 343 973</td>
</tr>
<tr>
<td>9</td>
<td>31,37</td>
<td>25</td>
<td>12</td>
<td>5 343 971</td>
</tr>
<tr>
<td>12</td>
<td>34,32,36</td>
<td>10</td>
<td>6</td>
<td>2 617 962</td>
</tr>
<tr>
<td>15</td>
<td>33,35</td>
<td>12</td>
<td>6</td>
<td>2 617 974</td>
</tr>
</tbody>
</table>

**Table 9**

<table>
<thead>
<tr>
<th>c [%]</th>
<th>x [pitch]</th>
<th>exp</th>
<th>CELLPAR</th>
<th>DSH/CLUSTER</th>
<th>MULTICELL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.4994</td>
<td>0.4897</td>
<td>0.4860</td>
<td>0.4237</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.9255</td>
<td>0.9480</td>
<td>0.9418</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.9020</td>
<td>0.9880</td>
<td>0.9853</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.3544</td>
<td>0.3935</td>
<td>0.3714</td>
<td>0.3407</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.9181</td>
<td>0.9316</td>
<td>0.9287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.5034</td>
<td>0.5303</td>
<td>0.5160</td>
<td>0.4336</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.9065</td>
<td>0.9791</td>
<td>0.9720</td>
<td>0.9290</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.9765</td>
<td>0.9808</td>
<td>0.9826</td>
<td>0.9816</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>0.3755</td>
<td>0.3300</td>
<td>0.3143</td>
<td>0.2724</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.9074</td>
<td>0.9294</td>
<td>0.9270</td>
<td>0.9257</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.9760</td>
<td>0.9899</td>
<td>0.9810</td>
<td>0.9807</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 10**

<table>
<thead>
<tr>
<th>c [%]</th>
<th>x [pitch]</th>
<th>P(x,c)</th>
<th>P(x,c)</th>
<th>P(x,c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0534</td>
<td>0.0434</td>
<td>0.0480</td>
<td>0.4727</td>
</tr>
<tr>
<td>1</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
</tr>
<tr>
<td>2</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
</tr>
<tr>
<td>3</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Type 21

The transport calculations were done taking 6 material regions in the gadolinium bearing rod and 1 material region in other rods. Later calculations considering 8 material regions in the gadolinium bearing rods had shown no significant differences.

The number of mesh intervals was taken as follows:

Cases 1, 11 and 111: 18 mesh intervals in the gadolinium bearing cells and 10 mesh intervals in the other ones cells

Case 1v: 18 mesh intervals in the gadolinium bearing cells, 9 mesh intervals in the B cells as well as in the nearest neighboring cells of the gadolinium bearing cells, and only 5 mesh intervals in the other one cells.

The number of different cell types considered was 6 in the supercell case and 25 in the fuel assembly case, respectively. In the later case a higher number of different cells was not used due to the prohibitively large main memory and CPU time required.
Nevertheless, the description used is well suited to study the particularities of this configuration. According to the literature available to us this is the problem of largest dimensions solved using the WIMS-D/4 MULTICELL approximation in a burnup calculation.

In all cases the burnup calculation ranged from 0 to 20000 MWd/tU with the following lattice calculation frequency:

- Each 250 MWd/tU for the interval from 0 to 1000 MWd/tU.
- Each 500 MWd/tU for the interval from 1000 to 10000 MWd/tU.
- Each 1000 MWd/tU for the interval from 10000 to 16000 MWd/tU.
- Each 2000 MWd/tU for the interval from 16000 to 20000 MWd/tU.

Calculated results were:

- $K_\infty$ (Fig 7), $\tau$, $L^2$, $M^2$ as functions of burnup.
- Nuclear number densities of the isotopes of gadolinium, uranium and plutonium as functions of burnup for each of the specified cells (Figs. 8, 9, 10, 11).
- One-group constants as functions of burnup for the specified cells.
- One-group constants as functions of burnup for the supercell and for the assembly (figs. 12, 13).
- Power spatial distribution for the supercell and for the assembly as a function of burnup.
- Number density spatial distribution of the gadolinium isotopes in the fuel rod as a function of burnup (figs. 14, 15, 16).
- $K_0$, $\tau$, $L_2$, $M^2$ at 293 K cold state for burnup 0 and 20000 MWD/TE.

A comparison of our results with those by other authors from Bulgaria [11], Czechoslovakia [10, 12], Finland [13], India [14], Poland [15], USSR [16] and Yugoslavia [17] allows us to state that the MULTICELL approximation if properly used gives an adequate description of the fuel burnup in the range of gadolinium concentrations typical for PWRs.

5. Conclusions

From these results one may conclude that the 34-group as well as the 36-group structures provide adequate descriptions of lattices bearing gadolinium and plutonium isotopes.
Fig. 11. Pu-239 Number Density vs Burnup.

Fig. 12. Absorption Cross Section (Xabs) vs Burnup

Fig. 13. Neutron Production (Xnu) vs Burnup

Fig. 14. Gd-157 vs Radius. Gd Pin Lattice
The possibility of applying the WIMS-D/4 code MULTICELL approximation not only to zero power but also to burnup calculations up to 20000 MWd/tU in order to obtain a satisfactory description of the fuel assembly is thus proved. This approximation brings out the differences among the cells and makes thus possible the calculation of few-group constants and isotopic composition for each of the indicated cells as required by the problem at hand. Other WIMS-D/4 code options do not describe the supercell and assembly geometries as satisfactorily as the MULTICELL option.

The partition of the fuel region of the gadolinium bearing cells in 6 material zones and the subdivision of the entire cell in 10 mesh intervals permit good results in the burnup calculations. At the same time, the frequency of lattice calculations used in the burnup calculation has proven adequate to describe the changes of the isotopic composition of the lattices investigated.

It is necessary to use the directive ODDS to determine the spectral indexes by means of the MULTICELL approximation, since the directive REACTION is no longer adequate in this case.

Among all posed problems, the Sidorenko's benchmark for hexagonal lattices was the task of higher computer storage and CPU time requirements. Case iv needed 4352 Kbytes and took about 15 hours CPU in an EC-1061 computer.
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CORRECTION OF EQUATIONS BASED ON MEASUREMENTS AND APPLICATION TO THEORY AND EXPERIMENT ANALYSIS

V. LELEK, M. PECKA, L. VRBA
Nuclear Research Institute, Řez, Czechoslovakia

Abstract

Problems of comparison between theory and experiment can be solved. Two mathematical methods are used: generalized Lagrange multipliers and direct calculation of flux derivatives. For both approaches it is necessary to develop methods for solving the equations of these new functions (Lagrange multipliers or derivatives), which are of the same type as fluxes, and approximately the same effort on computers as for flux calculations is needed.

From the measurements on critical assemblies ZR-6 and LR-0 data bases were composed and the diffusion program SVATOLUK enables to use these data bases for finding the minimum of deviation of theory and experiment.

There are methods developed how to transfer the results from critical assemblies to power reactors, which enables for example to correct libraries for cell parameters at high temperature, specific burn up etc.

Because it is possible to calculate the accuracy of the parameters and their correlation matrix, one can derive the accuracy of the local flux calculations.

The algorithm for correcting the coefficients based on measurements for burn up, power feedback and temperature is applied in the modified version of the code CRIT(BIP-6)-CS.

Traditional treating of experiments involves theoretical calculations, comparison with measurements and analyses of differences found. If the agreement is not sufficient we look for ways of the improvement, partially in experiments, partially in calculations. It is possible to reach better agreement using calculations based on a new model, for example taking into account basic libraries of nuclear data, transport microcalculation of cells and the diffusion macrocalculation (for the critical assemblies obviously four-group net equations). The macrocalculations are then compared with measurements in the local (power of chosen rods) and integral (criticality, reactivity coefficients) quantities.
New model supposes changes not only in the input parameters, but also changes in the corresponding equations. Nevertheless, this way is not applicable in every case - for example, various libraries of nuclear data could give a multiplication factor differing up to 1%. At present, in spite of the fact that the computers make so great progress, it is not possible to perform two or three dimensional transport macrocalculations and demand precision at about 1% in the local powers. So the calculation is performed by the series of approximations and using input information with various precision. So as a result differences arise between measurements and calculations. This is really one of the reasons why the experimental testing equipments are built - otherwise only the calculations would be sufficient for the project and operation of power stations.

Existence of considerable differences between calculations and measurements is a challenge for developing better methods and performing additional measurements to have broader and more precise description of reality.

When we try to prepare more precise description, we can also take the position: the model is all right, only input parameters (i.e. coefficients of equations) are not precise. Using such an approach, the analyses of results could be considerably simplified. In most cases the calculation for critical assembly is performed in the four group net diffusion equations. If we formulate the agreement between calculations and measurements as a functional we obtain a complicated but exactly defined variational problem - to minimize the functional with supplementary conditions (fulfillment of the system of partial differential equations with given eigenvalue). The parameters we are looking for are the coefficients in the equations, which we have as supplementary conditions.

Briefly, we can describe this problem in the next steps. We write a group diffusion equation for neutron fluxes in the following form:

\[
- \nabla D_k \nabla \Phi_k + (\Sigma_k + \frac{n^2}{\Sigma^2} D_k) \Phi_k = \Sigma_{k+1} \Phi_{k+1} + \frac{1}{\lambda} \sum_{i=1}^{4} (\nu \Sigma_k) \Phi_i
\]

where
- \( \Phi_k \) - neutron flux in the group \( k \)
- \( D_k \) - diffusion coefficient in the group \( k \)
- \( \Sigma_k \) - removal cross-section in the group \( k \)
- \( \nu \) - number of neutrons per one fission
- \( \Sigma_{k+1} \) - fission cross-section in the group \( k+1 \)
- \( \Sigma^2 \) - height of the reactor
- \( \lambda \) - maximum eigenvalue (\( k_{ef} \))

In equation (1) we can show or choose some of the coefficients (obviously connected with one type of material) as unknown or not precisely known, known with errors. Unknown parameters, characterizing used materials and constructional elements, are limited and naturally the number of experimental data must be sufficient to have a chance to determine corresponding coefficients. This means that the number of terms in the functional must be sufficient

\[
I^{\exp} = \sum_{p} \left( \frac{A_{\Phi,p}^2 - N \sum_{i=1}^{4} \Phi_i \Phi_k}{\chi^2} \right)^2 + \frac{1 - \frac{1}{\chi^2}}{\chi^2}
\]

\[
\left( H^{\exp} - H \right)^2 / \chi^2 + \sum_{i=1}^{k} w_{rd} \frac{(x_i - \lambda_i)(x_i - \lambda_0)}{\lambda_i \lambda_0}
\]

where
- \( p \) - place of the measurements
- \( N \) - normalization factor
- \( \lambda \) - eigenvalue
- \( A_{\Phi,p}^2 \) - experimental measurements in the place \( p \)
- \( \chi^2 \) - artificially chosen error of the eigenvalue (0.001)
- \( \lambda_i \) - unknown parameters
- \( \lambda_0 \) - initial estimation for \( \lambda \)
- \( w_{rd} \) - correlation matrix of \( \lambda \)

If we also take into account reactivity measurements, functional (2) has more complicated form and include also adjoint solution. To minimize (2) two methods were developed: generalized Lagrange multipliers and the least square method, based on the direct calculation of flux derivatives.

The generalized Lagrange multipliers lead to the changing \( I^{\exp} \) by \( L \)

\[
L = I^{\exp} + \int dV \nabla^2 (R - \frac{1}{\lambda} S) \Phi + q \Phi \int dV \Sigma_r \Phi
\]

where \( \{ R - \frac{1}{\lambda} S \} \) is the symbolically written equation (1).

Minimization of \( L \) leads to the singular equation for \( \Psi^* \) which must be orthogonal to \( \Phi \) (equation for \( \Phi \)). Having \( \Psi^* \) and \( \Phi \), partial derivatives of \( L \) over \( \lambda \) give direction to the minimum of \( I^{\exp} \). A big practical advantage is that we solve the equation only for one function \( \Psi^* \), independently of the number of unknowns. The disadvantage is that we have only the direction but not the distance to the minimum. This method has been proved also for the case when we do not know fully which coefficients should be changed.
Direct calculation of derivatives leads to the equations for $\frac{\partial \phi}{\partial x}$:

$$
\mathbf{R} \frac{\partial \phi}{\partial x} - \frac{1}{\lambda} \mathbf{S} \frac{\partial \phi}{\partial x} = - \left( \frac{1}{\lambda} \frac{\partial}{\partial x} \mathbf{S} \phi + \frac{\partial \mathbf{R}}{\partial x} \phi - \frac{1}{\lambda} \frac{\partial \mathbf{S}}{\partial x} \phi \right)
$$

which have formally the same structure and properties as those for $\psi'$. Using (4) in the process of minimizing (2) we obtain equations for $x$, which are often nearly singular equations due to correlations between unknowns and small influence of unknowns on the results.

This negative features and also time consuming calculations of all $\frac{\partial \phi}{\partial x}$ favor the treatment by the method of generalized Lagrange multipliers.

Lagrange multipliers treat also very simply the tolerances of fuel fabrication parameters which can lead to remarkable changes in fluxes for a large reactor where the solution of equations is not stable.

Both methods are included in the program SVATOPLUK [1] which was developed from the program BRETISLAV [2]. In this new program new developed iteration schemes were included for singular equations for $\psi'$ and $\frac{\partial \phi}{\partial x}$.

The last version of this code was implemented on the personal computers AT-286 and AT-386, using operating systems DOS 3.30 and OS/2.

For the PCs, a system of some special programs for operating with input data and with output files was developed. User can operate directly with all of the input files that contain physical parameters of reactor cores and experimental data from the measurements on critical assemblies. In this time the input files describe more than 20 different experiments. Methods were developed how to transfer these results from a large reactor where the solution of equations is not stable, to a reactor on ZR-6 [3] critical assembly in Budapest which was in the technical and physical conception forerunner to the LR-0 critical assembly.

Suitable experimental data were the collection of measurements done on ZR-6 [3] critical assembly in Budapest, which was in the technical and physical conception forerunner to the LR-0 critical assembly. A lot of calculations based on various sets of four group parameters were performed in which various subsets of these were corrected. Initial differences between measurements and calculations were practically the same. Results obtained with corrected parameters were dependent on chosen subset of group parameters which were corrected.

The quantities of a special attention are diffusion coefficients. Using them for minimization, it is possible to reach the best results.

Table 1 demonstrates the simultaneous minimization of a series of experiments. Methods were developed how to transfer these results from critical assemblies to power reactors, which enables us, for example, to correct libraries of cells' parameters for states with higher temperature, burn-up, etc. [4].

Tests and controls were performed on the experimental data not included in the minimization algorithm. From all these calculations we can conclude that it is possible completely exclude systematic character of errors and differences near the water holes, reflector and absorbers. Survey of chosen results cannot fully show the degree of improvements because lot of measured cores are pure (only with fuel elements of the same type) with small amount of measurements near the reflector. Results could be demonstrated on color pictures which have been from results painted by special software.

The above mentioned algorithm, for corrections of coefficients on the basis of measurements for equations with burn-up and both power and temperature feedback, was used for the correction of some coefficients in the computing code BIFR-6. The modified version of this code CRIT (BIFR-6)-CS [6] was created. The parameters which are looked for are the coefficients of approximations which reflect dependencies on the reactor state (burn-up, power, etc.) in the equations describing the reactor. In the present version of the code, the algorithm of a correction based on the method of generalized Lagrange multipliers for a reactor on
Table 1. Improvement in the description of local power densities of various cores. Measurements from the critical assembly ZR-6 are used. Great errors in effective multiplication factor (denotes by \(^*\)) are due to underestimation of extrapolated lengths.

<table>
<thead>
<tr>
<th>Number of groups</th>
<th>Temp. [°C]</th>
<th>Effective multiplication factor</th>
<th>Value of Func.</th>
<th>Average deviation \ [%]</th>
<th>Maximum deviation \ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>188/188</td>
<td>20</td>
<td>0.9854</td>
<td>2912</td>
<td>1.32</td>
<td>2.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9976</td>
<td>609</td>
<td>0.91</td>
<td>1.69</td>
</tr>
<tr>
<td>188/188</td>
<td>80</td>
<td>0.9854</td>
<td>2832</td>
<td>2.65</td>
<td>4.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9975</td>
<td>741</td>
<td>1.94</td>
<td>3.98</td>
</tr>
<tr>
<td>188/188</td>
<td>130</td>
<td>0.9947</td>
<td>3359</td>
<td>2.15</td>
<td>3.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9968</td>
<td>1158</td>
<td>1.14</td>
<td>3.16</td>
</tr>
<tr>
<td>154/154</td>
<td>20</td>
<td>0.9971</td>
<td>164</td>
<td>1.67</td>
<td>5.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0013</td>
<td>69</td>
<td>1.30</td>
<td>4.32</td>
</tr>
<tr>
<td>154/154</td>
<td>80</td>
<td>0.9981</td>
<td>74 E+6</td>
<td>1.18</td>
<td>3.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0023</td>
<td>40 E+6</td>
<td>1.13</td>
<td>3.09</td>
</tr>
<tr>
<td>154/154</td>
<td>130</td>
<td>1.0001</td>
<td>826</td>
<td>0.84</td>
<td>3.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0040</td>
<td>323</td>
<td>0.84</td>
<td>1.90</td>
</tr>
<tr>
<td>161/161</td>
<td>20</td>
<td>0.9986</td>
<td>1487</td>
<td>1.20</td>
<td>4.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0006</td>
<td>964</td>
<td>1.09</td>
<td>3.99</td>
</tr>
<tr>
<td>161/161</td>
<td>80</td>
<td>0.9983</td>
<td>31 E+6</td>
<td>1.31</td>
<td>4.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0006</td>
<td>15 E+6</td>
<td>1.16</td>
<td>4.51</td>
</tr>
<tr>
<td>161/161</td>
<td>130</td>
<td>0.9971</td>
<td>84 E+6</td>
<td>1.32</td>
<td>3.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9997</td>
<td>42 E+6</td>
<td>1.18</td>
<td>2.50</td>
</tr>
<tr>
<td>163/163</td>
<td>20</td>
<td>1.0020</td>
<td>121 E+6</td>
<td>1.35</td>
<td>3.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0040</td>
<td>60 E+6</td>
<td>1.15</td>
<td>2.67</td>
</tr>
<tr>
<td>163/163</td>
<td>80</td>
<td>1.0030</td>
<td>145 E+6</td>
<td>1.16</td>
<td>2.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0052</td>
<td>62 E+6</td>
<td>0.95</td>
<td>2.01</td>
</tr>
<tr>
<td>163/163</td>
<td>130</td>
<td>1.0040</td>
<td>73 E+6</td>
<td>0.93</td>
<td>1.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0063</td>
<td>33 E+6</td>
<td>0.93</td>
<td>2.02</td>
</tr>
<tr>
<td>58/57</td>
<td>20</td>
<td>0.9979</td>
<td>550</td>
<td>1.15</td>
<td>2.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0003</td>
<td>165</td>
<td>1.31</td>
<td>5.06</td>
</tr>
<tr>
<td>147/139</td>
<td>20</td>
<td>0.9975</td>
<td>5616</td>
<td>2.17</td>
<td>5.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0004</td>
<td>2090</td>
<td>1.48</td>
<td>4.57</td>
</tr>
<tr>
<td>57/57</td>
<td>20</td>
<td>0.9938</td>
<td>768</td>
<td>2.33</td>
<td>4.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9964</td>
<td>238</td>
<td>1.52</td>
<td>5.31</td>
</tr>
<tr>
<td>100/100</td>
<td>20</td>
<td>0.9877</td>
<td>1159</td>
<td>3.20</td>
<td>7.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9885</td>
<td>334</td>
<td>1.53</td>
<td>5.32</td>
</tr>
<tr>
<td>101/100</td>
<td>20</td>
<td>0.9934</td>
<td>1391</td>
<td>3.22</td>
<td>5.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9981</td>
<td>169</td>
<td>1.00</td>
<td>3.33</td>
</tr>
<tr>
<td>103/103</td>
<td>20</td>
<td>0.9868</td>
<td>7829</td>
<td>3.98</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9838</td>
<td>2101</td>
<td>2.00</td>
<td>6.48</td>
</tr>
<tr>
<td>90/87</td>
<td>20</td>
<td>0.9863</td>
<td>789</td>
<td>3.10</td>
<td>5.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9893</td>
<td>90</td>
<td>1.02</td>
<td>2.50</td>
</tr>
</tbody>
</table>

The functional

\[
1 = \sum_{j=1}^{5} \left[ \int_{0}^{T_{EOB}} \left( \frac{P_i(t') - P_i(t)}{\chi(t') P_i(t)} \right)^2 dt' + \int_{0}^{T_{EOC}} \left( \frac{P_i(x,t') - P_i(x,t)}{\chi(x,t') P_i(x,t)} \right)^2 dt' + \frac{\sum_{i=1}^{5} \left( C_{s,i}(t) - C_{s,i}(t) \right)^2}{\chi_{s}(t)} \right] + \frac{\left( T_{EOB} - T_{EOC} \right)^2}{\chi} + \frac{\left( T_{EOB} - T_{EOC} \right)^2}{\chi L X T}
\]

is minimized,

where

- \( P_i \) - relative assemblywise power according to thermocouple measurement in assembly \( i \)
- \( p \) - relative power according to self-powered detector measurement
- \( N_{tc} \) - number of thermocouples
- \( N_{sdp} \) - number of self-powered detectors
- \( \chi \) - relative error
- \( C_s \) - boron concentration
- \( T_{EOB} \) - part of operating lifetime, in which reactor was controlled by boric acid
- \( T_{EOC} \) - full operating lifetime of a cycle

The work of the code was tested by calculations of the VVER-440 reactor on the basis of mean relative power in assemblies according to thermocouple measurements from the 1st, 2nd and 3rd fuel cycle of the 4th unit of the Jaslovske Bohunice Nuclear Power Plant (NP). Considerable differences of relative power in assemblies on the core edge led to a correction of boundary conditions on the boundary with radial reflector. In case there are great differences with opposite sign in adjacent assemblies a better agreement can be reached by correction of local boundary coefficients only. These coefficients correct local values of boundary conditions of a single abscession of the interface core - radial reflector. Their correction (on the base of measurements from the beginning of the 1st cycle) led to the decreasing of relative errors in boundary assemblies.
Table 2  An improvement of relative assemblywise powers description
J.Bohunice-4 NPP, 1st, 2nd, 3rd cycle
( O - original data set, C - corrected data set )

<table>
<thead>
<tr>
<th>Deviation</th>
<th>Functional</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>positive</td>
</tr>
<tr>
<td>0</td>
<td>1.9</td>
</tr>
<tr>
<td>C</td>
<td>1.4</td>
</tr>
<tr>
<td>0</td>
<td>4.1</td>
</tr>
<tr>
<td>C</td>
<td>2.9</td>
</tr>
<tr>
<td>0</td>
<td>3.2</td>
</tr>
<tr>
<td>C</td>
<td>2.8</td>
</tr>
</tbody>
</table>

All coefficients for an approximation of the diffusion length were corrected ( for all fuel types ) on the data from the 3rd fuel cycle ( the reason is to consider the whole interval of burn-up ) for the decreasing of relative errors in internal assemblies.

The comparison of calculational results with original input data and with a data set with corrected diffusion length coefficients and local boundary coefficients is presented in Table 2. The comparison of relative errors at one time point is demonstrated in Figure 1. Experimental data in the sector of symmetry 60° for a fuel charge with symmetry 30° were given. Relative great differences of measured values for some assemblies in symmetric position influence error distribution after the correction, too, and speaks about the quality of measurements or about the other sources of differences ( manufacturing, geometry ).

The general validity of corrected data was tested by experimental data from the 2nd fuel cycle, which were not used for the correction.

Later the code was tested by experimental data from the 1st cycle of the Loviisa-1 NPP, which had a different initial loading pattern. It is not possible to use for this reactor the data set corrected on the base of measurements from the J.Bohunice-4 NPP. An influence of correction of the same groups of coefficients ( diffusion length approximation was corrected in spite of little burn up ) on the measurements from this reactor and comparison with results of HEXBU-30 and BIPR-7 codes [7] is presented in Tab. 3 and on Fig. 2, 3.

The experimental data for this reactor were given in the 30° sector of symmetry. An influence of measured values differences in symmetric positions is eliminated in this case.

Most of all it is necessary to test widely the code by measurements from other reactors. According to up to now obtained results from the measurements which were at our disposal it can be supposed, that corrected data set can be probably used for other cycles of the same reactor to reach better agreement at least. It can be supposed, that this situation is partly caused by the fact, that the described correction can reduce systematic differences between the results of calculations and measurements, which can be different for different reactors ( units ) or for different loading patterns of the same unit, too. The reduction of systematic errors is estimated about 30 - 50 % and for the calculated examples practically vanish. But the experience from various calculation should be greater to support such statements.
Table 3: An improvement of relative assemblywise powers description and comparison with BIPR-7 and HEXBU-3D codes

<table>
<thead>
<tr>
<th></th>
<th>37 EFPD mean</th>
<th>285 EFPD mean</th>
<th>Oper. Deviation maximum</th>
<th>Deviation maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>negative</td>
<td>positive</td>
<td>negative</td>
<td>positive</td>
</tr>
<tr>
<td>BIPR-6</td>
<td>1.52</td>
<td>3.2</td>
<td>-5.7</td>
<td>1.81</td>
</tr>
<tr>
<td>BIPR-6cr</td>
<td>0.99</td>
<td>1.8</td>
<td>-2.1</td>
<td>0.91</td>
</tr>
<tr>
<td>BIPR-7</td>
<td>1.15</td>
<td>2.8</td>
<td>-2.8</td>
<td>1.50</td>
</tr>
<tr>
<td>HEXBU-3D</td>
<td>1.40</td>
<td>4.8</td>
<td>-2.7</td>
<td>1.36</td>
</tr>
</tbody>
</table>

xx number of assembly in

<table>
<thead>
<tr>
<th></th>
<th>46 47</th>
<th>60º sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>x.x BIPR-6</td>
<td>-0.4</td>
<td>-2.7</td>
</tr>
<tr>
<td>x.x BIPR-6cr</td>
<td>1.0</td>
<td>-1.3</td>
</tr>
<tr>
<td>x.x BIPR-7</td>
<td>1.05</td>
<td>4.8</td>
</tr>
<tr>
<td>x.x HEXBU-3D</td>
<td>38</td>
<td>39 40</td>
</tr>
<tr>
<td></td>
<td>41</td>
<td>-2.6</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>-2.3</td>
</tr>
<tr>
<td></td>
<td>43</td>
<td>-1.7</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>-5.7</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>-1.4</td>
</tr>
<tr>
<td></td>
<td>46</td>
<td>-0.9</td>
</tr>
<tr>
<td></td>
<td>47</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>49</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>53</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>54</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>55</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>56</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>57</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>58</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>59</td>
<td>-1.3</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>-1.3</td>
</tr>
</tbody>
</table>

Fig. 2: An improvement in relative assemblywise power description and comparison with BIPR-7 and HEXBU-3D codes

Table 4: An improvement of relative assemblywise powers description and comparison with BIPR-7 and HEXBU-3D codes (cr - calculation with corrected data set)

<table>
<thead>
<tr>
<th>Loviisa-1 NPP, 1st cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>xxx number of assembly in</td>
</tr>
<tr>
<td>60º sector</td>
</tr>
<tr>
<td>x.x BIPR-6</td>
</tr>
<tr>
<td>x.x BIPR-6cr</td>
</tr>
<tr>
<td>x.x BIPR-7</td>
</tr>
<tr>
<td>x.x HEXBU-3D</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

CONCLUSION

The aim of the work is to evaluate experiments and measurements which can bring information about the neutron fluxes in the critical assemblies and cores of power reactors. It is shown when we take into account all experimental data and the whole problem of comparison with theory is formulated as a variational functional we are able to find better description of measurements and through the model of description (equations) we are able to transfer corrected models to the situations in which possibility of measurements are very limited. In our definite examples the dependences of the fuel elements power distributions in the neighborhood of material heterogeneities between the theory and experiments were about three times lower and the systematic character of errors has left.

Special software enables us not only to solve new equations but also to work with the libraries of experimental data and to evaluate calculations and experiments quickly.
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NUMERICAL SOLUTION OF THE CRITICALITY PROBLEM FOR VVER FUEL ASSEMBLIES BY THE MONTE CARLO CODES MOCA AND MOCA 2

J. KYNCL
Nuclear Research Institute, Rež, Czechoslovakia

Abstract

The codes MOCA and MOCA 2 serve to detailed solution to the problem for transport equation in case of three-dimensional hexagonal geometry and energy group description. They have been implemented to personal computer. In MOCA code, the problem is solved by method of successive generations. Different way of the solution is used in MOCA 2 code. It is based on theory of positive operators and it enables to avoid the problem of bias which frequently occurs in the method of successive generations. In this contribution, information concerning input and output of the codes, their possible applications and some results are presented.

THE PROBLEM SOLVED

The codes have been developed to numerical solution of the criticality problem for steady state linear Boltzmann equation. They are designated for calculation of detailed neutron flux distribution in a reactor and they are composed in such a way to model correctly a real situation. Nevertheless, the following conditions are assumed to be satisfied

a) Region of fuel assembly is considered which is placed either in vacuum or in infinite regular hexagonal lattice. Next, existence of 30° - or 60° - sector of symmetry of the assembly is supposed (Fig 1 and 2)

b) The assembly is composed of cells which, in transversal (i.e. x - y) direction have shape of regular hexagon filling up regular hexagonal lattice and of an envelope
c) The problem has form

\[ A\varphi = \lambda \varphi + \sum \Sigma_T(\vec{x},E)\varphi(\vec{x},E,\omega), \]

\[ B\varphi = \int dE' d\omega' \sum \Sigma_S(\vec{x},E'->E,\omega'->\omega) \varphi(\vec{x},E',\omega'), \]

\[ \varphi = \int dE' d\omega' \varphi(\vec{x},E',\omega') \chi_f(E)\nu(E')\Sigma_T(\vec{x},E') \]

\[ +2\chi_n(E)\Sigma_n(\vec{x},E')/4/\pi \]

Next, \( \vec{x}, E, \omega \) mean the spatial coordinate, energy and the angular vector, \( \Omega \) the surface of unit sphere, \( \Sigma_T \) the total macroscopic effective cross-section, \( \Sigma_S, \Sigma_T \) and \( \Sigma_n \) the macroscopic cross-sections for scattering, fission and \((n,2n)\) reaction, \( \chi_f \) and \( \chi_n \) the energy spectrum of neutrons from the fission and \((n,2n)\) reaction, \( \nu(E') \) the number of fission neutrons corresponding to energy \( E' \) of impinging neutron, \( k_{\text{eff}} \) the effective multiplication factor and \( \varphi \) is the differential neutron flux.
d) Problem (1) is solved in energy group formalism assuming that scattering cross-section is known as a decomposition to Legendre polynomials in angular variable.

The main result of numerical solution to problem (1) is the multiplication coefficient and integral neutron flux

$$\Phi(x,E) = \int_0^\infty \varphi(x,E,w)$$

in individual energy groups and spatial zones. This flux computed serves as a basis for evaluation of another physical quantities: power in any of zones, mean power density per fuel rod, mean neutron flux per cell, the mean flux in the assembly, activation rate, mean effective cross-sections per cell and reductions of groups and the mean diffusion constants for the assembly in reduced energy groups /1/.

METHOD OF THE SOLUTION

In both codes, the problem is solved by monte Carlo method. Specifically, method of successive generations is used in MOCA code:

Problem (1) is transformed to the integral form

$$\lambda \varphi = (I - A^{-1}B)^{-1}A^{-1}\lambda \varphi = T \varphi , \quad \varphi \in D(T) = \mathbb{R}(D)$$

and iterative scheme

$$\varphi_{i+1} = T \varphi_i ,$$

$$\lambda_i = \langle \varphi_{i+1}, g \rangle / \langle \varphi_{i+1}, \varphi \rangle , \quad i=0,1,...$$

$$\lambda = \lim_{i \to \infty} \lambda_i \ , \quad \varphi = \lim_{i \to \infty} \varphi_i / \langle \varphi_{i+1}, g \rangle$$

is employed. Here, $g$ is a function and $\langle \varphi_i, g \rangle$ means scalar product, e.g.

$$(\varphi_i, g) = \int \varphi_i(x,E,w) g(x,E,w) dxdw.$$ 

In any generation $i$, scalar product $\langle \varphi_i, g \rangle$ is simulated by means of results of $N_i$ mutually independent trials in a process of random collisions. Unfortunately, such a computation leads to a bias. It has been shown that the error depends on the number $N$ of trials per one generation and it does not decrease with the number of generations used (see e.g. /2/).

To avoid this difficulty we have employed rather different idea of computation in code MOCA 2:

By appropriate choice of the domain $D(T)$ operator $T$ gains these properties:

a) $T$ is linear and positive .

b) $T^2$ is compact.

c) Spectral radius $r(T)$ of $T$ is positive

(see e.g. /3/). Then, according to theory of positive operators /4/, there is one and only one nonnegative eigensolution $\varphi_0$ to the problem (2) eigenvalue $\lambda_0$ corresponding to it being positive and

$$\lambda_0 = r(T).$$

Next, for any function $\chi \in D(T)$ and for any positive integer $n$, relation

$$T^n \chi = \varphi_0 \varphi_0^* \varphi_0 \chi + T^n_1 \chi$$

holds. Here, $\varphi_0$ is a positive eigensolution to the problem adjoint to (2) and $T_1$ is a linear operator such that

$$r(T_1) < \lambda_0 .$$

Clearly, by (3)

$$\lambda_0 = \lim_{n \to \infty} \{(T^n \chi, g)/(T^n_1 \chi, g)\}^{1/(n-m)} .$$

(4)
In the code MOCA 2, scalar product \((T x,g)\) is simulated by means of special random process and \(\lambda_0 = k_{\text{eff}}\) calculated according to expression (4) for \(n, m\) sufficiently great. Accuracy \(e_{m,n}\) corresponding to eigenvalue \(\lambda_0\) is computed from expression

\[
e_{m,n} = \left\{ \frac{1 - c_n}{1 - c_m} \right\}^{1/(n-m)} - 1
\]

where \(c_k\) denotes the accuracy of product \((T x,g)\) determined by Monte Carlo method. In this way, using MOCA 2 code, we obtain numerical results bias of which can be made arbitrarily small (for some details, see /5/).

APPLICATIONS

The codes MOCA and MOCA 2 are written in FORTRAN and recently they have been implemented also to personal computers AT-286 and AT-386 using operating system DOS 3.30 and OS/2. They consist of 2313 and of 2523 statements and they need about 400 KB of the computer memory. Under OS/2, history of a particle takes about 0.1 sec.

MOCA code has been utilized to the computations connected with the project "Compact Spent Fuel Storage". Three-dimensional four-group calculations of a fuel assembly of the VVER type with an absorbing envelope have been carried out with the code. In this way, preparation of the mean diffusion constants for such assemblies was evaluated. Also, the utilization of diffusion codes to more detailed calculations in the case of complicated fuel assembly geometry has been tested. In this case, remarkable differences frequently appeared between the results computed by transport and by diffusion codes.

Several problems were computed also by MOCA 2 code and results of two of them are shown from the table. Problem 1 (a - d) corresponds to the case of fuel assembly VVER-1000 being placed in infinite regular hexagonal lattice of the same assemblies. Absorbing rods are in and the height of the assembly is considered as infinite. Formulation of second problem is the same but the absorbing rods are replaced by water. The computations were performed in two steps: Resulting particle distribution from the first step served as a starting point in the next one of computation (see variants a), b) and c), d), respectively). In both steps, we have put \(n = 100\) and \(m = 5\). For comparison, the same problems were computed by the method of successive generations (code MOCA).

In this case we have considered 100 particles per one generation, 5 initial generations were omitted.

Table

Results of two test problems

<table>
<thead>
<tr>
<th>Var.</th>
<th>N. hist</th>
<th>(k_{\text{eff}})</th>
<th>Err. (%)</th>
<th>N. hist</th>
<th>(k_{\text{eff}})</th>
<th>Err. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a)</td>
<td>600</td>
<td>0.9585</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1b)</td>
<td>1100</td>
<td>0.9610</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1c)</td>
<td>400</td>
<td>0.9650</td>
<td>0.11</td>
<td>124500</td>
<td>0.9517</td>
<td>0.31</td>
</tr>
<tr>
<td>1d)</td>
<td>900</td>
<td>0.9643</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2a)</td>
<td>700</td>
<td>1.1547</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2b)</td>
<td>800</td>
<td>1.1533</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2c)</td>
<td>400</td>
<td>1.1528</td>
<td>0.15</td>
<td>177400</td>
<td>1.1434</td>
<td>0.24</td>
</tr>
<tr>
<td>2d)</td>
<td>1100</td>
<td>1.1522</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
AN EQUIVALENCE PRINCIPLE FOR THE ADJOINT NEUTRON FLUX IN LATTICE CELL
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Abstract

The adjoint flux calculated by multigroup effective cross sections generated by considering the conservation of reaction rates in the direct flux has a noticeable error specially in the resonance energy range. In this work an equivalence principle for adjoint flux is developed for the calculation of multigroup effective cross sections to be used in adjoint flux calculation. These multigroup effective cross sections can be tabulated as functions of two independent parameters, namely: the equivalent cross section and the total macroscopic cross section of the moderator medium. The numerical calculations showed a linear dependence of the multigroup effective cross sections with the second parameter.
1. Introduction

The equivalence principle [1] is widely used in reactor cell calculation codes [2], [3], for generating the effective multigroup cross sections which are tabulated as functions of a parameter named equivalent cross section [4], and are stored in the code library.

In most of the cell calculation codes the effective multigroup cross sections are generated considering the conservation of reaction rates in the direct flux, they are used in calculation of both direct and adjoint multigroup flux distribution. It is evident that the adjoint flux calculated by this method is erroneous. The error is small in energy regions in which the spectrum is slowly varying with energy, such as in thermal energy range. In the resonance energy range the error is significant [5]. In fact, in direct flux weighting, the reaction rates are conserved, what is required in the adjoint flux calculation is not to conserve the reaction rates but to conserve the integral of the neutron importance function multiplied by the cross section. In case of homogeneous medium this error was estimated numerically using very fine group width [6]. To our knowledge there is no published estimation of this error in case of heterogeneous reactor lattice cell calculations.

In the present work, a trial is made to derive an equivalence principle applicable for generating the effective multigroup cross sections in the resonance energy regions suitable for adjoint flux calculations in reactor lattice cells.

2. Derivation of Adjoint Spectrum Equation

The equation describing the neutron adjoint spectrum for the fuel zone can be written in the form:

\[ E_0 \phi^*_0 = P_{00} R^*_0 \phi^*_0 + P_{01} R_1 \phi^*_1 \]  \hspace{1cm} (1)

where

- \( \phi^*_0 \): Adjoint flux
- \( E_0 \): Total macroscopic cross section
- \( P_{00}, P_{01} \): Probability that a neutron born in zone (0) has its first collision in zone (0), \( P_{00} + P_{01} = 1 \)
- \( R^*_0 \): Adjoint slowing down operator

Equation (1) can be written as

\[ E_0 \phi^*_0 = P_{00} R^*_0 \phi^*_0 + \sum_j (1-P_{00}) \frac{R^*_1 \phi^*_1}{L_1} \]  \hspace{1cm} (2)
Now define a Green's function such that

$$\Sigma_0(u) \phi^*(u,u_0) = P_{cc} R_0 \phi^*(u,u_0) + \Sigma_1 (1-\Sigma_0) \delta(u_0) \quad (3)$$

where $\phi^*(u,u_0)$ is the adjoint flux inside the absorber at lethargy $u$ due to a unit source at lethargy $u_0$, $\delta$ is the Dirac delta function.

Now, define the function

$$\psi(u) = \frac{R_1 \phi^*(u)}{\Sigma_1} \quad (4)$$

which describes the contribution of the moderator. The adjoint flux spectrum in fuel region can be described by:

$$\phi^*(u) = \int_{-\infty}^{u} du_0 \phi^*(u,u_0) \psi(u_0) \quad (5)$$

If we consider that $\psi(u)$ is a slowly varying function of lethargy, we can write that

$$\phi^*(u) = \psi(u) \phi^*(u) \quad (6)$$

where

$$\phi^*(u) = \int_{-\infty}^{u} du_0 \phi^*(u,u_0)$$

In order to get $\phi^*(u)$, equation (3) is integrated over $u_0$ from $-\infty$ to $u$, then

$$R_0 \phi^*(u) - (\Sigma_0+E_0) \phi^*(u) + \frac{E_0}{E_0} E_1 = 0 \quad (7)$$

where, $E_0$ is the equivalent cross section given by:

$$E_0 = L_0 \left(1 - \Sigma_0 \right)$$

$\phi^*$ describes the fine structure of the adjoint spectrum inside a particular resonance. It can be seen from equation (7) that the value of $\phi^*$ depends only on two independent parameters: $E_0$ and $E_1$ whatever the physical structure of the lattice cell is. This means that an effective cross section tabulation for the adjoint calculation can be realized as a function of the two parameters $E_0$ and $E_1$.

In the following section the narrow resonance approximation will be considered.

3. Narrow Resonance Approximation

$R_0 \phi^*$ is given by

$$R_0 \phi^* = E_0 (u) \int P(u'\rightarrow u) \phi^*(u') du'$$

where $P(u'\rightarrow u)$ is the scattering kernel. If the lethargy width of the resonance is small compared to the average lethargy decrement by collision, narrow resonance approximation is applicable and $\phi^*(u')$ must take its asymptotic value outside the resonance, i.e. $\phi^*(u')=1...$

so that

$$R_0 \phi^* = E_0 (u)$$
Substituting in equation (7), then

\[
\phi_0 = \frac{\Sigma_1(u) + \Sigma_e}{\Sigma_2(u) + \Sigma_e}
\]  

(9)

4. Numerical Applications

The multigroup effective cross sections weighted by the adjoint flux are calculated for the most important resonances of U-238 and the corresponding resonance integral for the energy range from 3.928 up to 454 ev for thermal light water reactor lattices. The United Kingdom Nuclear Data Library (UKNDL) [7] is used. The collision probability \(P_{00}\) is calculated using a method developed by (A. KAVENOKY) [8]. Uranium oxide fuel moderated with light water lattices are used. The moderator to fuel volume ratios are 3.7, 1 and 0.7. For each of these cases the fuel radius is 0.5cm. The fuel is UO\(_2\) containing natural uranium at a density of 0.0233 \(\times 10^{24}\) molecules/cm\(^3\). The clad is of 0.6mm thickness zirconium. The density of the light water used is 0.71 gm/cm\(^3\).

In table 1 the effective cross sections weighted by adjoint flux (denoted by SA) are compared with those weighted by direct flux using LIVOLANT-JEAN PIERRE method [4] (denoted by SD). The infinite dilution cross sections (SI) are presented also in the same table. The effective resonance integrals (denoted by \(I_{eff}\)) are represented also in the same manner.

5. Discussion of Results

The comparison between the values of the effective cross sections weighted by the direct flux spectrum (SD) and those weighted by the adjoint flux spectrum (SA) in Table (1) indicates the following:

- The self shielding effect is much more significant in case of (SD) than in case of (SA) since the value of the latter is much higher than that of the first for all resonances.

<table>
<thead>
<tr>
<th>Energy range</th>
<th>SI</th>
<th>Vm/Vf=2.7</th>
<th>Vm/Vf=1</th>
<th>Vm/Vf=0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ev)</td>
<td>SD</td>
<td>SA</td>
<td>SD</td>
<td>SA</td>
</tr>
<tr>
<td>6.476-8.315</td>
<td>515.64</td>
<td>16.244</td>
<td>35.943</td>
<td>13.341</td>
</tr>
<tr>
<td>17.600-22.60</td>
<td>247.26</td>
<td>10.053</td>
<td>64.703</td>
<td>8.62</td>
</tr>
<tr>
<td>37.270-47.85</td>
<td>179.97</td>
<td>5.514</td>
<td>95.011</td>
<td>4.754</td>
</tr>
<tr>
<td>61.440-78.87</td>
<td>47.896</td>
<td>2.602</td>
<td>23.867</td>
<td>2.326</td>
</tr>
<tr>
<td>101.30-130.0</td>
<td>41.553</td>
<td>2.661</td>
<td>26.995</td>
<td>2.175</td>
</tr>
<tr>
<td>I_{eff}</td>
<td>14.566</td>
<td>71.473</td>
<td>12.278</td>
<td>71.501</td>
</tr>
</tbody>
</table>
There is a strong dependence of the value of \((SD)\) for a given resonance on the moderator to fuel volume ratio \((v_m/V_f)\), where \((SD)\) increases significantly with increased value of \((v_m/V_f)\). At the same time the value of \((SA)\) increases very slightly with increased value of \((v_m/V_f)\) and their dependence is practically insignificant.

These phenomena can be explained as follows:

The fine structure of the direct flux spectrum for the fundamental mode in the narrow resonance approximation can be described by

\[ \phi_0 = \frac{E_p + E_e}{E_0(u) + E_e} \tag{10} \]

where \(E_p\) is the potential scattering cross section in fuel region.

Using expressions (9) and (10) it can be seen that inside a resonance region the depression in the direct flux spectrum distribution should be much more important than the depression in the adjoint flux spectrum distribution. In fact, in the latter case, the existence of \(E_e(u)\) in the numerator, compensates considerably the effect of \(E_0(u)\) in the denominator, since \(E_e(u)\) has a resonance structure comparable practically to that of \(E_0(u)\). This explains the weak self shielding of \((SA)\). In other hand it can be seen from expression (10) that the value of \(\phi_0\) for a given resonance increases with increased values of \(E_0\), this means lower self shielding effect, and an increased values of \((SP)\), while, in expression (9) \(E_e\) in the numerator is multiplied by the fraction \(E_1/E_0(u)\) which is usually a very small fraction. Hence the dependence of \((SA)\) on \(E_e\) is weak (for a given fuel radius \(E_e\) increases with \((v_m/V_f)\)).

It can be seen clearly that the difference between the effective cross sections for direct and adjoint flux weighting is significant. This means that the adjoint flux calculated using direct flux weighting cross sections can have a great error particularly in the resonance region.

6. Effective Cross Section Tabulation

It needs more computation effort to calculate the effective cross sections weighted on adjoint flux using two parameters \(E_e\) and \(E_1\) (double tabulation), for this reason analysis is made for the influence of the second parameter \((E_1)\). In table 2 the percentage change in \(E_1\) (denoted by \(D_1\)) (in case of \(V_m/V_f\geq 2.7\)) and the corresponding percentage change in effective cross sections (denoted by \(DS\)) as well as the percentage change in the effective resonance integral (DI).
The effect of the moderator total macroscopic cross section on the effective cross sections weighted on adjoint flux

<table>
<thead>
<tr>
<th>Energy range (eV)</th>
<th>$D_1=-50%$</th>
<th>$D_1=-25%$</th>
<th>$D_1=25%$</th>
<th>$D_1=50%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$6.476-8.315$</td>
<td>-10.7%</td>
<td>-5.9%</td>
<td>4.9%</td>
<td>9.8%</td>
</tr>
<tr>
<td>$17.600-22.60$</td>
<td>-3.6%</td>
<td>-1.8%</td>
<td>1.8%</td>
<td>3.6%</td>
</tr>
<tr>
<td>$37.270-47.85$</td>
<td>-0.8%</td>
<td>-0.4%</td>
<td>0.4%</td>
<td>0.8%</td>
</tr>
<tr>
<td>$61.440-78.87$</td>
<td>-2.1%</td>
<td>-1.1%</td>
<td>1.1%</td>
<td>2.1%</td>
</tr>
<tr>
<td>$101.30-130.0$</td>
<td>-2%</td>
<td>-1%</td>
<td>1%</td>
<td>2%</td>
</tr>
</tbody>
</table>

It can be concluded that the effective cross section value is approximately a linear function of $D_1$. Then the tabulation procedure is considerably facilitated, since we can use only two values for linear interpolation.

7. Conclusion

In this work an equivalence principle is derived for the calculation of multigroup effective cross sections to be used for adjoint flux calculations. It was verified that they can be tabulated as functions of two independent parameters, namely the equivalent cross section ($E_E$) and the macroscopic total cross section of the moderator ($E_I$). However, the numerical calculations showed that the effective multigroup cross sections have a linear dependence on $D_1$ which considerably facilitate the tabulation procedure.
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Abstract
In the present work the mathematical expressions for the direct and adjoint flux in fine structure and in multigroup formalisms are analyzed. A mathematical correlation between the values of the reactivity effect calculated by each formalism is established. The discrepancy in multigroup calculation is estimated and analyzed for different categories of perturbations in light water reactor systems.

NOMENCLATURE

- $\phi$ is the perturbed flux, $D$ is the total importance.
- $< >$ signify integration over space and energy variables.
- In the resonance region both $\phi$ and $\delta H$ have a fine structure as function of energy variable.

The effective multigroup cross section data in the resonance region are calculated with consideration of the fine structure effect on the direct flux only [3]. If these cross sections data are used as it is the usual practice in evaluating the reactivity effect (equation 2), it is not evident that the result will be exact. By the word exact we mean that the solution agrees with the result which can be obtained when using the exact fine structure distribution for both the cross-section data, the direct flux and the adjoint flux.

The aim of this work is to clarify some aspects of this problem.

2. Fine structure of direct and adjoint flux

In an infinite homogeneous medium, the neutron flux must satisfy the equation:

$$\Sigma_t(E)\phi(E) = \int \Sigma_t(E') \cdot P(E' \rightarrow E) \phi(E')dE'$$

Since $\chi(E)$ and $P(E' \rightarrow E)$ are independent of the cross section value at $E$, the right hand side of equation (3) does not have an energetic fine structure correlated to the cross section at $E$. Again if the hypothesis of narrow resonance is assumed, it will be a slowly varying function of energy and can be considered constant over some resonances situated within an energy group around $E$ [4]. Equation (3) can then be written as:

$$\Sigma_t(E)\phi(E) = F(E)$$

where $F(E)$ is a slowly varying function of $E$ representing the right hand side. This shows that the direct flux have a fine structure similar to that of $1/\Sigma_t(E)$.

The adjoint flux is given by the adjoint version of Equation (3), namely:

$$\Sigma_t(E)\phi^*(E) = $$

In the same way the two integrals in the right hand side of equation (4) do not have fine structures correlated to that of the cross section at $E$. The second integral is constant by normalization and is denoted by $\Gamma^{-1}(E)$.
Then we can write:

\[
\begin{align*}
\Sigma_i(E)\phi'(E) &= \Sigma_i(E)\phi(E) + v\Sigma_i(E)\bar{H} \\
\phi'(E) &= \frac{\Sigma_i(E)}{\Sigma_i(E)} \frac{\bar{G}(E)}{\bar{H}} + v\Sigma_i(E)\bar{H} \\
\end{align*}
\] (4a)

(4b)

It can be seen that the adjoint flux has a fine energy structure related to those of the fission, scattering and total cross sections. However it can be observed that this fine structure is more smooth than that of the direct flux due to the presence of \(\Sigma_i(E)\) in the denominator of the expressions \(\Sigma_i(E)\) and \(\phi(E)\).

\[\text{It is easily to verify that :}\]

\[\Sigma_i(E) = \frac{1}{[1/\Sigma_i(E)]}\] (6a)

Then

\[\frac{\Sigma_i(E)}{\Sigma_i(E)} \frac{\bar{G}(E)}{\bar{H}} = \frac{\Sigma_i(E)}{\Sigma_i(E)} \frac{\bar{G}(E)}{\bar{H}} + v\Sigma_i(E)\bar{H} \]

integrating equation (3b) and (4b) from \(E_1\) to \(E_2\) and substitute from (6a) and (6b), we obtain:

\[\frac{\phi'(E)}{\phi(E)} = \frac{\bar{G}(E)}{\bar{H}} \frac{\Sigma_i(E)}{\Sigma_i(E)} + v\Sigma_i(E)\bar{H} \]

(7a)

(7b)

3. Multigroup flux and Multigroup cross sections

The multigroup effective cross section \(\Sigma_i(E)\) for any type of reaction \(x\) around an energy \(E\) in any one group of energy extending from \(E_1\) to \(E_2\), such that \(E\) is the mean value of \(E_1\) and \(E_2\) is defined by the equation.

\[\Sigma_i(E) = \frac{\Sigma_i(E)}{\Sigma_i(E)} \frac{\bar{G}(E)}{\bar{H}} + v\Sigma_i(E)\bar{H} \]

This can be written in the form

\[\Sigma_i(E)[\phi(E)] = [\tau_i(E)] \cdot \phi(E) \]

(5)

where \([\phi(E)]\) is the average flux in the interval \(E_1\) to \(E_2\) and is given by:

\[\phi(E) = \frac{1}{E_2 - E_1} \int_{E_1}^{E_2} \phi(E) \, dE \]

and

\[\Sigma_i(E)[\phi(E)] = \frac{1}{E_2 - E_1} \int_{E_1}^{E_2} \Sigma_i(E)\phi(E) \, dE \]

This can be written in the form

\[\Sigma_i(E)[\phi(E)] = \frac{\Sigma_i(E)}{\Sigma_i(E)} \frac{\bar{G}(E)}{\bar{H}} + v\Sigma_i(E)\bar{H} \]

using equations (3a) and (3b) and substitute in (5) we get:

\[\Sigma_i(E)[\phi(E)] = \frac{\Sigma_i(E)}{\Sigma_i(E)} \frac{\bar{G}(E)}{\bar{H}} + v\Sigma_i(E)\bar{H} \]

Then we can write

\[\Sigma_i(E) = \frac{[\Sigma_i(E)]}{[1/\Sigma_i(E)]} \]

(6b)

4. Multigroup equation of the direct and adjoint flux

In the multigroup formalism, the direct flux is given by the equation:

\[\Sigma_i(E)[\phi(E)] = \sum \bar{G}(E')\phi(E')\Delta E' \]

\[+ \chi(E)\sum v\Sigma_i(E')\phi(E')\Delta E' \]

where \([\phi(E)]\) is the average flux in the interval \(E_1\) to \(E_2\) and is given by:

\[\phi(E) = \frac{1}{E_2 - E_1} \int_{E_1}^{E_2} \phi(E) \, dE \]

and

\[\Sigma_i(E)[\phi(E)] = \frac{1}{E_2 - E_1} \int_{E_1}^{E_2} \Sigma_i(E)\phi(E) \, dE \]

This equation gives the average flux in each group, using a multigroup effective cross section values.

The multigroup adjoint flux \(\phi'(E)\) is defined by taking the adjoint of equation (8) using the same multigroup effective cross section values.

\[\Sigma_i(E)[\phi'(E)] = \sum \bar{G}(E')\phi'(E')\Delta E' \]

\[+ \chi(E)\sum v\Sigma_i(E')\phi'(E')\Delta E' \]

It is clear that the multigroup average flux values given by equation (9) are identical to those given by equation (7a) or (3) but it is not evident that the adjoint flux values given by equation (9) are identical to those given by equation (7b) or (4b). However \(\phi'(E)\) can satisfy an equation similar to (7b):

\[\phi'(E) = \bar{G}(E') \frac{\Sigma_i(E)}{\Sigma_i(E)} + v\Sigma_i(E)\bar{H} \]

(7c)

where

\[\bar{G}(E') = \sum \bar{G}(E)\phi'(E')\Delta E' \]

(10a)

which is a slowly varying function of \(E\)

and

\[\bar{H}' = \sum \chi(E)\phi'(E')\Delta E' \]

(10b)

which, by normalization, takes a constant value.
5. Evaluation of Reactivity Effect

For a cross section perturbation \( \delta \Sigma(E) \), equation (2) will be used to evaluate the reactivity effect using the fine structure and the multigroup formulations.

It will be considered that both direct and adjoint fluxes are normalised in the following manner:

\[
\int \phi \Sigma \phi(E) \, dE = 1 \quad \text{(11a)}
\]

\[
\int \phi \Sigma \phi(E) \, dE = 1 \quad \text{(11b)}
\]

\[
\sum \chi \phi \Sigma \phi(E) \, dE = 1 \quad \text{(11c)}
\]

\[
\sum \chi \phi \Sigma \phi(E) \, dE = 1 \quad \text{(11d)}
\]

For convenience, equation (2) will be formulated as

\[
\delta \rho = \langle \phi, H^* \delta \phi \rangle \quad \text{(2a)}
\]

where \( H^* \) is the adjoint operator to \( H \).

1/D is omitted by normalisation.

In fine structure formulation \( \delta \rho \) is given by

\[
\delta \rho_f = \int \phi \Sigma \phi'(E) \, dE \cdot \delta \phi(E) \, dE' \quad \text{and} \quad \delta \rho_a = \int \phi \Sigma \phi(E) \, dE \cdot \delta \phi'(E) \, dE' \quad \text{(12a)}
\]

In multigroup formulation the change of reactivity \( \delta \rho_m \) is given by

\[
\delta \rho_m = \sum \phi(E) \cdot \sum \phi(E) \cdot \delta \phi(E) \cdot \delta \phi'(E) \quad \text{and} \quad \delta \rho_m = \sum \phi(E) \cdot \sum \phi(E) \cdot \delta \phi(E) \cdot \delta \phi'(E) \quad \text{(12b)}
\]

It is required to identify the difference between \( \delta \rho_f \) and \( \delta \rho_m \) taking into consideration the relations obtained previously and considering the normalisations in equations (11a, 11b, 11c and 11d).

The integration in equation (12a) can be expressed as a summation of individual integrations, each one is carried out over an energy group corresponding to the same division as in the multigroup case:

\[
\delta \rho_f = \sum \int \phi \Sigma \phi(E) \, dE \cdot \delta \phi(E) \, dE' \quad \text{and} \quad \delta \rho_m = \sum \int \phi \Sigma \phi(E) \, dE \cdot \delta \phi(E) \, dE' \quad \text{(13a)}
\]

The second term in the right hand side of equation (13a) represents a correction term which is denoted by \( R \). We can see that the error in reactivity effect calculated by a multigroup formalism depends only on the error in evaluating the total importance of slowed down neutrons, this error can be minimized by reducing the value \( G - \bar{G} \).

6. Special case: Correction term in the resonance region

The correction term \( R \) (equation 14) is written in the form

\[
R = \sum (\phi(E) \cdot \Delta \Sigma \phi(E) \cdot (\bar{G}(E) - \bar{G}(E)) \cdot \frac{\delta \Sigma(E)}{\delta \Sigma(E)} - \frac{\delta \Sigma(E)}{\delta \Sigma(E)} \quad \text{(15)}
\]
Now considering the value of $G''(E)$

$$G'(E) = \sum \tilde{P}(E-E')\Phi'(E') \Delta E'$$  \hspace{1cm} (10) \hspace{1cm} (a)

where $\tilde{P}(E \rightarrow E')$ is calculated in most calculation codes by the formula

$$\tilde{P}(E \rightarrow E') = \frac{1}{\tilde{Z}(E)} \frac{\int \Sigma(E) \Phi(E) \Phi(E') \Delta E}{\int \Phi(E) \Delta E}$$

where $\int$ signifies integration over the energy interval of the corresponding group.

For the resonance region, which is generally situated in the slowing down range, the scattering kernel can be represented as a separable functions, then we can write [5]

$$P(E \rightarrow E') = Z(E) \cdot Y(E')$$  \hspace{1cm} (16)

it follows that

$$\tilde{P}(E \rightarrow E') = \frac{\int \Sigma(E) \cdot Z(E) \Phi(E) \Phi(E') \Delta E \cdot Y(E') \Delta E'}{\int \Phi(E) \Delta E}$$

Then we can write

$$\tilde{P}(E \rightarrow E') = \tilde{Z}(E) \cdot \tilde{Y}(E')$$  \hspace{1cm} (17)

where $\tilde{Z}(E)$ and $\tilde{Y}'(E')$ are given by

$$\tilde{Z}(E) = \frac{\int \Sigma(E) \cdot Z(E) \Phi(E) \Delta E}{\int \Phi(E) \Delta E} \hspace{1cm} \tilde{Y}(E') = \frac{\int \Phi(E') \Delta E'}{\int \Phi(E) \Delta E}$$

Substituting in (10), we obtain

$$\tilde{G}'(E) = \tilde{Z}(E) \sum \tilde{Y}(E') \Phi'(E') \Delta E$$  \hspace{1cm} (18) \hspace{1cm} (a)

Getting use of equation (16), the value of $\tilde{G}'(E)$ in equation (15) can be obtained by

$$G(E) = \tilde{Z}(E) \int \tilde{Y}(E') \Phi'(E') \Delta E'$$  \hspace{1cm} (18) \hspace{1cm} (b)

Substituting into equation (15) one gets

$$R = \sum [\Phi(E)] \Delta E \tilde{Z}(E) \int \tilde{Y}(E') \Phi'(E') \Delta E'$$  \hspace{1cm} (19)

In the slowing down region, the up scattering is neglected and the scattering kernel can be obtained from the following relation

$$\Sigma(E \cdot E') = \Sigma(E) \frac{1}{E(1 - \alpha)E'}$$ \hspace{1cm} (16) \hspace{1cm} (a)

where $\Sigma(E \cdot E')$ is the total cross section at energy $E$ and $E'$.

Then we can write

$$\tilde{Z}(E) \sum Y(E') = \frac{1}{\Delta E} \int \Phi(E) \Delta E'$$

Substituting in equation (4) and comparing with equation (9) we conclude that $\Phi'(E)$ is equivalent to $\Phi'(E)$ and hence

$$\tilde{G}(E) = \tilde{G}'(E)$$

7 - CONCLUSIONS

We conclude that the reactivity effects in infinite homogeneous medium for narrow resonances can be calculated precisely by multigroup cross sections.

In some situations such as U235 resonances situated at energies higher than 80 ev the overall result could be exact, although a term by term correspondence does not exist. In other situations a correct result can be obtained if the importance of slowed down neutrons is correctly evaluated. The case of wide resonances needs further analysis.
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Abstract
This paper presents the formulation of the adjoint depletion equations for BIPR5-AK depletion code. This code is used in NPP of Paks to calculate the performance parameters of the VVER-440 core. The adjoint depletion equations are developed using Depletion Perturbation Theory. Perturbation expressions are used to define sensitivity coefficients for responses that depend on the coupled interaction between the neutron and the special depletion fields.

For the solution of adjoint depletion equations and for the determination of sensitivity coefficients, the TAROK code is developed. Results obtained from direct calculations and from the coupled perturbation theory are compared.

The derived sensitivity coefficients are used to modify input parameters of BIPR5-AK. The modification is carried out by the minimalization of squared deviation of measured and calculated performance parameters. In the presented example, the appointed performance parameter is the assemblywise power distribution.

1 INTRODUCTION

The purpose of this paper is the presentation of a calculational method with the help of which one can improve a Depletion Code, the BIPR5-AK. The improvement is carried out with the utilization of measured performance parameters.

The main task of the Depletion Codes used in NPP is the determination of the performance parameters or operational characteristics of the core. These parameters are very important and must be known precisely to ensure safe and economic reactor performance.

These parameters are for example the length of cycle, assemblywise power distribution and various reactivity coefficients, etc. The above mentioned parameters are measurable quantities, but for the case of burnup analysis or depletion code, these parameters are integrals of the flux and nuclide fields that is it is mathematically a functional of both fields.

The accuracy of depletion code is proven if we can calculate these performance parameters with satisfactory exactness. From the operational point of view, these calculated and measurable parameters are crucial, but it seems very useful an another utilization of measured data. This is the feedback of this data to the Depletion Code to improve it. The improvement means the modification of input data with respect to measured parameters.

To achieve the modification of input parameters, we have to know the sensitivity coefficients of functional to given input parameters. For the determination of the sensitivity coefficients, we used the Depletion Perturbation Theory. The Depletion Perturbation Theory is a special case of Generalized Perturbation Theory. In our work, we use it in approximative form developed by M. L. Williams [1] and enriched by others [2-4]. This is the so-called quasi-static approximation. This formulation is consistent with the computational methods used for depletion analysis.

This method provides a very good and fast way for the determination of sensitivity coefficients. The sensitivity coefficient have been used to determine the optimal value of input parameters minimizing the squared deviation.
between the calculated and measured performance parameters with gradient method.

The BIPR-SAK is a suitable depletion code for fitting, because it's a simple 1 5 group diffusion code with previously fitted $k_{nf}$ formula. This doesn't contain cross-sections, the coefficients in $k_{nf}$ were obtained by fitting procedure. Obviously another fitting based on performance parameters is understandable.

2 DERIVATION OF ADJOINT DEPLETION EQUATIONS

The governing equations in BIPR-SAK are the followings:

\[ (A^i - \lambda^i B^i) \psi = 0 \]

\[ \frac{dK}{dt} = c \; p^i \]

\[ [ \psi^i, 1^i ] = T^i \]

The Eq (1) is the eigenvalue equation for $\psi^i$ at $t_i$.

where $A^i, \psi^i$ the diffusion and absorption term

$B^i, \psi^i$ the source term

The very simple Eq (2) describes the change of depletion with only one variable. The equation for $K^i$ the depletion variable, substitutes the nuclide transmutation equation (Bateman equation)

The $p^i$ is the power of the volume element.

The last equation is the flux normalization equation obtained from the power constraint at $t_i$.

where $T^i$ is the reactor power at $t_i$.

$1^i$ is unambiguous function of $p^i$

Let be $p^{i+1}$ the functional measured and calculated at $t=t_{i+1}$. For the derivation of sensitivity coefficients we use a variational technique. With this method the quasi-static burnup equations Eq (1-3) are treated as constraints on the functional $p^{i+1}$ and as such are appended to functional using Lagrange multipliers.

The problem of sensitivity analysis for quasi-static burnup equations reduces to finding the appropriate stationary conditions on $F$ following functional

\[ F = p^{i+1}(t) - \sum_{i=1}^{i+1} \int_{t_i}^{t} [ L(t), (c \; p^i - \frac{dK}{dt} ) ] \]

\[ + \sum_{i=1}^{i+1} (\psi^i, 1^i) - T^i \]

Consider first the functional derivative with respect to $\psi^{i+1}$

\[ (A^{i+1} - B^{i+1}) \psi^{i+1} = \frac{\partial F^{i+1}}{\partial \psi^{i+1}} + Z^{i+1} 1^{i+1} \]

At this point it should be noted that Eq (5) and Eq (1) demand that the flux function must be orthogonal to the adjoint source

\[ \int [ \frac{\partial F^{i+1}}{\partial \psi^{i+1}} + Z^{i+1} 1^{i+1} ], \psi^{i+1} ] = 0 \]

For the most cases of practical interest the first term in Eq (6) is zero

\[ \frac{\partial F^{i+1}}{\partial \psi^{i+1}} \psi^{i+1} = 0 \]
Because of the Eq (7) on the right side of Eq (6) remains only one expression
\[ (A^{T+1} - \lambda^{T+1} B^{T+1}) r^{T+1} = \frac{\partial P^{T+1}(L)}{\partial \phi^{T+1}} \]

On the same way we can determine the equation for \( r^i \) at an arbitrary point at \( t \).
\[ (A^i - \lambda^i B^i) r^i = \left[ c \int_{\tau}^{+} L(t) \, dt - \frac{\partial \phi^i}{\partial K} \right] \]

The condition corresponding to a variation in \( K \) is slightly more complex than for other variables
\[
\delta F_{\delta K} = \left[ \frac{\partial P^{T+1} L}{\partial K^T}, \frac{\partial K^{T+1}}{\partial K^T} \right] \sum_{i=1}^{I+1} \left[ r^i, \delta K^i \left( \frac{\partial (A^i - \lambda^i B^i)}{\partial K^i} \right) \phi^i \right] + \sum_{i=1}^{I} \int_{\tau}^{+} \left[ \delta K(t), \frac{dL}{dt} \right] \, dt - \left[ L_{i+1} - \frac{\partial K_i^{T+1}}{\partial K} \right] + \left[ L_i, \delta K_i^T \right] - \left[ L_i, \delta K_i^T \right] + \left[ L_i, \delta K_i^T \right]
\]

This condition will be stationary if the following conditions are met
\[ \frac{dL_i(t)}{dt} = 0 \]

This marching procedure is followed backward through all the time intervals until the values at \( t=0 \) are obtained, at which time the adjoint calculation is complete.

We have to take into consideration that Eq (8) and Eq (9) are heterogeneous equations. This means that general solution has the following form
\[ \Gamma = \Gamma_p + b \Phi \]

\( \Gamma_p \) is the particular solution of Eq. (8) and Eq (9) and \( b \) is an arbitrary constant. The \( \Phi \) appears in (14) expression is the fundamental solution to the (1) homogeneous equation. This comes from the self-adjoint properties of operators \( A \) and \( B \). To unambiguous solution of Eq (8) and Eq (9) we have to determine the value of \( b \).

There are two possibilities to achieve this goal.

In the case in which there is no \( \lambda \) reset (it is that \( \lambda \) is allowed to change with data perturbation) we have to evaluate \( \partial \psi / \partial \lambda = 0 \). It is easy to show that in this case \( b = 0 \).

For the case in which \( \lambda \) is made invariant by adjusting a control variable \( C \), it is easily shown that the proper conditions are the following:

\[
b^{i+1} = \frac{\partial \psi^{i+1}}{\partial C^{i+1}} = \left[ \Gamma^{i+1} \frac{\partial}{\partial \psi^{i+1}} (A^{i+1} - \lambda B^{i+1}) \psi^{i+1} \right] \frac{\partial}{\partial C^{i+1}} (A^{i+1} - \lambda B^{i+1}) \psi^{i+1}
\]

\[
b^i = \left[ \Gamma^i \frac{\partial}{\partial \psi^i} (A^i - \lambda B^i) \psi^i \right] \frac{\partial}{\partial C^i} (A^i - \lambda B^i) \psi^i + C \Delta T_{i+1}^i \left( \sum_{i=1}^{i+1} \frac{\partial}{\partial C^i} (A^i - \lambda B^i) \psi^i \right)
\]

When all the adjoint values have been obtained, the sensitivity coefficient for data variations can be easily computed:

\[
S_{\psi} (\psi^{i+1}) = \frac{\partial}{\partial \psi^{i+1}} \left( \frac{\partial \psi^{i+1}}{\partial \psi} - \sum_{i=1}^{i+1} \left[ \Gamma^i \frac{\partial}{\partial \psi^i} (A^i - \lambda B^i) \psi^i \right] \frac{\partial}{\partial C^i} (A^i - \lambda B^i) \psi^i \right)
\]

The solution of the adjoint depletion equations and the determination of sensitivity coefficients is carried out by the TAROKK code. The computational time is the same as in the case of the original depletion code BIPR-SAK.

3 SELECTION OF PARAMETERS FOR THE CORRECTION

As we have mentioned above the parameters for correction in our case are the coefficients of \( k_{\text{eff}} \) in BIPR-SAK.

The chosen functional is the squared deviation of measured and calculated assemblywise power distribution.

This functional only represents the fitness of the method for determination a better input parameters. We have to emphasize that improved input values only mean better parameters and not the optimal values.

With mathematical statistical analysis (main factor analysis) we were able to choose those input parameters which cause the main deviations between the calculated and measured assemblywise power distribution. It turned out that the main factors are the coefficients which describe the dependence of \( k_{\text{eff}} \) with respect to enrichment and depletion. So we have chosen the coefficients of enrichment and depletion term in \( k_{\text{eff}} \) as coefficients for correction. This means that input parameters altogether for correction.

The result of an adjoint calculation for the above described functional and for the 27 input parameters are given in Table I. The first column of Table I shows number of input parameters. The columns from 2 to 4 regard to terms in expression (17) respectively.

Table II shows results from perturbation theory and from direct calculation. The direct calculation means the actual variation of input parameters and the calculation of effect on the functional. The results show good agreement.
### TABLE A
Sensitivity coefficients of squared deviation of measured and calculated assemblywise power distribution to input parameters. The chosen distribution regard to Unit 2 Cycle 3 at 15 full day.

<table>
<thead>
<tr>
<th>N</th>
<th>1 column</th>
<th>2 column</th>
<th>3 column</th>
<th>4 column</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.881</td>
<td>-0.385</td>
<td>-0.324</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.099</td>
<td>0.045</td>
<td>0.033</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>6.887</td>
<td>-5.171</td>
<td>2.702</td>
<td>-0.001</td>
</tr>
<tr>
<td>5</td>
<td>1.692</td>
<td>-0.999</td>
<td>6.905</td>
<td>-0.003</td>
</tr>
<tr>
<td>6</td>
<td>-4.128</td>
<td>-3.094</td>
<td>-25.911</td>
<td>0.011</td>
</tr>
<tr>
<td>7</td>
<td>7.432</td>
<td>-4.608</td>
<td>42.050</td>
<td>-0.017</td>
</tr>
<tr>
<td>8</td>
<td>-6.081</td>
<td>-3.829</td>
<td>-37.153</td>
<td>0.014</td>
</tr>
<tr>
<td>9</td>
<td>28.264</td>
<td>-1.780</td>
<td>18.229</td>
<td>-0.007</td>
</tr>
<tr>
<td>10</td>
<td>-6.836</td>
<td>4.25</td>
<td>-4.589</td>
<td>0.002</td>
</tr>
<tr>
<td>11</td>
<td>642</td>
<td>-0.039</td>
<td>642</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### TABLE B
Sensitivity coefficients of squared deviation of measured and calculated assemblywise power distribution to input parameters. The chosen distribution regard to Unit 2 Cycle 3 at 15 full day.

<table>
<thead>
<tr>
<th>N</th>
<th>1 column</th>
<th>2 column</th>
<th>3 column</th>
<th>4 column</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>-2.43</td>
<td>0.12</td>
<td>0.10</td>
<td>0.000</td>
</tr>
<tr>
<td>13</td>
<td>-4.342</td>
<td>2.09</td>
<td>1.44</td>
<td>0.000</td>
</tr>
<tr>
<td>14</td>
<td>2.0084</td>
<td>-0.975</td>
<td>-0.569</td>
<td>~0.002</td>
</tr>
<tr>
<td>15</td>
<td>-45.529</td>
<td>2.211</td>
<td>1.165</td>
<td>0.004</td>
</tr>
<tr>
<td>16</td>
<td>57.496</td>
<td>-2.779</td>
<td>-1.381</td>
<td>~0.004</td>
</tr>
<tr>
<td>17</td>
<td>-40.947</td>
<td>1.965</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>15.357</td>
<td>-7.30</td>
<td>-0.247</td>
<td>~0.001</td>
</tr>
<tr>
<td>19</td>
<td>-2.357</td>
<td>1.11</td>
<td>0.052</td>
<td>0.000</td>
</tr>
<tr>
<td>20</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
</tbody>
</table>
TABLE I

| Sensitivity coefficients of squared deviation of measured end calculated assemblywise power distribution to input parameters. The chosen distribution regard to Unit 2 Cycle 3 at 15 full day |
|---|---|---|---|---|
| N | 1.column | 2.column | 3.column | 4.column |
| 23 | 000 | 000 | 000 | 000 |
| 24 | 000 | 000 | 000 | 000 |
| 25 | 000 | 000 | 000 | 000 |
| 26 | 000 | 000 | 000 | 000 |
| 27 | 000 | 000 | 000 | 000 |

4. THE ACTUAL MODIFICATION OF INPUT PARAMETERS

The actual modification of input parameters is fulfilled by minimizing the squared deviation of assemblywise power distribution. The gradient method is used to find a minimum. On an average it requires ten production of sensitivity coefficients. In the iteration process the advantage of fast and easy determination of sensitivity coefficient is very useful. The modification algorithm of the input parameters is the following:

\[
c_{k+1} = c_k - \delta^n \sum_{k=1}^{K} \frac{S_k^r}{\sqrt{\sum_{k=1}^{K} (S_k^r)^2/K}}
\]

where n the number of iteration and k number of input parameter.

The value of "step" \(\delta^n\) was determined by trial.

TABLE II

| Sensitivity coefficients calculated with DPT and with direct way |
|---|---|---|
| Data referring Unit 2 Cycle 4 at 21 full day |
| B(1,4)*10^-5 | SC (direct way) | SC (with GPT) |
| 7.0522018 | -54.1688 | -53.6500 |
| 7.0562018 | -21.9737 | -25.9905 |
| 7.0602018 | -4.8993 | -5.1745 |
| Data referring Unit 3 Cycle 3 at 34 full day |
| B(1,5)*10^-6 | SC (direct way) | SC (with GPT) |
| .2376760 | -17.1829 | -15.9873 |
| .2378760 | -5.9610 | -4.9674 |
| .2380760 | 14.0200 | 14.1783 |

We have examined 15 different assemblywise power distribution. These distributions refer to different loading end different moment of the cycle of different unit. Only data from NPP of Paks Unit 1 to 4 were used. The procedure led to different input values. We accepted the average value of these different improved parameters. The mean values have provided better agreement between calculated and measured assemblywise power distribution in the examined 15 cases. We consider these results temporary. The temporary, improved parameters are given in Table III.

5 CONCLUSION

A very effective and exact algorithm was developed to estimate the effect of input parameter changes on functionals calculated by BIFR-5AK. This algorithm is suitable to carry out the task of "feed back" of measured performance parameters to depletion code. A temporary input modification was given...
### Original values of input parameters referring coefficients of depletion in $k_{\text{eff}}$

<table>
<thead>
<tr>
<th>$A_i$</th>
<th>Coefficients of Depletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.968159279E-2</td>
<td>-0.356568852E-3, 0.118534481E-3, -0.712786942E-5, 0.231642777E-6, -0.413938684E-8, 0.775863649E-10, -0.131442461E-12</td>
</tr>
<tr>
<td>0.231642777E-6</td>
<td>-0.479790474E-2, -0.318667929E-2, 0.568645857E-3, -0.497046764E-5, 0.231642377E-6, -0.413938684E-8, 0.775863649E-10, -0.131442461E-12</td>
</tr>
</tbody>
</table>

### Modified values of input parameters referring coefficients of depletion in $k_{\text{eff}}$

<table>
<thead>
<tr>
<th>$A_i$</th>
<th>Coefficients of Depletion</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.966531000E-2</td>
<td>-0.356568852E-3, 0.118534481E-3, -0.712786942E-5, 0.231642777E-6, -0.413938684E-8, 0.775863649E-10, -0.131442461E-12</td>
</tr>
<tr>
<td>0.231642777E-6</td>
<td>-0.479790474E-2, -0.318667929E-2, 0.568645857E-3, -0.497046764E-5, 0.231642377E-6, -0.413938684E-8, 0.775863649E-10, -0.131442461E-12</td>
</tr>
</tbody>
</table>

---
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**SIMULATION OF CRUCIFORM CONTROL RODS IN THE COMPUTER CODE LWRBOX**

P.D. KRISHNANI

Bhabha Atomic Research Centre,
Trombay, Bombay, India

**Abstract**

The BWRs employ cruciform type control rods. It consists of B$_4$C granules (poison pins), its stainless steel cladding and the interspersed water kept in another sheath. The pitch between poison pins is usually small compared to lattice pitch. Due to this, it is not possible to treat this geometry exactly. This problem is solved by homogenising the region of control blade. We have introduced an option in the code LWRBOX for homogenizing the control rod based on preserving the blackness of neutrons at the surface of control cell as is done in the code LWR-WIMS of UK. We have introduced two options for solving the integral transport equation for getting the flux distribution within the control cell with its exact geometry. In the first option, the spectrum of incoming neutron current at the surface of the control blade is supplied and then integral transport equation is solved within the control cell. In the second option, the original cell problem is approximated to an equivalent cell problem in which control rod with exact geometry is surrounded by homogeneous slab regions. The cross sections of the homogeneous slab regions are calculated by first doing the single pin cell calculations. Then the multigroup integral transport equation is solved for this geometry. This paper discusses the homogenisation procedure and the method for calculating the flux distribution within the control cell followed by the results obtained for a simple problem.
We have developed an efficient computer code LWRBOX [1] for calculating lattice properties of fuel assemblies used in light water reactors (LWRs). It solves the multigroup integral transport equation by a method based on a combination of interface current technique and collision probability (CP) method. However, it was not capable to handle cruciform control rods used in BWRs. Recently, the computer code LWRBOX was modified to calculate the lattice parameters of BWR fuel assembly with control rod.

The cruciform control rod consists of $\text{B}_4\text{C}$ granules (poison pins), its stainless steel cladding and the interspersed water kept in another sheath. The pitch between poison pins is usually small compared to lattice pitch. Due to this, it is not possible to treat this geometry exactly. This problem is solved by homogenising the region of control blade. We have introduced an option in the code LWRBOX for homogenising the control rod based on preserving the blackness of neutrons at the surface of control cell as is done in the code LWR-WIMS of UK [2]. We have introduced two options for solving the integral transport equation for getting the flux distribution within the control cell with its exact geometry. In the first option, the spectrum of incoming neutron current at the surface of the control blade is supplied and then integral transport equation is solved within the control cell. In the second option, the original cell problem is approximated to an equivalent cell problem in which control rod with exact geometry is surrounded by homogeneous slab regions. The interaction between various zones within a cell and their contribution to outgoing currents at cell interfaces are directly calculated by the CP method. Each cell is connected to neighboring cells by interface currents. We shall consider only one group integral transport equation. The extension to multigroups is straightforward. For the isotropic scattering and sources, the one group steady state integral transport equation can be written using standard notation.

$$\tau(\mathbf{r}, \mathbf{Q}) = \tau(\mathbf{r}_s, \mathbf{Q}) e^{-\tau_s} \int_{\mathbf{R}_s} q(\mathbf{r}') \left[ e^{-\tau/4\pi} \right] d\mathbf{R}$$

where $\mathbf{r}_s$ is any point on the line drawn from $\mathbf{r}$ in the direction of $-\mathbf{Q}$, $\tau(\mathbf{r}_s)$ is the optical path length between the point $\mathbf{r}$ and $\mathbf{r}_s'(\mathbf{R}_s)$, and $q(\mathbf{x})$ is the emission density and in one group it is given by

$$q(\mathbf{r}) = \mathcal{S}(\mathbf{r}) + I_s(\mathbf{r}) \cdot \Phi(\mathbf{r})$$

It is assumed that the source $\mathcal{S}(\mathbf{r})$ and scalar flux $\Phi(\mathbf{r})$ are constant in each zone of the cell and the incoming (-)/outgoing (+) angular flux at a surface can be expanded as.
where \( N_c \) is the number of terms retained in the expansion, \( J_0^v \) are the expansion coefficients, \( S \) is the surface area and \( V_0^v S, S' \) are the properly orthonormalized linearly independent functions and are known as representation functions. They satisfy the following orthonormalization condition

\[
\int_{S} \psi^v_{S}(S) \psi_v^{S'}(S') \, dS \, d\Omega = \delta_{vv'} \delta_{SS'}
\]

where \( \delta_{vv'} \) is the Kronecker delta function. With this normalization, the first component of the coefficient \( J \) gives the total number of neutrons crossing the surface.

With these assumptions, the collision density in a zone and the expansion coefficients of the outgoing currents can be given by

\[
J_{j} \psi_{S}^{v} = \int J_{S}^{v} \psi_{S}^{v} \, dS \, d\Omega + \int \psi_{S}^{v} \, dS \, d\Omega
\]

(3)

and

\[
J_{j} \psi_{S'}^{v} = \int J_{S'}^{v} \psi_{S'}^{v} \, dS' \, d\Omega + \int \psi_{S'}^{v} \, dS' \, d\Omega
\]

(4)

with \( Q_1 = V_1 (\delta_1 + \psi_1 \psi_1) \). The coefficients \( \psi_1 's \) are known as probabilities. These obey conservation and reciprocity relations.

III HOMOGENISATION PROCEDURE

A typical BWR control blade consists of a shrouded row of cooled absorber pins. The basic problem is to convert this heterogeneous system consisting of BC granules, its stainless steel cladding and the interspersed water into an equivalent homogeneous slab region. The method adopted in

the code LWRBOX is similar to the CRUX procedure used in the code LWR-WIMS of UK [2]. The homogenisation method is based on the conservation of outgoing neutron current for the two types of assemblies.

Fig 1 illustrates the internal row of pins constituting a typical BWR cruciform control rod blade. Let us assume that the cell is divided into \( N \) homogeneous zones. If the angular flux of the incoming neutrons at the surface of the control blade is expanded as in Eq (2) then the collision rate in a zone \( j \) for any group \( g \) can be written as

\[
J_{j} \psi_{j}^{g} = 2 \int J_{S}^{g} \psi_{S}^{g} j_{S}^{1n,g} + \int \psi_{S}^{g} Q_{j}^{1g} \psi_{1}^{g}
\]

(5)

with

\[
Q_{j}^{g} = V_{j} \int \psi_{j}^{g} \psi_{g}^{q} \psi_{g'}^{q'}
\]

(6)

where \( j_{S}^{1n,g} \) are the expansion coefficients and \( \psi_{g'}^{q} \) is the scalar flux of neutrons of energy group \( g' \) in zone \( j \).

![Fig 1](image-url)
The coefficients of outgoing current from each surface of the cell in group $g$ is given by

$$g_{out, g}^0 = \sum_{\text{ssg}} J_{in, g}^v + \sum_{\text{isg}} Q_{1g}$$

The first component of the coefficient $J$ gives the total number of neutrons going out of the surface

$$J_{out, g} = J_{in, g} + \sum_{\text{ssg}} J_{in, g}^v + \sum_{\text{isg}} Q_{1g}$$

Using the conservation relations

$$P_{1g} = J_{in, g} \sum_{\text{ssg}} J_{in, g}^v + \sum_{\text{isg}} Q_{1g}$$

We have

$$J_{out, g} = J_{in, g}^1 + \sum_{\text{isg}} Q_{1g} / 2 - \sum_{\text{isg}} Q_{1g} / 2$$

Eqs (5) and (8) give the collision rate and outgoing neutron current from a surface of the cell for the heterogeneous system.

For homogeneous system, the equations for collision density and outgoing neutron current from a surface can be written as:

$$V_{1g} - \sum_{\text{isg}} Q_{1g} / 2 - \sum_{\text{isg}} Q_{1g} / 2$$

with

$$V = \sum_{\text{ssg}} J_{in, g}^v, \quad Q_{1g} = \sum_{\text{isg}} Q_{1g} / 2, \quad g$$

The total cross sections $\Sigma_g$ and transfer cross section $\Sigma_{g'g}$ refer to homogeneous cell. These cross sections are calculated so that they preserve the blackness, $\beta$, derived for the heterogeneous problem in each group. Now, $\beta = (J_{out} - J_{out}^1) / J_{in}$, and since $J_{in}$ is same for both models of control blade it is required that $J_{out}$ be preserved. Comparing Eqs (8) and (10), two physically reasonable sufficient conditions for equality of out leakage are apparent

$$Q_{1g} = \sum_{\text{isg}} Q_{1g} / 2$$

and

$$V_{1g} - \sum_{\text{isg}} Q_{1g} / 2 - \sum_{\text{isg}} Q_{1g} / 2$$

There are no slowing-down sources for energy group 1 so that condition of Eq (11) imposes equality of within group scatterers and condition (12), in turn requires equal neutron removals from the group. In general, therefore, we require the following equalities:

$$V_{1g} - \sum_{\text{isg}} Q_{1g} / 2 - \sum_{\text{isg}} Q_{1g} / 2$$

where $\Sigma_{lg}$ is the absorption cross section.

Returning to Eq (12) and using Eq (9) gives

$$P_{1g} = 2 \sum_{\text{isg}} Q_{1g} / 2 - \sum_{\text{isg}} Q_{1g} / 2$$

Since

$$P_{1g} = \delta_{1g} - \sum_{\text{isg}} Q_{1g} / 2$$

$$P_{1g} = 2 E_{1g} / 2$$

$$P_{1g} = 1 - \sum_{\text{isg}} Q_{1g} / 2 = 1 - (1 - P_{1g}) / (2 \sum_{\text{isg}} Q_{1g})$$
where
\[ \Gamma_g = T \Gamma_g \]

\( T \) is the thickness of the cell (control blade without sheath) containing control rod. We obtain,

\[ (1 - p_{SS,g}^i(2a_{in,g}^i - Q_g/2T_g) - 2E p_{SS,g}^i J_{in,g}^i + Q_g) \]

\[ \Gamma_g V_{1} *_{1g} = 0 \]

This is the condition which should be satisfied by the equivalent homogeneous system in order to preserve the blackness in each group. First, the integral transport equation is solved by either of the two methods mentioned below from which we obtain the flux distribution \( \Gamma_g \) in the control cell. From this, we obtain the \( Q_g \) using Eq (11). Then Eq (16) is solved for \( \Gamma_g \) using the Newton-Raphson iterative procedure, converged to \( 10^{-4} \) precision in \( \Gamma_g \). As a first guess for the iterations, \( \Gamma_g = \Gamma_{1g} \Gamma_{1g} V_1 *_{1g} / \Gamma V_1 *_{1g} \) is applied.

**IV CALCULATION OF FLUX DISTRIBUTION IN CONTROL CELL**

Fig 1 illustrates the internal row of pins constituting a typical BWR cruciform control rod blade. The basic problem is to calculate the flux distribution within the control blade. There are two options for it. In the first option (ICONTR=2), the spectrum of the incoming neutron current at the surface of the inner shroud is provided (which can be obtained from 2-D box calculations in an iterative manner) and then multigroup integral transport equation is solved within the control cell. In the code LWRBOX, this problem is converted to a single pin cell as shown in Fig 2 with zero net current (reflective) boundary condition at the two surfaces and a given spectrum of incoming neutrons at the remaining two surfaces. The program has been suitably modified to take account of such mixed boundary condition. The multigroup integral equation within the control cell is solved by the CP method and the angular flux at the cell surface is expanded in terms of half space angular representation functions as explained in the method of LWRBOX.

In the second option (ICONTR=3), the reaction rates and flux distribution in the control cell are calculated by considering an equivalent problem shown in Fig 3. In this method, the whole lattice cell is converted into an equivalent homogeneous slab cell. However, the geometry of the control rod is accurately represented. Therefore, the calculations are performed in two stages. In the first
stage, the single pin cell calculations are performed for
different type of pin cells which are then spatially
smeared. In the second stage, the control cell is surrounded
by different layers of different materials. The cross
sections of the layers containing fuel are obtained by
mixing the smeared cross sections of various pin cells
obtained in the first stage in proper proportion which is
given in the input. Then in the second stage, the integral
transport equation is solved for the geometry shown in Fig.
3 by the method based on combination of interface current
and CP method normally used in the code LWRBOX. The
reflective boundary condition is applied at the three
surfaces and at the center of the control cell. Thereafter,
the equivalent homogenised cross sections of the control
cell are obtained by preserving the blackness of the
neutrons as explained above.

V. RESULTS

In order to check the implementation of the
methodology in LWRBOX, we chose a simple problem of 2 by 2
fuel rods with a cruciform control rod having the poison pin
pitch within the control rod equal to the fuel pin pitch.
The two pitches were taken to be same because then the
LWRBOX can directly solve this problem without homogenising
the control rod. For the sake of brevity, the shroud sheath
has not been considered. The lattice cell is shown in Fig.
4. The material properties are as follows:

Fuel: Material = $\text{UO}_2$, density = 10 g/cm$^3$, temperature
600 °C, U-235 enrichment = 3 w/o, diameter = 1 cm.

Clad: Material = zircaloy-2, density = 6.55 g/cm$^3$, temperature
300 °C, inside diameter = 1 cm, outside diameter = 1.2 cm.

Moderator: Material = $\text{H}_2\text{O}$, void content = 0 %, temperature
= 286 °C, density = 0.7358 g/cm$^3$, lattice
pitch = 1.6 cm.

Control rod: Material = $\text{B}_4\text{C}$, density = 1.761 g/cm$^3$,
temperature = 286 °C, diameter = 0.6 cm having
S.S. sheath (density = 8.03 g/cm$^3$) with outside
diameter 0.8 cm and temperature 286 °C.

The calculations have been done in 27 groups and only
1 term has been considered in the expansion of angular flux
at region interfaces to save the computer time. Though, more
number of terms should be considered but the aim here is to
inter compare the two methods under the same approximation.
In fuel cell, 3 zones have been considered whereas in the
control cell 4 zones (corresponding to 2 zones in poison
tube, 1 in sheath and 1 in the moderator) have been considered. In the approximate method, in which control cell has been homogenised, only 1 zone has been considered.

In the exact method, the calculations were done in the exact geometry taking control rod exactly. In the rest of the calculations, the control rod along with its sheath and the interspersed moderator was homogenised first and then the calculations were done using the homogenised cross sections for the control cells. In the second method, the control rod parameters (homogenised cross sections) were generated by giving the current spectrum of the incoming neutrons at the surface of the cell in the input (ICONTR=2) which was taken from the exact calculations done in the case 1. Ideally speaking, the results of this case should match with the case 1. The difference in the results of the two cases is due to the fact that 4 zones were considered in the control cell in case 1 whereas only 1 zone was considered in the second case. Therefore, the difference in the results of the two cases is due to the poor representation of flat flux approximation in the second case. In the third method, the control rod parameters were generated by approximating the whole lattice cell in slab geometry in which the geometry of the control cell was preserved and the fuel cell was spatially smeared (ICONTR=3). The control rod parameters were generated by preserving the blackness of the neutrons at the surface of the cell as in the case 2. In order to see the difference in the results if the control rod parameters are generated by usual volume and flux weighting instead of preserving the blackness of neutrons, we repeated the generation of control rod parameters as in case 2 but the usual flux and volume weighting was used to generate them. The results of these calculations are given in the case 4.

Table 1 gives the K-infinity for the 4 cases mentioned above. The results of first three methods agree well within the approximation mentioned above. However, the results of case 4 are far away from the case 2 and 3 and this indicates the superiority of these methods which preserve the blackness of the neutrons. The lower value of K-infinity in case 4 indicates that there are more absorptions in the control rod.

Table 2 gives the power distribution (normalised to 4) as calculated by the four methods. There is hardly any difference in the first three methods. In the fourth method, the fuel pin near the control rod produces less power due to depression of flux caused by relatively more absorptions in the control rod.

<table>
<thead>
<tr>
<th>Method</th>
<th>K-infinity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact Method</td>
<td>0.6596</td>
</tr>
<tr>
<td>ICONTR=2</td>
<td>0.6538</td>
</tr>
<tr>
<td>ICONTR=3</td>
<td>0.6541</td>
</tr>
<tr>
<td>Flux,Volume Weighting</td>
<td>0.6314</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Exact</th>
<th>ICONTR=2</th>
<th>ICONTR=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Distribution</td>
<td>0.837</td>
<td>0.835</td>
<td>0.836</td>
</tr>
<tr>
<td></td>
<td>0.826</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1.165 0.999
1.166 0.999
1.166 0.999
1.177 0.999
VI. CONCLUSIONS

The two options to generate control rod parameters in the computer code LWRBOX are working properly. The method based on preserving the blackness of neutrons to generate homogenised parameters of the control cell has been found to be more accurate compared to the usual flux-volume weighting procedure.
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BASIC CORE PARAMETERS IN ON-LINE MEASUREMENT FOR NRI EXPERIMENTAL REACTORS

J. BROULÍK, B. ENDT, J. HOLEČEK, V. RYPAR, Z. TURZÍK
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Abstract

The PC (XT/AT) controlled system of CAMAC units used for the measurement and for the evaluation of the basic safety and reactor physics parameters of the experimental reactors in N.R.I. Řež is described. The has been used for the measurement of the critical height, reactivity, reactivity coefficients, buckling, radial and axial neutron flux distributions on LR-0 and LWR-15 experimental reactors.

INTRODUCTION

Personal computer based systems for the measurement of the basic core parameters have been developed in the Reactor physics division, NRI Řež. The systems have been used on the LR-0 reactor (critical assembly VVER 1000) and on the experimental reactor LVR-15 (LWR, 15 MWt) for the start-up experiments, for the measurements of space and time - space dependent neutron flux distribution, for reactivity measurement and for basic macro parameters measurement. Previously hardware of all these experiments used the special single purpose equipments consisting of the analog part for detector signal processing (HV supply, amplification, discrimination, AD conversion, etc.), the analog and digital units for the sampling of signal pulses (scalers, real time pulse clock, etc.) and data output devices (punch tape or printers). Recently with the HW and computers development as well as with the standardisation of the analog and digital units (NIM, CAMAC) we have transferred old experimental systems to the general PC based experimental system, where for the different measurements only special CAMAC units are to be changed in the controlled CAMAC crate. The block diagram of the experimental system is on the Fig 1. One part of the experimental hardware are analog electronics units providing detectors high voltage supplies as well as detectors signal adjustment and amplification. The second part of the system are CAMAC units for signals sampling and if necessary for the absorption cluster or fuel element movement control.
Specification of CAMAC units is following: No. 1-clock pulse generator CAM 5.01 used as programmable unit for sampling interval selection (RTCL), No. 2-input gate CAM 321 used for reading of BCD coded moderator height from the standard reactor control system, No. 3-quad scalers CAM 401 (NL 2106) for the measurement of count from the detection lines, No. 4-hardware terminal CAM 1.40-3, No. 5-crate controller (e.g. CAM 1.40-1, NL 2106, CLANP, CAM 1.22-PDP11 to CAMAC), No. 6-PC interface card (e.g. CAM 1.40-2), No. 7-motor control interface CAM 2.13, No. 8-interrupt register CAM 303.

The start-up experiments are covered with two special data acquisition software (STRT90, BLB15C) depending on the necessity to obtain the estimation of the critical mass and k_{eff} or only the critical moderator water height and to measure reactivity. Space or time and space dependent neutron flux distribution is covered with two software codes VOJTA and DROP. For the macro parameters measurement the special code (SCAN) was written in FORTRAN, which control CAMAC step motor controller unit.

Start-up experiment, reactivity measurement and space-time neutron flux distribution measurement can be characterised as the measurement of the time distribution of the counts from neutron detectors in selected time intervals (sampling intervals or time resolution of the signal). According to the methodology of the different experiments the counts representing neutron flux value in the sampling intervals are measured and the desired statistical parameters of the time distribution are evaluated. The experimental data are analysed in the first period of the analysis to obtain the estimation of the immediate value in the interval or the estimation of the mean value used for the following analysis. In this second period of the analysis we obtain desirable core parameters.

START UP EXPERIMENTS

The measurement for the start-up experiments on LR-0 and LVR-15 reactors have been covered with two versions of code STRT90 for PC/XT/AT. The code control the data acquisition as well as the data analysis and the determination of start-up parameters (the critical mass, k_{eff} and critical moderator height). The simple method for the count mean value estimation and the outliers exclusion is used in the code. There is possibility using up to 4 neutron detectors, to change outputs to the display, to the printer or to the hard disk and to set all experimental parameters (sampling interval, number of sampling interval for mean value estimation, statistical precision for cumulative count estimation). In this experiment all measurements are done in the subcritical condition. All changes in the core building (increasing the number of fuel assemblies, the change of absorbing cluster insertion or change of the moderator height) result after some transient period in stable neutron flux. This fact al-
At the beginning of the experiments in the table of the interrupt vectors the address of standard interrupt 1C hex is overwritten to the address of procedure covering time sampling (TimeIntr). Interrupt procedure is called app. every 20 ms and it controls data acquisition. After finishing data sampling procedure ETIME renew previous values for interrupt 1C hex. In the data sampling and analyzing we have used active control for the data acquisition from the keyboard.

The output parameters are:

- on-line estimated reactor period, filtered count rate
- off-line predicted critical mass and keff, the graph of 1/count (critical mass, N).

REACTIVITY MEASUREMENT

The code BLB15C is devoted for the measurement of the reactivity and/or for the measuring of the critical moderator height in the start-up experiment on LR-0 reactor. The code estimates also the reactor period used to determine the core critical state. The output of the code is the experimental data file containing the measured values of the reactivity, moderator level and estimation of the errors. Reactivity measurement is based on the inverse kinetics method. The old versions of the code, written in FORTRAN and ALGOL, was previously used on the HP 21MX and PDP 11/4 computers for the same purpose. New code version for PC is written in TurboPascal 6.0 and its most frequently used procedures and functions was rewritten to assembler. The code is working on PC/XT/AT/286/AT386 with or without the coprocessor. The choice of the fastest sampling rate depends on the real time clock frequency and on the type of PC: AT286/10 + 287 coprocessor works already with dt=0.05 s and with 4 measured lines. The same configuration without coprocessor works only with dt=0.1 s. We have used 16 bits counters with SW correction on 17th after overflow. There are two basic possibilities for the time synchronisation of the measurement control:

- active waiting in the loop,
- passive waiting for the interrupt.

In the last version of BLB15C code we have used the active waiting in the loop and at the end of sampling interval reading and erasing of the scaler:

```
repeat
  until TestLAM(CAM 5 01 position) {end of sampling interval}
  clear LAM {CAMAC function F10, A15}
  read+erase scaler {CAMAC function F2}
  read CAM 321 {moderator height}
```

where TestLAM is the procedure for the testing LAM signal from RTCL (CAM 5.01). Time consumption in the waiting loop and asynchronous character of HW routines in DOS kernel results in the fluctuation around mean value of measured frequency which was below true value from RTCL. DOS kernel routines could not be influenced. We have to change the code itself to increase the precision of the measurement influenced by the time scale uncertainty. The first method to overcome this inherent uncertainty was to apply the coprocessor with data type Real Extended and the second one was to use assembler part in the procedure NAFD, which provide the complex communication between PC and CAMAC crate. NAFD procedure works at every experimental data transfer from the crate to the PC (read), at every control of CAMAC units (write) as well as in the special operations on the crate. Using assembler part in TurboPascal code we have decreased time in the waiting loop (decrease the time uncertainty of the time synchronisation). The up described methods minimise the discrepancy between true and measured frequency from RTCL.

SPACE DEPENDENT NEUTRON FLUX DISTRIBUTION

NRI Rež and ZfK Rossendorf have jointly prepared and performed neutron detectors response measurement due to reactivity perturbation on LR-0 reactor /1,2/. Space-time neutron flux distribution was measured in 31 and 55 fuel assemblies core configurations. Experimental data files have been used for the verification of kinetics codes for VVER-1000 type core. Time dependent local reactivity perturbation induced by the movement of the one experimental cluster was used in the first period of experiment. Cluster deposition has responded to the ramp negative reactivity perturbation from the critical state and back with hold on in the subcritical state in the first period of experiments, followed by cluster drop measurements in the second period. The second type of reactivity perturbation has been the absorption cluster drop. The experimental hardware is based on a computer controlled CAMAC system for simultaneous data acquisition of 20 spatially distributed neutron detectors and for absorption cluster control. HV supply units and the amplifiers are in analog units crates, which are placed in a well shielded metal box. To minimize the electromagnetic disturbances, low level neutron detector signal the box is as close to the core as possible and it is grounded to the vessel. Signal amplifiers are galvanically isolated from following crate with impulse discriminators, which are placed 20 m apart in the control room. PC controlled CAMAC system has been used in the all described experiments. PC sets real time sampling of measured detector signals and at control fuel element or absorption cluster depositions with the CAMAC step motor interface with PC (read), at every control of CAMAC units (write) as well as in the special operations on the crate. Using assembler part in TurboPascal code we have decreased time in the waiting loop (decrease the time uncertainty of the time synchronisation). The up described methods minimise the discrepancy between true and measured frequency from RTCL.
PC used for experiment control as well as for the data acquisition system, and the controlled CAMAC crate. To set all experimental parameters as well as to control the measurement the codes VOJTA and DROP was written. Sampled counts are stored on floppy diskettes or to the hard disk. Software package has been written in FORTRAN or TurboPascal to evaluate primary experimental data files, to check detectors reliability, to correct and to accumulate primary data files, to calculate the inverse kinetics reactivity and to analyze final data files. All codes use the same experimental data files.

The space-kinetics experiments have been measured in 1986-1989 with PDP 11/4 computer. The data acquisition and control system were based on code VOJTA to provide the desired changes of reactivity perturbation or DROP for the experimental absorbing cluster drop. The codes were recently rewritten to TurboPascal for PC/XT/AT. Sampling time interval, cluster down and/or up motion start the velocity and direction of the motion, the end of the data sampling, total numbers of the motor steps (the amplitude of reactivity perturbation) and the address of CAMAC units in the crate are set in the codes. To identify the experiment we have also to write the critical height, the initial and final position of the cluster as necessary information. The code use following procedure for sampling time loop

if TestLAM(CAM 5.01) then {end of sampling interval}
begin
read + erase scaler {CAMAC function F2}
write data to hard disk
erase LAM(CAM 5.01) {CAMAC function F10,A15}
until index >N {Number of intervals}

MACRO PARAMETERS MEASUREMENT

One of the basic tasks being solved on each LR-0 reactor core is finding its spatial neutron flux distribution. The method used for this purpose is based on the measurement of the induced gamma activity of U235 fission products. A set of the fuel elements which are designed to be used for the measurement are pulled out from the core after the irradiation and transported to the laboratory. There they are scanned at the same axial coordinate in order to determine the radial part of the spatial distribution. The axial part of the distribution is derived from the scanning of several single fuel elements along their longitudinal axis. In both cases gamma rays in the energy range 600 - 900 keV are taken into account. HPGe detector in connection with CANBERRA Series 80 multichannel analyser is used to measure fuel elements' activity in the radial direction. Axial distribution profile is scanned using the device consisting of two independent channels equipped with NaI(Tl) scintillation detec-
tors and standard analogue part (HV power supply, amplifier and single channel analyser) of CANAC modules. The whole system is schematically shown on Fig. 2. The PDP 11/04 computer provides the control over the whole system. This consists in the control of the CANBERRA analyser measuring cycle for the radial part of the distribution measurement and simultaneous scanning of single fuel elements to find the axial part. In the latter case one of the measuring channels is equipped by the device consisting of KINEX step motor controlled by the computer via special CANAC interface providing automatic motion of the scanned fuel element in front of the detector. The other channel is used for fission products radioactive decay monitoring. To control the device a code called SCAN was written in FORTRAN. The program provides the control of the CANAC crate using special interrupt service routines, data acquisition and their record into floppy diskettes files. The further data evaluation is done by the complex of codes calculating the standard corrections of the measured data (e.g. dead time, radioactive decay, calibration and background correction). The obtained results are then related to the fission density distribution. The above described method has not been applied to define the spatial distribution only. Basic macro parameters such as material buckling and multiplication factor can be also estimated as a function of spatial distribution. This approach has been used recently to estimate the subcriticality of various spent fuel compact configurations, for example. With recent experiences with PC control of CANAC crate SCAN code is under transferring to above described general PC/AT based system.
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Abstract

This paper discusses an overview of the use of the RITME method for on-line applications and studies based on PWR core simulation.

Section I outlines the basic principles of the method; some equations are given in order to illustrate the simplicity of the method.

Section II discusses the PRO-RITME application. PRO-RITME is a software package for 3-dimensional power reconstitution of a PWR core. Neutronic parameter 3D distributions (fuel and moderator temperature, xenon concentration, burn-up) and synthetic factors such as axial-offset, hot peaking factors are also performed by the PRO_RITME system. The run time performances and the qualification results are also given in this section.

The last section describes the 3D PWR core simulator RITME. The main features, and particularly the graphic interface developed with an advanced graphic software, are presented.

INTRODUCTION

This paper discusses an overview of the use of the RITME method for on-line applications and studies based on PWR core simulation.

The basic principles of the method and the main equations are presented in the first section.

The RITME method is a close solution to the neutron transport and thus, this makes it well adapted to a variety of core calculation applications. In this paper, we present two software systems based on the RITME method.

Section II discusses the PRO-RITME application. It is a software package for 3-dimensional power reconstitution of a PWR core. The principal features and performances are presented.

The last section describes the 3D PWR core simulator RITME and particularly its graphic interface developed using an advanced graphic software.
I. PRESENTATION OF THE RITME METHOD

1.1. Introduction

RITME is a nodal Green's function method for solving the neutron transport equation. In this section, only the main characteristics and the methodology to calculate fluxes per mesh on PWR cores are discussed; the detailed formulations are given in reference 111.

For the sake of clarity, the method is applied here to the steady-state neutron transport equation expressed in integral-differential form.

The initial equation is the following:

\[- \text{Div}(\Omega \cdot \Phi(r,E,\Omega)) - \Sigma_t(r,E,\Omega) \cdot \Phi(r,E,\Omega) + S(r,E,\Omega) + \int J_{\text{migration}}(r,E',\Omega') \cdot \Phi(r,E',\Omega') \, dE' \, d\Omega' = 0\]  

(Eq: 1)

The neutron medium is assumed to be isotropic and is characterized by macroscopic cross sections \(\Sigma\). The fission sources \(S(r,E,\Omega)\) are isotropic and associated with a fission spectrum \(K(E)\),

\[S(r,E,\Omega) = K(E) \times S(r)\]  

(Eq: 2)

1.2. Notations and definitions

By definition, the actual medium is considered to be the superposition of a "zero medium" and a "prime medium":

- the "zero medium", designated "0" is isotropic and independent of the space variable \(r\). This homogeneous medium is independent of local variations affecting the neutron parameters, including boron concentration, fuel and moderator temperatures, xenon concentration, burn-up, etc.

- the "prime medium", designated "1" and dependent on the space variable describes local changes in neutron properties relative to the "zero" medium.

Symbolically, the neutron medium is then:

Actual medium \(\Phi\) = "Zero medium" + "Prime medium" \(\varphi\)

The macroscopic cross sections and fluxes are expressed in the following forms:

\[\Sigma(r) = \Sigma^0 + \Sigma'(r)\]  

(Eq: 3)

\[\varphi(r, E, \Omega) = \varphi^0(r, E, \Omega) + \varphi'(r, E, \Omega)\]  

(Eq: 4)

\[\Phi(r, E) = \Phi^0(r, E) + \Phi'(r, E)\]  

(Eq: 5)

1.3. Calculating the flux \(\Phi^0\)

- Theory

Writing \(\Phi^0\) is solution to the transport equation (Eq: 1) and using the linearity of the operator \(\Lambda^0\) associated with equation (Eq:1), one obtains without approximations:

\[\Phi^0(r,E) = \int \int \Psi^0(r',r,E) \times S(r') \times d^3r'\]  

(Eq: 6)

where \(\Psi^0\) is known as a Green function.

\(\Psi^0(r',E)\) is the flux at \(r\) of energy \(E\) due to one neutron/second emitted at \(r'\), in the form of a Dirac distribution, with the spectrum of source \(S\) in the "zero" medium.

- Application

\(\Phi^0(r,E)\) is by definition a flux in a homogeneous medium, therefore:

- \(\Phi^0(r,E)\) will have a smooth spatial form (no interface between different neutron media); it involves "long-range" migration, and can be calculated with a coarse mesh consistent with the migration properties of the selected "zero" medium.

The "zero" medium corresponds in fact to the average neutron medium of the configuration in question.

- the \(\Psi^0\) functions depend only on the distance between \(r\) and \(r'\), and thus involve geometrical symmetries. For a given "zero" medium and neutron emission spectrum, they may be calculated once and for all to constitute a limited function library.

After dividing the core (and reflector) into meshes (subscript \(j\)), equation (Eq: 6) and for a resolution with \(G\) energy groups, the discrete formulation of \(\Phi^0\) is the following:

\[\Phi^0_{jg} = \sum_k \Psi^0_{kjg} \times V_k \times S_k\]  

(Eq: 7)

where:

- \(S_k\) is the neutron source density in the "emitting" mesh \(k\)
- \(V_k\) is the volume of mesh \(k\)
- \(\Psi^0_{kjg}\) is the Green function between meshes \(j\) and \(k\) at energy \(g\).
1.4. Calculating the flux $\Phi'$

- **Theory**
  
  Writing the total flux defined by equation (Eq: 5) and considering the following hypotheses:
  
  1. the media are isotropic
  2. the angular flux $\phi'(r,E,\Omega)$ is isotropic
  3. the scalar flux $\Phi'(r,E)$ is solution to the simplified equation:

  $$ A' \Phi' = S' $$

  (Eq: 8)

  where

  - $A'$ is a linear operator (thus integral) associated with the developed equation giving $\Phi'(r,E)$ (see reference III)
  - $S'$ is a source term function of the flux $\Phi^0(r,E)$ and cross sections of the "prime medium".

  Thus, the scalar flux $\Phi'(r,E)$ can be expressed as follows:

  $$ \Phi'(r,E) = \int \int \Psi'(r',r,E) \times S'(r') \times d^3r' $$

  (Eq: 9)

  where $\Psi'$ is a Green function in an heterogeneous medium, it depends on both the $S'$ source spectrum and the neutron media in $r$ and $r'$.

- **Application**

  Flux $\Phi'$ results from local changes in the neutron properties of the actual medium relative to the "zero" medium. It is thus advantageous to adapt the $\Phi'$ calculation mesh to the neutron heterogeneities of the core calculated.

  For PWR cores, the neutron variations will affect the thermal and epithermal ranges, thus the migration term concerning $\Phi'$ will be small. That means:
  
  - the accuracy on $\Phi'$ is mainly related to the quality of the cross sections in the $r$ medium
  - the coupling area necessary to calculate $\Phi'$ is reduced.

  The RITME method enables the users to define different meshes for $\Phi'$ and $\Phi^0$. This allows us to obtain a precise assessment of neutron heterogeneities (absorber, mixed oxide assemblies...) saving the computational time.

1.5. Remarks concerning the Green functions

The $\Psi'$ functions are tabulated according to sensitive parameters of the $S'$ spectrum (e.g. the moderator density) and to characteristic neutron migration parameters (e.g. absorbers in intermediate energy ranges).

II. THE PRO-RITME ON-LINE SYSTEM

II.1. General description

PRO-RITME/2 is a software package for 3-dimensional flux and power reconstitution of a 900 MWe PWR core. The flux calculation is based on the RITME method, thus the use of a transport method makes PRO-RITME well suited to a wide variety of cores.

PRO-RITME allows for a fast and an accurate core performance assessment consistent with a use in an on-line monitoring system. The input measured core parameters for the 3D calculation are the following:

- inlet and outlet primary loop temperatures
- primary pressure and flow rate
- control rod positions
- two stage excore detector signals to adjust the axial power distribution using a measured axial offset /3/.

Fluxes per energy-group, power and the neutron parameters (fuel and moderator temperature, burn-up, xenon concentration) are performed throughout the entire core over a 21.5 cm edge regular mesh.

From the 3D distributions, synthetic factors are generated:

- average power per assembly
- average axial power with axial offset
- hot peaking factors: $F_{\Delta \text{H}}$, $F_Q$, $P_{\text{lin\_max}}$(kw/ft)

The Green functions for a given application are calculated once and for all using multigroup transport code. The energy discretization is precise enough to provide an accurate description of neutron migration in the high-energy ranges; these values are then condensed to a smaller number of groups for flux calculations in the application.

II.6. Total flux calculation

The total flux $\Phi^\text{total}_\text{Jg} = \Phi^0\text{Jg} + \Phi'\text{Jg}$ is obtained, on the $\Phi'$ mesh, after "outer" iterations on the fission sources in order to obtain the critical flux form and the effective multiplication factor.

A carrier flux (flux in homogenized medium) is calculated throughout the core by interpolation. The microscopic flux is reconstructed by a factorization of the carrier form with the pin-by-pin infinite medium flux stored in the neutron library.

The responses of the core instrumentation (thermocouples, moveable or fixed chambers) can be simulated and compared with the measured values.
II.2. Principle of the flux calculation - Equations

The flux is calculated using the RITME method for quasi-static conditions including an approximation well justified for the homogeneous PWR core. In this fast computing version, the treatment of the migration of \( \Phi^* \) is performed using a simple convolution. The total flux \( \Phi \) is obtained from very simple formulas.

Fluxes are performed for 2 energy groups without up-scattering, the PRO-RITME formalism yields the following expressions:

\[
\Phi_j = \alpha_j \times \Phi^*_j \quad \text{(fast group)} \quad \text{(Eq: 10)}
\]

\[
\Phi_t = \beta_j \times \Phi^*_j + \Gamma_j \times \Phi^*_\text{free} \quad \text{(thermal group)} \quad \text{(Eq: 11)}
\]

where \( \alpha_j, \beta_j, \Gamma_j \) are functions of cross sections of the neutron medium in mesh \( j \).

and \( \Phi^* \) is calculated from the equation (Eq: 7) taking exchanges with 26 neighbouring meshes into account.

These simple equations explain the high performances of the system related to the computational time. The approximation used in PRO-RITME has been qualified on various French PWR cores; synthetic results are presented in the next paragraph.

II.3. Performances

The PRO-RITME system was installed at the CRUAS 2 site to monitor, in an open-loop configuration, the entire 4th operation campaign. The software version was implemented on a commercial workstation: HP9000/350 under UNIX operating system with MOTOROLA MC68020 microprocessor.

For this experimentation, an off-line accuracy study was carried out for the first four cycles of CRUAS 2. This study includes a comparison between calculated and measured 3D power distributions for 25 static states. During the experiment, various transient tests were also studied. The measured distributions are the periodic core maps deduced from in-core moveable chamber signals.

Table I summarizes the statistical investigation for 25 3D static maps.

This experiment showed that the RITME method can be implemented for on-line core calculations on standard workstations. The run time performances are about 3 seconds for calculating a 3D power distribution (2669 meshes) during a normal operating transient on MOTOROLA MC68020; the same calculation required only 1 second on MC68030.

### Table I

<table>
<thead>
<tr>
<th>(%)</th>
<th>FUN Systematic Component</th>
<th>Stand. Dev. calculation / measurement</th>
<th>FUN Random Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fq</td>
<td>-2.6</td>
<td>2.4</td>
<td>8.6</td>
</tr>
<tr>
<td>FaHmax</td>
<td>-2.4</td>
<td>2.5</td>
<td>8.8</td>
</tr>
<tr>
<td>FaH 2D</td>
<td>-0.1</td>
<td>2.3</td>
<td>7.3</td>
</tr>
<tr>
<td>P &gt; 1</td>
<td>-1.2</td>
<td>3.7</td>
<td>8.7</td>
</tr>
</tbody>
</table>

III. PRESENTATION OF THE 3D CORE SIMULATOR RITME

III.1. General description

A 3D core simulator has been developed for PWRs using the RITME computing code and advanced graphic interfaces. This simulator, operational on 32 bit workstations, benefits from the advantages of the RITME method: accuracy and high run-time speed.

This is an interesting and easy-to-use tool for core control and monitoring studies; it is integrated in the BEST-RITME facility /4/ whose purpose concerns the PWR core control and instrumentation optimization.

- **Input parameters:**
  - An acquisition process yields the dynamic input parameters according to two possibilities:
    1. Reactor conditions are read from data files recorded on an actual PWR plant.
    2. Reactor conditions are calculated with a simplified reactor simulator.

  In this case, the simulator is linked to the MISTRAL PWR reactor simulator which represents, for operating transients, the dynamic evolution of the reactor parameters and the actions initiated by the reactor's automatic controls.

- **Output parameters:**
  - All the parameters calculated by RITME are available; the 3D distributions can be displayed using an output graphic interface.
FIGURE 1 : Radial representation of the core state.

### III.2. The graphic interfaces

A colour graphic interface has been carried out using DATAVIEWS advanced graphic software.

Several displays, belonging to a fully interactive process, have been developed to represent the core state. One gives a synthetic view that contains the values of the operating parameters, the average power per assembly and the average power axial form. The others concern the radial (example given in figure 1) and axial detailed representation in order to follow parameters such as power, burn-up, xenon concentration, fuel and moderator temperature.

The operating parameters can also be initialized or modified using an interactive input graphic interface.

### CONCLUSION

The RITME method allows researchers to perform flux and power calculations for a variety of cores. Up to now, it has been used for 900 PWR studies related to core control and monitoring such as improvement of core protection systems, instrumentation optimization.

At present, future applications including other types of cores and based on parameterable RITME versions are carried out within the framework of LOGARITME project /5/.
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Abstract

In response to utilities needs in improving plant operation flexibility and plant availability, Westinghouse introduced the advanced core monitoring and operational support system, BEACON, two years ago. Since then, the continuous development of the BEACON system has led to significant advances in further reducing utilities Operation and Maintenance (O&M) costs. The development of the BEACON system is made possible by two breakthroughs: 1) advanced numerical method to solve the diffusion equations extremely fast and 2) development of cost effective, state-of-the-art computing system, workstation. This paper presents the numerical scheme used in the neutronic solution and how BEACON uses the core instrumentations to provide the continuous three-dimensional (3D) core power distribution.

1. BEACON POWER DISTRIBUTION INFERENCE METHODOLOGY

BEACON uses a combination of incore instrumentation (e.g., movable detectors, thermocouples) and excore detectors in conjunction with an advanced nodal method to provide continuous 3D core power distribution. The advanced nodal method employed by BEACON is based on an innovative concept called Diffusive Homogeneity(1). Simply speaking, this concept is based on the recognition that the coupling between assemblies in light water reactor environment is dominated by fast group diffusion which has long diffusion length. As such, the core can be considered homogeneous in diffusion, although heterogeneous in reactivity. Mathematically, the fast group (in conventional two-group equations) flux can be expressed as follows:

\[ \phi_f = \frac{(1/v)G(C)(k*)\phi_t}{G(C)(k*)} \]

where: \( G \) represents the transit probability of a neutron from one node to another \( k* \) represents an effective fast group multiplication factor with thermal leakage correction

Once the fast flux is calculated, the thermal flux is constructed with the higher order leakage term included. The instrumentation tube flux is reconstructed by a combination of an homogeneous intranodal flux shape superposed with a heterogeneous instrumentation tube flux calculation from a transport-based lattice code, PHOENIX-P(2). Once the assembly flux is calculated, the assembly power is easily obtained via conventional method. This advanced nodal method is embodied in the SPNOVA computer code used by BEACON. The continuous power distribution provided by BEACON is obtained via the following process:

a. The BEACON 3D SPNOVA model is calibrated against the incore flux trace measurements. By using the calibrated power distribution, the excore detectors and thermocouples are cross-calibrated. These calibration factors are used until the next flux map is taken.

b. The BEACON model is updated following the actual reactor operation as closely as possible. Typically, once every fifteen minutes, the model is updated by integrating the actual core operating history (power, rod position, temperature) using the calibrated power in step (a) as the basis.

c. The continuous power distribution is provided by applying thermocouple and excore detector measurements which are available virtually on a continuous basis. The thermocouple measurements are not applied on an absolute basis. Rather, the deviation of the continuous thermocouple measurements from the cross-calibrated values (taken at the flux map) is used. During normal operation, the deviation is very small as expected. In abnormal condition, such as dropped rod, the deviation will be larger and this methodology enables the reactor operator to detect anomaly and know precisely what is happening in the reactor core.

A two-dimensional surface spline fitting technique is used to fit the adjusted information from the incore flux map and the thermocouple readings. Flexibility to properly weight the individual measurement is available to account for the quality of the individual reading. Extrapolation to uninstrumented assemblies is performed by the surface spline fitted values from the instrumented assemblies in conjunction with the up-to-date core model power distribution for the uninstrumented assemblies.

2. HARDWARE REQUIREMENTS

To effectively develop a continuous core monitoring and operational support system, it is a must to have a computer which allows multi-task operation, be compact without special environment requirements and with good computational speed for multidimensional calculations. The advent of the workstation addresses all of these requirements. The capability to link multiple workstations in a network enables the users to receive information from a single data source to address each user's specific needs. BEACON presently is configured with an HP/PAOLLID workstation with the following characteristics:

- A 25MHz 32-bit Motorola 68040 central processor
- A 24 MB of RAM
- A 19 inch color display with a 1280x1024 pixel resolution
- A 660 MB formatted Winchester disk drive
- A 60 MB 1/4 inch cartridge tape for disk backup, system updates and data transfer
- Ethernet/IEEE-803 network for communication protocol

BEACON can be configured to access the plant data directly through the plant process computer or linked to a network. The capability to link BEACON in a network enables multiple users to access consistent core information and to perform core operation support functions.

3. PLANT OPERATION FLEXIBILITY AND AVAILABILITY IMPROVEMENTS WITH THE BEACON SYSTEM

Traditionally, Westinghouse Pressurized Water Reactor employs movable incore and excore detectors as a mean to monitor the core power distribution. Technical Specifications and surveillance requirements are in place to assure that the core is operating within analyzed limits. The power distribution related limits typically consist of indirect measure of core power distribution and thermal margins, such as axial flux difference, quadrant power tilt ratio. Detailed power distribution is measured once a month to confirm peaking factors limit. With BEACON, the detailed core power distribution is available on a continuous basis which is analogous to having a fixed incore detector system or a continuous movable incore detector system. In addition, with the extremely fast neutronic model using actual measured parameters, BEACON provides analysis of actual thermal margins in terms of kw/ft and DNBR. Directly monitoring these parameters enable the users to determine the impact of anomaly without having to take drastic action, such as reduction in power, unless absolutely necessary.

With kw/ft and DNBR monitoring capabilities, the need for axial flux difference is eliminated. This significantly improves the utility operator ability to return to power quickly. An example of this benefit is illustrated in Figure 1. In a core with conventional monitoring devices and employing the Constant Axial Offset Control (CAOC) strategy, the reactor operator is required to keep the axial offset within the CAOC limit. This necessitates movement of the control rod frequently and slowly to assure that the axial power distribution is within limit. If the axial power distribution is outside of the prescribed limit, penalty minutes are taken which limit future operation flexibility. With BEACON kw/ft and DNBR calculation on an essentially continuous basis, the core thermal margin is known at all times. This allows the reactor operator to capitalize on operating margin, in particular at low power, to trade-off with more relaxed operating space. Actual plant data shows that operation of a more relaxed operating space (RAOC) can result in a saving of eight effective full power hours relative to a conventional +/- 5% delta-CAOC band.

Another benefit of having an up-to-date neutronic model is the ability to "know" the xenon distribution in details to devise strategy to control it. In BEACON, the xenon mode (XeMode) display enables the operator to determine the appropriate rod movement to control xenon distribution very effectively in preventing xenon oscillation or dampening one if one is in progress (3). The XeMode represents the latest advancement in core control strategy in that it allows the projection of the future core axial power distribution based on action taken by the reactor operator at a particular instant. Future axial power distribution is really determined by the iodine and xenon distribution which is created due to a certain control rod, core power and axial power distribution intermix during a plant maneuvering. In BEACON, two new quantities are invented to describe the movement of the xenon distribution(4).

\[ \Delta Xe = \int_{L/2}^{L/2} Xe(z) dz - \int_{0}^{L/2} Xe(z) dz \]

A free running xenon oscillation can be approximated by:

\[ \Delta Xe(t) = \Delta Xe_0 e^{-\tau t} \sin(\omega t) \]

For a stable xenon oscillation, the time derivative is defined by:

\[ \frac{\partial \Delta Xe(t)}{\partial t} = \omega \Delta Xe_0 \cos(\omega t) \]

A parameter \( \tau \) can be defined which determines the rate of change of the xenon skewness as a function of time. A phase diagram can be constructed to pictorially see the behavior of xenon due to plant maneuvering. An example of such a diagram is shown in Figure 2.

This phase diagram provides invaluable information for the reactor operator to control the axial power distribution. For example, a stable xenon condition would have the derivative equal to zero and the delta xenon at the nominal equilibrium value. To effectively dampen a xenon oscillation, action via
control rod movement and associated boration/dilution should be taken when the delta xenon is near the equilibrium value and by forcing the $r$ value to zero at this time.

4. FIELD EXPERIENCE WITH THE BEACON SYSTEM

BEACON has been installed at several reactors in the United States and one unit in Korea. Actual plant data have been collected and analyzed to reaffirm the accuracy of BEACON continuous power distribution methodology and global reactivity calculation such as Estimated Critical Condition. Direct comparison against INCORE based system showed that the BEACON-based reaction rate integral and inferred power distribution are essentially the same as those of the INCORE system. Several Estimated Critical Condition calculations, performed by the utilities for startups as well as power maneuvers, showed the BEACON results are typically within 150 pcm from actual core condition.

To demonstrate the usefulness and importance of having the XeMode control strategy, a simulation was made of an actual return to power maneuver by an US utility. By a combination of rod movement and power level, the utility initiated a xenon oscillation which was further compounded by inappropriate xenon dampening strategy. Consequently, the utility was forced to stay at low power for two days to allow a separate engineering organization to model the maneuver and to provide an operating strategy to dampen the xenon. The same maneuver was simulated in BEACON at the onset of the xenon transient. By using the XeMode control strategy, the xenon was dampened quickly. Figure 3 shows the actual plant axial offset and rod position as a function of time during the xenon oscillation. The xenon oscillation can be clearly illustrated via the XeMode diagram in Figure 4 with the spiral moving outward indicating a) the xenon distribution is further skewed by the operator's action and b) the rate of change of the xenon skewness is accelerated due to inappropriate rod movements.

Figure 5 demonstrates the effectiveness of the XeMode operating strategy. At the initiation of the xenon oscillation, the control rod is kept at 160 steps withdrawn at a slightly longer period and further inserted (rather than withdrawn) afterward using the XeMode plot guidance. The result of the maneuver is a spiral moving inward rapidly indicating the xenon has been dampened. Figure 6 shows the behavior of the axial offset and rod positions in this maneuver.
Figure 4: Poorly Controlled Xenon Transient Phase Plane Diagram

Figure 5: Phase Plane Diagram for Xenon Transient with Xenon Mode Control
the fast evolution of workstation technology, realistic 3D calculation can be done in less than one minute which allows accurate prediction of core behavior to optimize plant operation strategies.
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Figure 6: Time Plot of Xenon Transient with Xenon Mode Control

5. SUMMARY

The state-of-the-art advanced core monitoring and operational support system BEACON has evolved over the past few years to further improving the plant operation flexibility and availability. By direct monitoring of true thermal margin parameters, kw/ft and DNBR, several existing Technical Specifications and surveillance requirements can be relaxed or eliminated. In addition, with
USE OF THE LR-0 EXPERIMENTAL REACTOR FOR VVER CORE PARAMETERS ESTIMATION
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Abstract

The outline of recent experimental programs for VVER core parameters estimation is introduced. The versatility of the LR-0 reactor for an experimental study of core parameters is emphasized and new ways in experimental research of LWR cores are outlined.

1. INTRODUCTION

More than eight years have elapsed since the first critical state of the LR-0 reactor in the Nuclear Research Institute at Rež near Prague. Within this period reactor became one of the most important experimental facilities of the Institute, around which almost all activity concerning the physics of nuclear reactors has been concentrated. The LR-0 reactor was designed for research of neutron physical parameters of active zones of the pressurized water reactors of VVER type. Nuclear power engineering of nearly all East-European countries and Finland was built up on the basis of these light water reactors. In addition, Czechoslovakia for years has played a significant role in constructing nuclear power plants of East-European countries where it delivers key components, e.g. the complete bodies of nuclear reactors. The operation of nuclear power plants with VVER-440 reactors the construction and operation of power plants with VVER-1000 reactors as well as the manufacture of nuclear power installation components put questions to the research in the field of neutron physics, the solution of which considerably increases nuclear safety and economy.

2. THE LR-0 REACTOR

During more than eight years of operation the LR-0 reactor has been modified to satisfy all experimental and operational demands. The main features are summarized as follows:

(1) The basic type of fuel assemblies used are the shortened dismountable models of the VVER-1000 and VVER-440 assemblies. All LR-0 assemblies are loaded with fuel elements of one type (Fig. 1).

(2) The fuel enrichment varies from 1.6 to 4.4% of $^{235}$U and includes the following nominal values: 1.6, 2.0, 2.4, 3.0, 3.3, 3.6 and 4.4% of $^{235}$U.
3) A small part of fuel elements of each enrichment is
dismountable, which enables, e.g., to place activation
detectors between fuel pellets or experimental devices
into the zirconium coating tube.

4) Fuel elements containing Gd were prepared for experi-
ments. A set of fuel elements containing a homogeneous
di-gadolinium-tri-oxide admixture has the following
nominal values: 3605, 3610, 3615, 3620, 4401, 4403,
4420 and 4460, where the first group of two digits
gives the fuel enrichment with the $^{235}$U isotope and the
second one means the weight content of Gd$_2$O$_3$ in fuel
pellets (e.g. 4460 designates a fuel element with 4.4%
enrichment and 6.0 w% of Gd$_2$O$_3$).

5) The main part of the technology equipment is the
reactor core (Fig. 2) located on the supporting system
in the reactor vessel.
This system consists of
- the standard supporting plate, which enables to set
various configurations with fuel assemblies of
VVER-1000 type with a pitch of 236 mm (Fig. 3),
- the auxiliary inserted plate, which makes it
possible to place 7 fuel assemblies of VVER-440 type
with a pitch of 147 mm into the central part of
the core, while the standard coatless assemblies of
VVER-1000 type are placed in the periphery of the
core (Fig. 4),
- the special plate with radial grooves, which enables
to change continuously the assembly pitch (Fig. 5).

6) The $H_3BO_3$ concentration in the moderator may vary from
0 to 12 g per 1 l $H_2O$.

7) The moderator may be heated up to 70°C.

8) The thermal power of the reactor is limited to 5 kW for
1 hour and the thermal neutron flux density in the
centre of the reactor core to $10^{13}$ m$^{-2}$ s$^{-1}$. 
The reactor equipment is closely connected with its experimental program and is continuously modified and refined to meet requirements of design specialists, suppliers and operators of nuclear power plants.

3. THEORETICAL RESEARCH

An experimental program on the LR-0 reactor involves a number of calculations that are performed to support the design and evaluation of experiments. The elaborated methods and codes create a library and programme equipment, which involve
- generating of multigroup cross-section libraries,
- calculation of microparameters and condensed four-group constants,
- macroscopic calculations.
- Monte-Carlo calculations,
- kinetic calculations,
- special calculations.

Detailed information about the theoretical research on the LR-O reactor is not a purpose of this paper and a short overview was introduced only to complete an integral research activity on this facility.

4. EXPERIMENTAL RESEARCH

Experimental and theoretical research in physics of VVER-type nuclear reactors in last years has been concentrated on solution of the following problems:

- study of nuclear fuel utilization improvement, especially research of nuclear fuel with burnable poison,
- VVER pressure vessel neutron exposure evaluation in the context with solution of problems concerning the pressure vessel life increasing,
- spent fuel storage investigation,
- experimental research in space kinetics.

A research programme with the nuclear fuel containing gadolinium is aimed at
- experimental verification of the influence of gadolinium-bearing fuel elements on fission sources distribution in a model reactor core,
- verification on an accuracy of computer codes and programme libraries for a description of VVER cores containing fuel elements with burnable poison,
- obtaining a physical basis for safety analyses, with a tendency to ensure a reliable manipulation of nuclear fuel containing a burnable poison in VVER systems.

For VVER pressure vessel neutron exposure evaluation the model experiments have been performed with models of reactor periphery of both type - VVER-440 and VVER-1000 - as well. The precise physical model makes it possible to obtain direct experimental estimation of some quantities for the power reactors, such as fast neutron spectra at "crucial points", which are very important for a pressure vessel radiation damage estimation. The research programme will be closed by elaboration of operational rules for VVER-440 reactor operation with shielding fuel assemblies.

A research programme concerning the nuclear safety aspects of the spent nuclear fuel storage of the VVER-1000 type has been closed recently. This programme has covered a series of experiments aimed at the obtaining of the physical foundation for nuclear safety evidence of nuclear fuel repositories, based on the utilization of hexagonal absorption tubes from the boron steel with a minimum content of natural boron of 0.8 w%. The subcriticality greater then 0.95 (k < 0.95) has been proved both experimentally and theoretically, even with fresh fuel of 4.4% enrichment and with pure moderator. The results of this research are realized in a compact spent fuel storage of our own conception, which covers the boron steel production, the boron steel sheets rolling and the production of hexagonal absorbing tubes and storage construction system.

The LR-O is a versatile facility, where a wide spectrum of experiments with various kinds of light water lattices can be performed. An experimental verification of an effect of asymmetry of rhodium self-powered detector (SPD) could be mentioned as an example of a nonstandard experiment. From Fig.6 it results that an emitter of the SPD is placed in the fuel assembly asymmetrically with regard to the assembly axis. As the azimuthal orientation of a channel with SPD is unknown, a systematical error in the interpretation of the SPD signal arises when such a SPD is placed in the gradient of the neutron flux. Both theoretical and experimental research of this effect were performed and results were in-
Involved in the software of the control system HINDUKUSH on the NPP V-2 at Jaslovské Bohunice [1,2].

A brief description of the experimental arrangement:
A gradient of the neutron flux was created in the central fuel assembly by means of a water gap and neutron flux distribution was measured along the main diagonal in the assembly (Fig. 7). An effect of asymmetrical placement of an SPD emitter was estimated by means of the SPD response in two opposite positions - in the maximum and minimum of neutron flux. The orientation of the SPD was changed by remote control without changing the reactor output. Experimental results were compared with calculation and a good agreement was chosen. This result enabled to confirm an analytical expression which was derived for the dependence of an SPD-emitter activation on its eccentricity and on the gradient of the neutron flux (Fig. 8).
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VVER REACTOR DOSIMETRY AND PRESSURE VESSEL EXPOSURE MONITORING
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Abstract

The pressure vessel exposure is determined by means of surveillance neutron monitors and by the ex-vessel monitoring. The dosimetry data of CSFR VVER-440 reactor have been collected in order to reevaluate them using the new IRDF-90 cross section library. The PC experimental data base and the evaluation programmes are described and discussed.

Introduction

The pressure vessel exposure is determined by means of surveillance neutron monitors and by ex-vessel monitoring. The surveillance chains are equipment with Nb, Cu and 54Fe detectors (Fe for the 1st fuel cycle only). The acceleration of the specimen (the ratio between fluxes in the its position to the fluxes on the pressure vessel) is about 10 and the last chain is pulled out after 5 fuel cycles.

The present standard surveillance evaluation procedure requires the fluence above 0.5 MeV with target accuracy 20 %. This accuracy corresponds to the determination of the material characteristics changes with accuracy better than 5 %.

The neutron exposure evaluation is based on the following data:

- measured activity of the surveillance specimens monitors and ex-vessel monitors.
- neutron spectra at critical locations measured in mock-up reactor dosimetry cross-section data libraries (DOSCROSS-81, IRDF-90)
- power history of the corresponding power units

The neutron spectra have been obtained as the results of the mock-up experiments carried out by the proton recoil spectrometers in a physical model (mock-up) in the LR-0 experimental reactor.

Schema of evaluation procedure

The schema of the evaluation procedure is briefly shown on the Fig 1. The programme BLB24EX evaluates the integral cross sections according to the users options using reactor dosimetry cross section data libraries (DOSCROSS-81 or IRDF-90 respectively) and spectra library in 3 positions (surveillance specimens chain radial position, inner and outer pressure vessel surfaces) User must select the detector reaction, data library, detector position and the energy range.

The programme BLB23 evaluates fluxes and fluences (above 0.1, 0.5 and 1.0 MeV respectively) according to the users option by means of the effective cross sections, measured activities and the data file of power history. User also select the power station unit and the set of irradiated detectors.

The file of the measured activities and the result file of the fluxes and fluences are DBF type ones. The structures of this files are shown on the Fig 2.

Conclusions

The error propagation could be based on the experimental neutron spectra uncertainties and the cross section covariance matrices. The solving of this problems is in progress.
Structure for database: C:\FOX\ZA21DU.DBF
Number of data records: 108
Date of last update: 06/17/91
Field | Field Name | Type | Width | Dec
--- | --- | --- | --- | ---
1 | RETEZEC | Numeric | 4 | 9
2 | DATUM | Character | 26 | 2
3 | MONITOR | Character | 2 | 3
4 | CAPS | Numeric | 4 | 4
5 | HMOTA_MG | Numeric | 8 | 4
6 | ACT_KBD | Numeric | 9 | 9
7 | FO1 | Numeric | 10 | 1
8 | FO5 | Numeric | 10 | 1
9 | F1 | Numeric | 10 | 1
10 | FLUENCE01 | Numeric | 10 | 1
11 | FLUENCE05 | Numeric | 10 | 1
12 | FLUENCE1 | Numeric | 10 | 1
**Total** | | | 113 |

Structure for database: C:\FOX\1DUF.DBF
Number of data records: 109
Date of last update: 11/17/81
Field | Field Name | Type | Width | Dec
--- | --- | --- | --- | ---
1 | RETEZEC | Character | 1 | 1
2 | STARTDAY | Date | 8 | 8
3 | ENDDAY | Date | 8 | 8
4 | EVALDAY | Date | 8 | 8
5 | MONITOR | Character | 2 | 2
6 | CAPS | Character | 2 | 2
7 | HMOTNOST | Numeric | 7 | 4
8 | AKTIVITA | Numeric | 5 | 5
9 | FLUENCE | Numeric | 7 | 7
**Total** | | | 52 |

Fig. 2

Supposing the mock-up spectra are the best estimation of these quantities it is possible to test the consistency of the measured reaction rates and the corresponding cross section data. We have compared the DOSCROSS-81 and IRDF-90 cross sections data libraries. The 93Nb(n,n̄) and 63Cu(n,α) dosimeter results for both libraries were compared with the 54Fe(n,γ) result (dosimetry standard, identical cross section in both libraries). We have found improvement of the detector Cu consistency for the outer PV wall position (for IRDF-90). Similar conclusion for the surveillance position was obtained, but there are some unbelievable exceptions which could be probably caused by the impurities. As concern this detector, there are also some troubles with the integral cross section evaluation because the spectra were measured up to 10 MeV only and the contribution above this energy is not negligible and an extrapolation is needed.

The different conclusion should be done for Nb detectors, the DOSCROSS data provide evidently better consistency.
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PRIMARY EXPERIMENTAL AND CALCULATIONAL STUDY
OF THE WWER-1000 CORES OF THE LR-0 REACTOR
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Abstract

During last years a number of essential experiments were performed on the reactor LR-0 with fuel assemblies of the WWER-1000 type. The critical height of moderator level and the height coefficient of reactivity were always measured as basic integral characteristics of all arrangements. Efficiency of control rods (clusters) made from different absorbing materials and particular distribution of fission rate important especially in the vicinity of all irregularities were experimentally evaluated and theoretically calculated. Some calculations were also carried out to determine the influence of the input data deviation on the criticality of a reactor. The temperature coefficient of reactivity was measured and calculated in the limited range of temperatures.

These experiments implied results which enabled us to appreciate used calculational methods and accuracy of codes for calculations of the WWER type cores.

Introduction

The LR-0 experimental reactor was designed for physical research of reactor cores with WWER reactor type fuel. A multi-purpose design of the technology equipment allows accomplishment of experiments with WWER-1000 or WWER-440 type fuel assemblies in symmetric or asymmetric arrangements with the standard or variable triangular lattice pitch.

The control of a fission chain reaction is provided mainly by changing the moderator level in the reactor vessel and/or inserting clusters of absorbers into the fuel assemblies. Thus "clean" core arrangements, i.e. cores without inserted absorption elements, may be simulated.

The $H_3BO_3$ concentration in the moderator may be from 0 to 12 g $H_3BO_3$ per liter $H_2O$, the moderator may be externally heated up to 70°C. The heat from uranium fission in fuel elements is dissipated into the moderator. The thermal power of the reactor is limited up to 5kW for 1 hour and the thermal neutron density in the centre of the core to $10^{13}$ m$^{-2}$s$^{-1}$.

Fuel assemblies contain fuel elements arranged in triangular lattice, filled with sintered $UO_2$ pellets. The height of the fuel filling in the element is 1250 mm, fuel enrichment varies from 1.6 to 4.4% of U235. The hexagonal coatless fuel assembly of the WWER-1000 type used in LR-0 may be equipped with an absorption cluster of several absorption elements. (Fig 1)

During last years a number of essential experiments were performed on the reactor LR-0 and it is possible to compare their experimental results with the results of our codes with aim to verify the codes and cross section data as well as the results of experiments. In this paper basic critical experiments, measurements and calculations of cores with burnable absorbers, efficiency of control clusters, temperature coefficient of reactivity and some calculations performed to support the evaluation of experiments are described.

Fig. 1.: Fuel assembly with the distribution of absorption elements of the clusters used.
at the physical start-up of the reactor. The critical state of a given core arrangement is attained and successive power control is performed by changing the height of moderator level or by inserting clusters of absorbers into the fuel assemblies. A preliminary estimation of a critical height of moderator level, height coefficient of reactivity and knowledge of cluster efficiency are necessary for preparation of all experiments with different reactor core configurations.

The measurements of the critical height of moderator level and of the height coefficients of reactivity were performed by an inverse kinetics method [1]. A special effect caused by interaction of water with the surface of fuel elements in the case of close lattice was recorded and quantitatively evaluated. The level of moderator in close proximity of the fuel elements does not correspond with the moderator level measured with the moderator level meter and the shape (convex or concave) depends on the previous history of a level movement, so that the special operational procedure and evaluation method were used.

Typical results of this measurement are shown in Fig. 3, from which it is obvious and was also experimentally checked that there is a region of heights (width of span of about 1.5 mm) at which the reactor can be critical. The actual critical height must lie in this region and depends on the previous history of a moderator level movement.

The next important effect was caused by dry lattice of fuel elements over the moderator level. The reactor "feels" the cluster practically when the lower end of the cluster is about 30 cm above the moderator level. When the lower end of the cluster touches the moderator level, the worth of the cluster is about 5% of the worth of the fully inserted cluster.

The final results of the critical heights \( H_{c,x} \) and the height coefficients of reactivity for three basic configurations are presented in Table 1 together with results of theoretical calculations [2]. For the calculations of these quantities the code Fretislav [3] (solution of diffusion equations by finite-difference method with one mesh-point per elementary cell) was used, the irregularities at the boundaries of fuel assemblies being taken into account.

Four-group diffusion constants for all different elementary cells were prepared by the programme Microbe [4]. At all configurations the critical height \( H_{c,x} \) of the moderator level was calculated including the reflector savings and the influence of a dry lattice \( \Delta H_{c,x} \)

\[
H_{c,x} = H_{ex} + \Delta H_{c,x}\]

With the help of a perturbation theory the height coefficient of reactivity \( \Phi_e / H \) was found.

The difference of the calculated critical height \( H_{c,x} \) and the measured height \( H_{ex} \) increases with decreasing a critical height. To make the thing clear it will be necessary to find extrapolation distances experimentally for all cores and to involve spacing grids material in calcula-
The measurement of the height coefficient of reactivity. Agreement in experimental and calculated values of the height coefficient of reactivity is good. Calculations of the effect of a fully inserted cluster into the central fuel assembly on core criticality were also performed for each core. The results of calculations with the experimental data are shown in Tab. 2 together with the experimental worth of clusters measured by an inverse kinetics method.

<table>
<thead>
<tr>
<th>Core</th>
<th>% of cluster</th>
<th>[%]</th>
<th>Experiment, Worth of cluster</th>
<th>Estimated, Worth of cluster</th>
<th>Experiment, Worth of cluster</th>
<th>Estimated, Worth of cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>50</td>
<td>1</td>
<td>100</td>
<td>50</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>2</td>
<td>50</td>
<td>25</td>
<td>50</td>
<td>25</td>
</tr>
<tr>
<td>25</td>
<td>12.5</td>
<td>3</td>
<td>25</td>
<td>12.5</td>
<td>25</td>
<td>12.5</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

Tab. 1: Influence of a fully inserted cluster into the central fuel assembly

Tab. 2: Influence of a fully inserted cluster into the central fuel assembly
For the core without clusters the height coefficient of reactivity has been measured. The critical height of the core was found first, then the decreasing of the critical height caused by inserting the cluster into the core with that height without cluster was found, finally the decreasing of the critical height with increasing the height of the core by the reflector savings was calculated. The maximum relative difference of experimental and calculational values of power density did not exceed 10%.

In these calculations the critical height of the core, height coefficient of reactivity, peripheral fuel assembly and its worth was measured by the in-core detectors. The maximum relative difference of experimental and calculational values of power density did not exceed 10%.

### Table 2: Experimental Critical Heights and the Worth of Clusters

<table>
<thead>
<tr>
<th>Type of Cluster</th>
<th>Delta Cluster</th>
<th>Cluster Inserted For</th>
<th>Height (cm)</th>
<th>Cluster Position</th>
<th>Cluster Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Calculated Critical Heights and the Worth of Clusters

<table>
<thead>
<tr>
<th>Type of Cluster</th>
<th>Delta Cluster</th>
<th>Cluster Inserted For</th>
<th>Height (cm)</th>
<th>Cluster Position</th>
<th>Cluster Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4: Calculated Critical Heights and the Worth of Clusters

<table>
<thead>
<tr>
<th>Type of Cluster</th>
<th>Delta Cluster</th>
<th>Cluster Inserted For</th>
<th>Height (cm)</th>
<th>Cluster Position</th>
<th>Cluster Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
sensitivity Analysis

In some experiments which were repeated with different fuel assemblies but with the same number of fuel assemblies of the same nominal enrichment of uranium (i.e., with the same type of fuel elements) in the core, some deviations in critical height were found. To reveal the reason a number of experiments and calculations were performed to verify the influence of technological tolerances and input data deviations on neutron-physical properties of fuel assemblies.

In these experiments always one central fuel assembly out of the collection of 18 assemblies investigated was successively inserted into the ring-shaped core compound of 6 assemblies with an enrichment of 2% and the influence on the core reactivity was studied. Experimental dependence of the critical height on the fuel enrichment was formed by using data from the fuel certificate. Another experiment was performed where certain number of fuel elements with 2% enrichment in the central assembly were replaced by fuel elements with 3% enrichment and nonstandard mean enrichment in the central assembly was reached.

To find out the influence of the enrichment deviation by theoretical way, the possibility of calculations with non-standard enriched fuel, for which diffusion constants were not calculated in advance, was included into the programme Bfetislav.

Obtained dependence of the critical height and of reactivity on fuel enrichment showed, that the mean reason for difference in nuclear qualities of the fuel assemblies investigated is their difference in the U235 content. However, some fuel assemblies showed another deviation in reactivity than would correspond to the fuel certificate data and further investigations had to be done.

To separate the influence of temperature the temperature coefficient of reactivity was calculated. The influence of a water gap between fuel assemblies, the influence of cladding tube diameter deviation and that of fuel density were also contemplated. This sensitivity analysis is very important for better understanding of technological tolerances influence on neutron-physical properties of fuel assemblies.

The Temperature Coefficient of Reactivity

The influence of possible unequal temperature of the core on the reactivity when experiments were performed successively was determined in the range of temperatures from 18 to 32 °C both calculationally and experimentally. Further reason was safe operation of a reactor with inserted absorption elements, it was necessary to verify that the temperature coefficient is not positive.

Calculations were made for temperatures 20, 25 and 30°C for two arrangements of the core with seven fuel assemblies. First core (C1) without absorbers had critical height 61.23 cm, second core (C2) contained in each of 6 peripheral fuel assemblies 13 inserted absorber rods so that the critical height was increased up to 103.83 cm [8]. The fuel enrichment was 2% of U235 in both cores.

Calculated values of the temperature coefficient of reactivity are presented in Table 6 from where it is possible to see that the temperature coefficient of the LR-0 core is in the interval of temperatures considered negative and that it remains negative for core with inserted absorbers as well [9].

These theoretical results were very well confirmed experimentally [8]. For core C2 the mean temperature coefficient in the temperature interval 18 - 25 °C has been measured $\frac{\partial \rho}{\partial T} = -12.65 \pm 0.67$ pcm/°C, for the core C1 experiment was not performed but for the core where the central fuel assembly in the core C1 was replaced by fuel assembly with 4.4% enrichment has been measured in interval of temperatures 18 - 32 °C $\frac{\partial \rho}{\partial T} = -11.53 \pm 0.42$ pcm/°C. These values are in good agreement with calculated ones.

Conclusion

In this report several experiments performed on the LR-0 reactor were described together with brief mention of calculational methods used for theoretical determination of basic characteristics of the core. Calculational and experimental results were always compared which enabled us to appreciate used calculational methods and cross section data.
accuracy of codes for calculations of the WWER type cores and credibility of experimental results as well.

The results of comparison drew our attention to what is necessary to calculate with more precision, what is possible to neglect and on the contrary what requires to be taken into account. This information was always included in further calculations to improve their accuracy.

COMO: A CORE MODEL FOR PARAMETRIC FUEL CYCLE COST EVALUATION

H. MOLDASCHL
Siemens AG/Unternehmensbereich KWU, Erlangen, Federal Republic of Germany

Abstract

Many of the technical and economic features of a nuclear plant are cross coupled and partially nonlinear. Thus, when calculating energy costs the complete set of all influences should be considered. While complex computer programs can "prove precision for design, they do not necessarily foster understanding of fundamental interrelations."

Therefore a rather simple plant model based on existing results and experiences is under preparation, which considers all important design parameters and process variables.

Since fuel expenses are an important component of total nuclear power costs, the first module of the above mentioned code deals with the core and the fuel cycle. A set of examples is given.

1 Problem description

Fuel expenses are an important component of nuclear power costs. In fact, since costs can be reduced by improving both fuel cycle technology and fuel design during the lifetime of a plant, the analysis of fuel cost is of continuing interest to the electric utility, whereas fixed charges of the plant do not change after the plant has been built. The primary objectives have to be to identify the principal cost components and to examine how they are affected by changes in the reactor design.

The technical and economic features of a nuclear power plant are defined by a lot of technical parameters and system variables. Many of them are cross-coupled, and there are several nonlinear parameters among them. Therefore the analysis of the fuel cycle expenses is complicated, however, since a number of operations are involved and economic factors are sensitive to burnup as well as to numerous financial and process variables.

The energy cost component attributable to the fuel can be determined in principle by sophisticated computer programs, which include the fine structure of present worth and other second order effects. But as in so many other fields of endeavour, complex computer programs sometimes become cumbersome and slow. As a result, the operation of the computer becomes a more important consideration. The first module of the above mentioned code deals with the core and the fuel cycle. A set of examples is given.

2 Core Model

At Siemens KWU there is a plant model under development (Fig 1), consisting of several modules which can describe all important systems and processes, influencing economy. The first module of the code will be described herein.
During the last decades of reactor design and operation a large amount of knowledge has been collected as an available data base. These data stem from many design calculations, formerly performed with very sophisticated tools. We fitted them when we employed our knowledge about reactor physics. By this we can calculate all parameters which mainly influence fuel cycle costs, e. g. batch burnup, reload enrichment, fuel cycle length and load factor under boundary conditions, for example given by waterside corrosion or RPV fluence.

2.1 Input table
All parameters and process variables which are necessary to perform quantitatively relevant results are taken into account. The input table contains:

- Fuel assembly (FA) data: active core height, FA type, number of rod positions, number of guide tubes, pitch, rod outer diameter, thickness of the cladding, fuel density etc.
- Core data: number of FA or maximum outer radius of the core, position of control assemblies (CA).
- RPV data: thickness of the shroud, size of the core barrel, size of the RPV.
- Operational data: thermal and electric reactor power, load factor, operation mode of the reactor (U or Pu, with or without reprocessing), fuel shuffling characterizing reload burnup cycle length/batch size.
- Economic data: plant investment, natural uranium FA fabrication, reprocessing, waste disposal.

2.2 Output table
The output table contains the following variables and parameters of the core:
- Geometry, masses: number of FA if maximum radius of the core is given, mass of fuel in the FA.
- Average thermodynamic values: linear heat rate, heat flux, rating.
- Neutron physics: neutron fluence at the RPV, reload burnup cycle length/batch size, fissile mass recovery rate, reload enrichment, waterside corrosion oxide layer.
- Fissile mass balance: inventory, mass flow.
- Fuel cycle and energy cost:

3 Description of important modules

3.1 Geometry, average thermodynamic values
A module calculates the maximum number and pattern of fuel assemblies from the maximum radial distance $R_{\text{max}}$ of the outermost FA edge in the core given (Fig. 2) and the most common thermodynamic values, like the average linear heat rate, the heat flux and the fissile material rating.
3.2 Cycle length, reload burnup, enrichment, batch size

The dependence between cycle length, reload burnup, enrichment and batch size is shown in Fig. 3 for a 3765 MWe plant with full Zirconium PWR. Those data were condensed by a 2D interpolation. The error of the interpolation is < 1.5%.

3.3 Waterside clad corrosion

3.3.1 Basis polynome

The waterside corrosion process of the cladding depends - among other rather small influences - on the residence time, the burnup history, the power peaking factor, the heat conductance in the cladding and the temperature of the moderator.

The dependence of the corrosion process on the residence time and the radial power peaking factor is shown in Fig. 4. The accuracy of the 2D interpolation is approx ± 4 μm for the corrosion layer thickness.

3.3.2 Temperature correction

The correction of the corrosion layer thickness $d_{corr}$ to the given temperature, if it is different from the reference temperature, is performed by the Arrhenius equation.

$$\frac{d}{dt} d_{corr} = a_1 e^{\frac{E}{kT_{clad}}} + a_2 \lambda t d_{corr}$$

The exact solution of this equation can be easily given:

$$d_{corr} = \frac{1}{a_2} \ln (1 - a_3 \beta t)$$

where:
- $\beta = \frac{E}{kT_{clad}}$
- $a_3 = a_2 \lambda t$
- $a_2 = a_2 \lambda t$
- $\lambda$ = heat transfer coefficient
- $T_{clad}$ = cladding outside temperature
- $q^*$ = heat flux
- $t$ = irradiation time
- $\beta = \frac{E}{kT_{clad}}$

3.3.3 Optimization of the fuel power history

Since waterside corrosion can restrict the reload burnup from the technical point of view, one may be interested in an optimization procedure to minimize corrosion layer thickness $d_{corr}$. Among other important parameters which cannot be influenced, the "power history" of the PWR, that means $F_{py}$ (1) ($F_{py}$ = power peaking factor) is one of the important parameters to reduce $d_{corr}$, i.e., by an adequate fuel shuffling scheme.
Since the problem is of the functional kind and the basic corrosion behaviour as well as the Arrhenius equation for the temperature correction are highly nonlinear, we developed a stochastic optimization procedure to do the job. We called it "Shake procedure," since the basic idea is to shake the $F_{xy}$ function, which is to be optimized, by a stochastic variation around the actually best solution, as long as the functional value, i.e., the corrosion layer thickness $d_{corr}$, decreases (Fig 5)

$$\int T_g \frac{d}{dt} d_{corr}(F_{xy}(t)) dt = d_{corr} = \text{Min}$$

Two examples for such an optimization procedure are given in Figs 6a and 6b, for two different upper limits for $F_{xy}(t)$.

4 Calculation of the RPV fluence

The dependency of the RPV fluence from the thickness of the shroud, the water gaps between shroud and core barrel and the core barrel itself (see Fig 7) can be calculated using the results of existing Monte Carlo calculations for several geometries. The following approximative equation for the shielding effect was established:

$$\frac{\Phi_{RPV}}{\Phi_{Core}} = \exp \left( 4 \sum b_i \Delta s_i \right)$$

The error of the estimate compared to a precise calculation is smaller than 10%.

5 Results

Fig 8 shows for example the fuel cycle cost (FCC) for 5 cases (reference case and 4 variations) as a function of the parameters:

- core height
- number of fuel assemblies
- fuel assembly type

One should mind that changes of one of these parameters cause changes of several others, as it is shown in the table.

Comments to the results (referred to the reference case)

Variation 1: Reduction of the core height

The linear heat rate and the heat flux increase, as a consequence also the corrosion rate and the RPV fluence do, the reload enrichment requested to gain the given cycle length is higher than in the reference case, also is the reload burnup, despite the fact that due to the higher enrichment effort the specific fuel cost increase, the fuel cycle cost decrease since burnup is enlarged and fissile mass inventory is smaller.

Variation 2: Enlargement of the FA cross section, FA number reduced

Only the RPV fluence will be increased markedly due to the more protruding core.

Variation 3: Smaller number of FA

This case is similar to variation 1, but the FCC and the RPV fluence are markedly reduced, unfortunately at the expense of waterside corrosion layer thickness.

Variation 4: Less FA with the same FA cross section and reduced core height

Compared to variation 3 the FCC are reduced at the expense of clad corrosion as it was for variation 3.
SHAPE Procedure for Fuel Shuffling Optimization
SIEMENS FAU V211 (H. Holzschuch 07/91)

JS - iteration number
Fxy - power peaking factor
SP - kind of shuffling [in-out, 0 in-out]
SS - corrosion layer thickness
Cycle Number = 5
Residence times TA - in, TE - out

<table>
<thead>
<tr>
<th>JS</th>
<th>Fxy</th>
<th>SP</th>
<th>SS(µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAX</td>
<td>1.00</td>
<td>1.20</td>
<td>1.20</td>
</tr>
<tr>
<td>TA</td>
<td>0</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>250</td>
<td>500</td>
<td>750</td>
<td>1,000</td>
</tr>
<tr>
<td>TE</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>250</td>
<td>500</td>
<td>750</td>
<td>1,000</td>
</tr>
</tbody>
</table>

SHAPE Procedure for Fuel Shuffling Optimization
SIEMENS FAU V211 (H. Holzschuch 07/91)

JS - iteration number
Fxy - power peaking factor
SP - kind of shuffling [in-out, 0 in-out]
SS - corrosion layer thickness
Cycle Number = 5
Residence times TA - in, TE - out

<table>
<thead>
<tr>
<th>JS</th>
<th>Fxy</th>
<th>SP</th>
<th>SS(µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAX</td>
<td>0.90</td>
<td>1.20</td>
<td>1.20</td>
</tr>
<tr>
<td>TA</td>
<td>0</td>
<td>250</td>
<td>500</td>
</tr>
<tr>
<td>0.00,</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TE</td>
<td>250</td>
<td>500</td>
<td>750</td>
</tr>
<tr>
<td>0.00,</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6a: Optimization of a Fuel Shuffling Scheme by SHAKE

Fig. 6b: Optimization of a Fuel Shuffling Scheme by SHAKE
6 Conclusion

It can be recognized, that the claim for FCC optimization is comparatively large. Therefore
optimization efforts are worthwhile to be performed. One should notice here that for a 1300 MWe plant
specific energy cost of $10^4$ DM/kWh means a sum of approx. 10 Mio DM per year.

Since there exist many interconnections between the relevant parameters of the plant, an
optimization, using the common sophisticated and powerful design codes, may have no prospects. This
holds to a larger extent for the optimization of the whole plant.

---

### Table 1: Parameter Influence on the Fuel Cycle Cost

<table>
<thead>
<tr>
<th>Case</th>
<th>Core Height [cm]</th>
<th>FA Number</th>
<th>FA Type</th>
<th>$q'$ [W/cm²]</th>
<th>$q''$ [W/cm²]</th>
<th>$d_{corr}$ [µm]</th>
<th>$\text{relpad}$ enrichment [%U²³⁵]</th>
<th>FC [DM/kg HM]</th>
<th>FCC [DM/kWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref case</td>
<td>390</td>
<td>221</td>
<td>17x17-25</td>
<td>165.5</td>
<td>55.4</td>
<td>43</td>
<td>3.77</td>
<td>46.1</td>
<td>7875</td>
</tr>
<tr>
<td>Variant 1</td>
<td>390</td>
<td>221</td>
<td>17x17-25</td>
<td>175.3</td>
<td>60.1</td>
<td>50</td>
<td>1.08</td>
<td>4.03</td>
<td>50.0</td>
</tr>
<tr>
<td>Variant 2</td>
<td>390</td>
<td>193</td>
<td>18x18-24</td>
<td>166.7</td>
<td>55.9</td>
<td>44</td>
<td>1.75</td>
<td>3.79</td>
<td>46.5</td>
</tr>
<tr>
<td>Variant 3</td>
<td>390</td>
<td>193</td>
<td>17x17-25</td>
<td>189.5</td>
<td>63.5</td>
<td>57</td>
<td>0.36</td>
<td>4.26</td>
<td>52.8</td>
</tr>
<tr>
<td>Variant 4</td>
<td>390</td>
<td>193</td>
<td>17x17-25</td>
<td>205.3</td>
<td>68.8</td>
<td>85</td>
<td>0.40</td>
<td>4.58</td>
<td>57.2</td>
</tr>
</tbody>
</table>

$q'$ - linear heat rate
$q''$ - heat flux
$d_{corr}$ - waterside corrosion layer
$\text{relpad}$ - RPV fluence (inner side of RPV)
$\text{relpad}$ enrichment - reload burnup
$\text{relpad}$ - fuel cost
$\text{HM}$ - heavy metal
$\text{FCC}$ - fuel cycle cost
$\text{Dpf}$ - 0.01 DM

1) Shroud thickness, core barrel and RPV size for all cases identical

---

**Fig. 8.** Parameter Influence on the Fuel Cycle Cost
INFLUENCE OF PROLONGED NUCLEAR FUEL BURNUP ON SAFETY MARGINS OF ADVANCED PWRs

D. SPASOJEVIC, N. MARINKOVIC, M. V. MATAUSEK
Boris Kidric Institute of Nuclear Sciences, Belgrade, Yugoslavia

Abstract

Prolonged fuel burnup in advanced NFP with four or more instead of three one-year cycles, requires the fresh fuel with increased initial enrichment combined with burnable absorber. This causes changes in axial and radial power distribution during particular fuel cycles, so that detailed analysis of thermal reliability of reactor core becomes inevitable. This paper presents the results of the analysis of the departure from nucleate boiling ratio (DNBR) for an equilibrium cycle of an advanced PWR core.

INTRODUCTION

The basic goal of in-core nuclear fuel management is the minimum value of nuclear power production cost for the given system properties and safety margins. This goal is achieved if the total burnup of discharged fuel has the maximum possible value, while from both economic and safety reasons it is desirable that the radial and the axial burnup distribution in discharged fuel assemblies lie in the narrowest possible range. The direct approach in solving the so defined optimization problem is the power generation flattening, which for LWRs lead to partitioning of reactor core into three radial zones containing fuel with different initial enrichment (first core) or different burnup histories (succeeding cores). In the course of its three years lifetime a fuel assembly occupies different positions during the three 12-month cycles. Inserting the fresh fuel in the outer low neutron flux zone, and moving it gradually towards the center of reactor core (out-in reloading scheme), it is provided that the fuel containing higher percentage of fissionable material operates in the lower neutron flux, which results in better reactor core safety properties. Since the burnup process itself leads towards power generation flattening, from the safety point view the beginning of each cycle is critical and thus it is used as the design basis.

Recent developments in nuclear power production, however, dictate different criteria for in-core nuclear fuel management. First, the tendency of nuclear power plant life extension, from present 30 years to possible 50 years, makes the preservation of reactor vessel integrity the goal of primary importance. In order to minimize the radiation damage of reactor vessel, fresh fuel with high content of fissionable material is placed in the intermediate or the central core zone, while loading patterns are designed so to minimize the leakage of neutrons (particularly fast neutrons) from the core. Second, increasing prices of back-end fuel cycle services, as well as the global delay of commercial use of fast reactors, result in a permanent requirement for increasing the total discharge burnup. Improvements in fuel production technology can already guarantee average discharge burnup of 50 instead of present 30-40 MWd/kgU. This increased discharge burnup can be achieved either by increasing the power generation density, or by prolonging the fuel resident time in the reactor. In both cases, there appears the question of keeping up with safety margins.

Fuel designed to spend in a reactor four three-months or three 15- to 18-months cycles, instead of original three one-year cycles, must have increased initial enrichment in order to provide sufficient built-in reactivity for the prolonged operation. On the other hand, use of fuel with higher initial enrichment, which is no longer necessarily inserted in the lowest neutron flux zone, can seriously jeopardize safety characteristics of the system considered. Thus the expected peaks of power generation at the beginning of cycle are compensated by applying burnable absorbers, while control rods can be used for compensating high built-in reactivity. Obviously, this kind of in-core fuel management requires additional safety analysis.

Having in mind that the future nuclear power plants will certainly be of the advanced type, with prolonged fuel cycles and extended in-service times, the safety characteristics of such nuclear power plants were studied\(^7,8\). The following quantities were calculated:

- axial and radial distribution of neutron flux and power generation in a fuel rod for different burnup values;
- space (assemblywise) distribution of neutron flux and power generation in the reactor core having initial or equilibrium configuration and for different options of built-in reactivity compensation;
- isotopic fuel composition and fission product inventory for different burnup values. The problem of worsened reactor core safety characteristics in the course of fuel burnup was noticed in the case when burnable absorbers were applied for power generation flattening, particularly towards the end of the cycle, when most of the burnable absorbers were already burnt. The necessity of more detailed analysis of thermal reliability of the reactor core was pointed out.

In the present paper the results of reactor core neutronic calculations presented in\(^9\) are used as input data for calculating the temperature distribution in a fuel rod and a reactor core, as well as critical thermal flux ratio and the departure from nucleate boiling ratio (DNBR). The results of the thermal-hydraulic calculations are given for an equilibrium cycle of a typical 1000 MWe power plant\(^10\), for the case of fresh fuel having standard initial enrichment, and for the case of fuel with increased initial enrichment and burnable absorbers. An analysis of results obtained using different heat transfer correlations\(^11,12\) suitable for this kind of reactor safety calculations has been performed.
METHOD AND CORRELATION APPLIED FOR CALCULATION OF DNBR

Critical heat flux, \( q_{cr} \), is one of the main constraints for the power density generated in nuclear fuel, since the integrity of the first safety barriers, namely fuel element cladding, depends on its value. Value of \( q_{cr} \) depends on the local conditions of the coolant and on the thermal conditions of the heating surface. Value of the departure from nucleate boiling ratio (DNBR = \( q_{cr}/q_{ij} \)) is applied to validate the thermal reliability of the reactor core.

Having in mind the complexity of the procedure for determining heat flux distribution on the surface of the fuel cladding \( q_{ij} \), on one hand and the correlation for calculating values of local heat flux \( q_{ij} \), on the other hand, distribution of DNBR is represented in a very complex implicit form. That is why the direct determination of minimum DNBR value, which is the safety margin, is practically impossible.

Procedure for calculating the DNBR distribution performed in this analysis is the following. Distribution of the heat flux on the surface of a fuel rod and its cladding \( q_{ij}(z) \), is calculated by applying coupled code packages WIMS-S-VAMPIR and HITOC-MOD3. For a chosen reactor core configuration, burnup \( Bu(r,z) \) and power \( P(r,z) \) distribution were computed by WIMS-S-VAMPIR code package. The so obtained heat distribution was used as input in the HITOC-MOD3 code for calculating thermal and hydrodynamic parameters of the heating channel and the fuel rod. In this procedure choice and method of applying the correlation for calculating the critical heat flux \( q_{cr} \) has special significance. Among a number of available experimentally obtained correlations for \( q_{cr} \), the following three correlations are applied for the analysis performed in this paper:

**Correlation W-3:**

\[
q_{cr}(z) = \left[ 2.002 - 0.00006424p - 0.00005133p \right] \left[ 0.0007347 + 0.00005133p \right] \left[ 0.1722 - 0.0000143p \right] \left[ 0.00073474 (0.1484 - 1.596x + 0.1729|x|) G + 0.1729x|x| \right] D \left[ 1.037 \right] 1.157 - 0.869x(0.2664 + 0.357e^{0.15x}) \left[ 0.2856 + 0.000341x \right]
\]

which is valid for the following ranges of parameters:
- \( p = 6895 - 15860 \text{ kPa} \)
- \( x = -0.15 - 0.15 \)
- \( G = 1356 - 6780 \text{ kg/ms} \)
- \( D > 0.009 \text{ m} \)

**Correlation RELAP 4 - MOD 5:**

\[
q_{cr}(z) = \frac{25487 \left( -G \right)^{0.07515(\text{e}^x)} 17715(\text{e}^{x})}{1356} \left( x+1 \right)^3 \frac{3.3960 - 0.5356p}{0.224 \text{ ppm} 0.051}
\]

RESULTS OF CALCULATION

Basic parameters of the system analyzed in this paper are shown in Table 1. Assemblywise radial distribution of form factor at the beginning of cycle (BOC) and at the end of cycle (EOC) for an equilibrium core is shown in Figure 1. This results from neutronic calculations of the core with burnable absorbers (IFBA).

Critical heat flux for chosen reactor types (PWR or VVER) is determined by applying the above correlations, but for a final comparison of DNBR at BOC and EOC with and without burnable absorbers, correlation W-3 was applied for PWR case while the correlation GIDROPRESS is applied for the VVER case. The results for VVER case are not cited here, because they are still in preliminary form.

Results of thermal-hydrodynamic calculations are shown in Table 2 and in Figures 2 - 4. Axial distributions of \( q_{ij}, q_{cr} \) and DNBR at the beginning and at the end of an equilibrium cycle are computed for the cases with and without burnable absorber by applying axial distribution at the fuel assembly maximum of generated heat fuel.

Effects of the reliability of applied experimental correlations for determining the critical heat flux and engineering uncertainty factors of reactor parameters are shown in Figure 5. It may be seen that in the case of extended fuel cycle analyzed here, the designed safety margin DNBR is jeopardized towards the end of cycle.
Table 1 Reactor core Thermal-hydraulic parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>PWR</th>
<th>VVER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross fission power output, MW</td>
<td>2900</td>
<td>3000</td>
</tr>
<tr>
<td>Maximum transient overpower allowances, %</td>
<td>118</td>
<td>110</td>
</tr>
<tr>
<td>Specific power, kw/kgU</td>
<td>35.5</td>
<td>45.9</td>
</tr>
<tr>
<td>Power density, Mw/m³</td>
<td>88.8</td>
<td>108</td>
</tr>
<tr>
<td>Linear heat rating, kw/m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Core average</td>
<td>15 16</td>
<td>16.6</td>
</tr>
<tr>
<td>Maximum steady state value</td>
<td>39 37</td>
<td>44.8</td>
</tr>
<tr>
<td>Maximum value in overpower transient</td>
<td>72 19</td>
<td>47.4</td>
</tr>
<tr>
<td>Heat transfer surface area, m²</td>
<td>5341</td>
<td>9</td>
</tr>
<tr>
<td>Heat flux, kw/m²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Core average</td>
<td>529</td>
<td>580</td>
</tr>
<tr>
<td>Maximum at steady state</td>
<td>1375</td>
<td>1570</td>
</tr>
<tr>
<td>Maximum during overpower transient</td>
<td>2519</td>
<td>1660</td>
</tr>
<tr>
<td>Center fuel temperature, °C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Core average</td>
<td>749</td>
<td>850</td>
</tr>
<tr>
<td>Maximum at steady state</td>
<td>1621</td>
<td>1660</td>
</tr>
<tr>
<td>Maximum at steady state transient</td>
<td>2593</td>
<td>1720</td>
</tr>
<tr>
<td>DNBR, dryout or critical heat flux ratio</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum value at rated power</td>
<td>2/14</td>
<td>1.73</td>
</tr>
<tr>
<td>Minimum value at overpower</td>
<td>1/36</td>
<td>1.51</td>
</tr>
<tr>
<td>Confidence level</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td>Correlation used to determine DNBR</td>
<td></td>
<td>WBN</td>
</tr>
<tr>
<td>Cladding temperature, °C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Core average, clean</td>
<td>333</td>
<td>3/340</td>
</tr>
<tr>
<td>Maximum value</td>
<td>350</td>
<td>3/400</td>
</tr>
<tr>
<td>Coolant flow, kg/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total core</td>
<td>13990</td>
<td>82200</td>
</tr>
<tr>
<td>Effective flow for heat transfer</td>
<td>13000</td>
<td>82200</td>
</tr>
<tr>
<td>Bypass flow, %</td>
<td>8.5</td>
<td>3.1</td>
</tr>
<tr>
<td>Operating pressure, MPa</td>
<td>15.1</td>
<td>15.7</td>
</tr>
<tr>
<td>Core pressure drop, MPa</td>
<td>0</td>
<td>0.142</td>
</tr>
<tr>
<td>Coolant temperature, °C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inlet</td>
<td>294</td>
<td>287</td>
</tr>
<tr>
<td>Average outlet</td>
<td>331</td>
<td>320</td>
</tr>
<tr>
<td>Outlet of hot channel</td>
<td>341</td>
<td>340</td>
</tr>
<tr>
<td>Fuel assembly parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lattice type</td>
<td>square</td>
<td>hexagonal</td>
</tr>
<tr>
<td>No of fuel rods/assembly</td>
<td>264</td>
<td></td>
</tr>
<tr>
<td>Fuel rod pitch, mm</td>
<td>12.6</td>
<td>12.75</td>
</tr>
<tr>
<td>Active length</td>
<td>3657</td>
<td>3550</td>
</tr>
<tr>
<td>Fuel pellet diameter, mm</td>
<td>7.843</td>
<td>7.72</td>
</tr>
<tr>
<td>Fuel cladding inside diameter, mm</td>
<td>6.0</td>
<td>7.72</td>
</tr>
<tr>
<td>Fuel cladding thickness, mm</td>
<td>0</td>
<td>0.59</td>
</tr>
</tbody>
</table>

![Fig 1](image) Assemblywise power distribution at BOC and at EOC for an equilibrium cycle Case with burnable absorber (BA)
Table 2. Actual distribution of power and thermal flux parameters for fuel assembly, without control rods and burnable poisons.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power flux</td>
<td>$\frac{\text{kw}}{\text{m}^2}$</td>
</tr>
<tr>
<td>Thermal flux</td>
<td>$\frac{\text{kw}}{\text{m}^2}$</td>
</tr>
</tbody>
</table>

Fig. 2. Steam quality axial distribution

Fig. 3. Heat flux axial distribution

Table 2. Actual distribution of power and thermal flux parameters for fuel assembly, without control rods and burnable poisons.
CONCLUSION

Prolonged fuel cycles from original 12 months to 15 or more demand increase of fresh fuel enrichment and application of burnable absorbers. This causes variations of radial and axial power distribution during the cycle which impose the need for detailed analysis of the reactor core thermal reliability.

In this paper an analysis of the variation DNBR parameter is performed for a PWR fuel rod cladding. Results of the analysis show that reactor core having \( \frac{q_{\text{crit}}}{q_{\text{clad}}} > 2.5 \) at the beginning of the cycle may change to \( \frac{q_{\text{crit}}}{q_{\text{clad}}} < 2.2 \) at the end of cycle when the burnable absorber is applied. This is not acceptable from safety point of view since the accepted design value is \( \frac{q_{\text{crit}}}{q_{\text{clad}}} \approx 1.36 \).

The analysis and the results given in the present paper indicate that increasing the total discharge burnup and introducing advanced refuelling schemes require more sophisticated safety analysis, i.e. more detailed both physical and thermal-hydraulic calculation models and methods.
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A method to find a low leakage core reload pattern that results in the highest possible burnup within the safety constraints is developed. The coupled burnable poison optimization problem is effectively separated by the use of Haling depletion. The method is based on a two-dimensional, effective-one-group nodal scheme for power distribution calculations in which assembly reactivities are related linearly to assembly burnup. Linear programming is used to select the pattern with highest HOC $k_{eff}$ under power peaking constraints.

Strong dependence on initial guess pattern was observed, and a set of distinctly different guess patterns is generated and evaluated in each case. Test applications indicate that the method converges to a few high $k_{eff}$, low leakage patterns having similar assembly distributions, which are also similar to those found in reference studies. A 193-assembly core analysis, the reference of which takes 220 CPU seconds on a CYBER-205, took a total of 310 seconds on a 386-based personal computer. The method is found suitable for sifting through a large number of possible patterns, to select a few to be analyzed more accurately.

### Introduction

Pressurized Water Reactor (PWR) core design is a complicated task which involves the evaluation of many physics and engineering parameters. Simultaneous solution of all the equations that govern such a complex system is far from reality, therefore, the problem is broken down into weakly-interrelated smaller problems. Core fuel management is one of these smaller problems and it is related to the rest of the variables of core design in terms of constraints such as:

- limit on fuel burnup - due to material considerations
- limit on peak-to-average power ratio - should not be larger than a predetermined value at any point in the core during the cycle
- enough excess reactivity in the core to overcome the xenon absorption
- ability to shut the reactor down at any time during the cycle.

When constraints such as these are considered, the fuel management problem is effectively separated from the structural, thermal-hydraulics, safety, etc. aspects of the core design.

In-core fuel management of a PWR core involves the following steps:

- the refueling cycle length is determined
- the batch size and enrichment are estimated
- the fuel reload pattern and absorber distribution are found to satisfy the safety requirements and constraints
- detailed calculations are performed to validate the proposed loading pattern.

The present work concentrates on the third step above, which includes:

- a criterion to select the best reload pattern
- power and depletion calculations on trial patterns to check the safety constraints
- an optimization method to determine the best pattern.

In the last decade low leakage fuel management became a popular trend because of the reduction of the leakage and the fluence on the pressure vessel. Burnable poisons are used extensively in low leakage cores to control power peaking and the placement of these rods constitutes a second optimization problem coupled to the fuel reload optimization. However, with the use of Haling depletion, the fuel assembly pattern problem and the burnable poison distribution problem can be separated. The latter problem will not be addressed in this work.

### Theory

In scoping studies, a two-dimensional, effective one-group (Ref. 1) nodal scheme with adjustable parameters is sufficiently accurate for the calculation of power distributions:

$$-\Phi_k^2 = \left[ \frac{1}{k_{eff} (1 - \rho_k)} - 1 \right] \frac{1}{M^2} \Phi_k$$  \hspace{1cm} (1)

where

- $\Phi_k$ = effective one-group neutron flux in the k-th node,
- $k_{eff}$ = criticality eigenvalue,
- $\rho_k$ = nodal reactivity, including a correction for thermal-group leakage (Ref. 1),
- $M$ = migration length.
This equation is solved at the end of cycle (EOC) assuming that all burnable poison in the core will be burned at the EOC.

By taking \( \phi_k \sim f_k (1 - \rho_k) \), Eq. 1 can be written as a function of \( f_k \) = the normalized nodal power, \( \rho_k \) = nodal reactivity, \( k_{\text{eff}} \) and \( M \). The migration length is shown to be independent of burnup and assembly (Ref. 1). \( f_k \) is assumed to stay constant throughout the cycle (Halil depletion) whereas \( \rho_k \) and \( k_{\text{eff}} \) are EOC parameters. Since the available values are \( \rho_k^{\text{BOC}} \) = the initial reactivity distribution - and not \( \rho_k \) at the EOC, a way must be found to relate \( \rho_k \) and \( \rho_k^{\text{BOC}} \). This is done by using the linear reactivity model (Ref. 2) in which the assembly reactivities are assumed to depend linearly on the assembly burnup:

\[
\rho_k = \rho_k^{\text{BOC}} + \Delta \rho_k
\]

The coefficients \( \rho_k^{\text{BOC}} \) and \( \Delta \rho_k \) in this relation are determined by curve fitting to detailed burnup calculations for the assemblies. This approximation greatly facilitates the determination of the state of the core at any time during the cycle. To relate the burnup \( \Delta B \) of node \( k \) to the prechosen cycle burnup \( \Delta B \), a expression of the form \( \Delta B_k = f_k \Delta B \), where \( m \) denotes the heavy metal loading, is used. Now the EOC state is described by the reactivity distribution at BOC, \( M \) and \( f_k \) values which are taken to be independent of burnup, \( \Delta B \) which is specified beforehand, and \( k_{\text{eff}} \) at the EOC. The problem is reduced to finding the highest EOC \( k_{\text{eff}} \) for different initial reactivity distribution patterns. The advantages of this method are the following:

- the resulting quadratic equation for \( f_k \) can be solved very fast,
- the memory requirements are extremely small, since all variables but \( \rho_k^{\text{BOC}} \) and \( \Delta \rho_k \) are lumped into assembly-independent \( M \) and \( h \) (node size),
- allows one step treatment of the depletion process,
- there is no need to further partition the one-eighth core into zones to keep the number of calculations at a reasonable level.

This calculational method reduces the time spent in power distribution calculations significantly and permits the reload assembly pattern analyses to be performed on desktop computers.

The optimization of initial reactivity distribution to maximize the EOC \( k_{\text{eff}} \) without having power peaking above the given limits has been done using a number of methods including dynamic programming, optimal control strategy, linear programming and direct search. The method used in this study is linear programming with the objective function:

\[
\text{maximize } J = k_{\text{eff}}(\rho_1) = k_{\text{eff}}^p \sum_{i=1}^{N} \left( \frac{\delta k_{\text{eff}}}{\delta \rho_i} \right)^p (\rho_i^p - \rho_i^p)
\]

where \( N \) is the total number of nodes in the core, and the BOC superscript of \( \rho_i \) is dropped. Three conditions are imposed on the reactivities:

\[
\rho_{\text{min}} < \rho_i < \rho_{\text{max}}, \quad i = 1, 2, \ldots, N \quad (2)
\]

\[
\sum_{i=1}^{N} w_i \rho_i = \text{const.,} \quad (3)
\]

\[
f_{\text{min}} < f_i < f_{\text{max}}, \quad i = 1, 2, \ldots, N \quad (4)
\]

where \( f_i \) is the assembly power normalized to unity over the full core and is linearized with respect to the reactivities as (Ref. 3):

\[
f_i = f_i^* + \sum_{m=1}^{N} \left( \frac{\delta f_i}{\delta \rho_m} \right)^p (\rho_m^p - \rho_m^p)
\]

(the superscript \( p \) indicates that the results of the previous iteration are to be used in the evaluation of the variable).

**THE COMPUTER CODE**

The theory described above is incorporated in a computer program consisting of power calculation, optimization, assembly matching and input-output modules. This modular structure allows improvement of a particular section such as the power calculation without changing other parts of the program. The flow diagram of the code is presented in Fig. 1.

The program starts by reading groups of assemblies and their enrichments. Throughout the work it was found that the convergence of the linear programming routine is strongly dependent on the initial guess pattern. Therefore, the code
is written such that it always creates 10 patterns which sample distinctly different distributions with the same assemblies, and calculates the results for each of them. The CPU times given in the next section include all 10 calculations.

In the second step the derivatives of $k_{\text{eff}}$ with respect to increases in individual assembly reactivities are calculated to find the coefficients in the objective function. The procedure to do this is to assume a change $\Delta \rho_i$ in the reactivity of the $i$-th node, and, keeping all other reactivities constant, performing a power calculation, and finding the resulting change in $k_{\text{eff}}$. At the same time, the derivatives of the assembly powers with respect to changes in reactivities, $df_i/\partial \rho_m$ in Eq. 5, are also calculated.

With these derivatives, the linear programming subroutine ZX3LP (Ref. 3) finds a distribution of reactivities, which take values in the continuous range of Eq. 2, which respect the given power peaking limits of Eq. 4 and which maximizes the $k_{\text{eff}}$ at the EOC. As observed in Ref. 4, power peaking limit permitting, the code converges to low leakage patterns.

The next task is to match the actually available assemblies with the optimized pattern of nodal reactivities. This is done by matching the assembly with the highest reactivity with the corresponding highest reactivity node. Note that, because of symmetry, nodes are repeated in the core 1, 4 or 8 times, which should be taken into account in matching the nodes with the assemblies.

Upon matching, a power calculation for the assembly pattern is done and the resulting $k_{\text{eff}}$ is compared with the one for the previous pattern. The $k_{\text{eff}}$ first increases, then starts decreasing at which point the iterations stop.

To test the validity of the suggested scheme two cases were used: The first one is a 44 node core with one-eighth core symmetry and 3 batches of assemblies. To serve as reference, all possible core patterns were separately created with a different code, and associated $k_{\text{eff}}$'s were calculated with the same power calculation module. The optimization code converged to the pattern with the highest EOC $k_{\text{eff}}$ value among the 82 possible patterns of the reference study.

The second test case is taken from Ref. 5 and the assemblies used in that study are grouped into three reactivity intervals with average reactivities assigned to each group. In Ref. 5, the assemblies along the symmetry lines were shuffled only among themselves. Here, no such limitation is imposed. The optimization scheme converged to a pattern which, despite the simplicity of the model used, is remarkably close to the reference study.

These test cases are explained in more detail in the following paragraphs.
power peaking becomes more pronounced. Therefore, not only the EOC $k_{\text{eff}}$ but also the peaking is a factor to be considered when judging the patterns found by the code.

Table 1 shows the results of a separate calculation to find the pattern with the highest $k_{\text{eff}}$. In the first column the values of the power peaking factor are divided into four groups. All the possible patterns - for the given assemblies and the core structure - are evaluated. The neutronics model in this separate calculation is the same as the one used by the optimization code. 11 reactivity distributions out of 82 has peaking lower than 1.40. Among these patterns the highest $k_{\text{eff}}$ is 1.051 which belongs to pattern 1020121 (which should be interpreted as the EOC reactivity for node 1 is 0.1, for node 2 it is 0.0, for node 3 it is 0.2, and so on). 12 patterns result in power peaking in the range of 1.41 to 1.49, and among these the highest $k_{\text{eff}}$ belongs to pattern 1120210. 7 patterns result in peaking between 1.50 and 1.59, among which pattern 1110220 has the highest $k_{\text{eff}}$ value (1.069). This is also second to 1.074 in the combined peaking range of 1.41 to 1.59.

Table 1 - Number of cases and highest $k_{\text{eff}}$ patterns in each peaking range

<table>
<thead>
<tr>
<th>Power Peaking</th>
<th># of cases</th>
<th>Max $k_{\text{eff}}$</th>
<th>Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq$ 1.40</td>
<td>11</td>
<td>1.051</td>
<td>1020121</td>
</tr>
<tr>
<td>1.41 - 1.49</td>
<td>12</td>
<td>1.074</td>
<td>1120210</td>
</tr>
<tr>
<td>1.50 - 1.59</td>
<td>7</td>
<td>1.069</td>
<td>1110220</td>
</tr>
<tr>
<td>1.60 $\leq$</td>
<td>52</td>
<td>1.116</td>
<td>2210110</td>
</tr>
</tbody>
</table>

As explained earlier, the results are strongly dependent on the initial guess pattern, accordingly the optimization code generates 10 different starting patterns and performs the calculations for all of them. Four out of these ten calculations converge to pattern 1120210 with $k_{\text{eff}} = 1.074$. Another four converge to pattern 1110220 with $k_{\text{eff}} = 1.069$. The remaining trials converge to 2110120 with peaking greater than 2.0, and to 1112200 with $k_{\text{eff}} = 1.052$, which is smaller than 1.069. Thus, the code predominantly finds the two patterns with the highest $k_{\text{eff}}$ values.

2) 193-NODE CORE

The core of the second test case is shown in Fig. 3. Power peaking factor is chosen as 1.30 in the linear programming subroutine, though, as explained in the first test case the resulting patterns with actually available $p$ values may have peaking larger than this limit. The full core contains 64 assemblies having $p = 0.2$, 64 assemblies having $p = 0.1$, and 65 assemblies having $p = 0.0$. The optimum pattern found by the code has $k_{\text{eff}} = 1.1255$. This pattern is going to be referred to in the following paragraphs as pattern 1. This pattern and its initial guess pattern are shown in Figs. 4 and 5.
The next-highest $k_{\text{eff}}$ patterns have 1.1224, 1.1201, 1.1103 and 1.0886 as their $k_{\text{eff}}$ values. For the remaining five guess patterns convergence cannot be achieved. Since 1.1224 and 1.1201 are quite close to the $k_{\text{eff}}$ of pattern 1, nodes that are common among these three patterns are also of interest, to rule out the possibility that their similar $k_{\text{eff}}$ values may be the result of similar initial patterns. As can be seen from Fig. 7 these three patterns have 10 out of 56 nodes in common in their initial quarter-core guess patterns. The converged optimized patterns, however, have 35 nodes out of 56 in common (Fig. 6). This result shows that the code has converged to similar final patterns starting from distinctly different guess patterns.

Figs. 8 and 9 show the results of Ref. 5 which uses the same core. Fig. 8 shows the initial pattern and Fig. 9 presents the resulting optimized, higher $k_{\text{eff}}$ pattern which serves as reference in the present work. In that study the assemblies along the symmetry lines could be shuffled only among themselves. Fig. 9 was obtained under this restriction.

Figs. 10 and 11 compare pattern 1 with the initial and final cases of the reference study, that is with Figs. 8 and 9. This comparison shows that the optimization code used in this study starts from a pattern which has 25 nodes in common with the reference optimized pattern, it converges to a pattern having 35 nodes in common. Considering the crudeness of the approximations used in this study the final pattern has a remarkable similarity to the reference pattern.

When the common nodes of the three highest $k_{\text{eff}}$ patterns are compared with the reference initial and final patterns as shown in Figs. 12 and 13, the results are more pronounced. The number of nodes that are common in the initial cases of the three patterns and the reference initial pattern is only 5. By contrast, the final patterns have 23 common nodes with the reference final pattern. In other words, starting patterns were distinctly different than the one used in the reference study, and
so were from each other; but they all converged to final patterns that are similar to each other and to the reference one. The reference calculation took 220 CPU seconds on the CYBER-205 computer whereas all 10 initial patterns analyzed in this study with a 386-based Personal Computer took a total of 310 seconds.

CONCLUSIONS

In this study an optimization method for beginning-of-cycle fuel loading based on the linear reactivity model, effective one-group approximation to the diffusion equation, and linear programming, is investigated. The method was found to converge to high EOC \( k_{\text{eff}} \) patterns, respecting power peaking limits. Strong dependence on initial guess pattern was observed, so that the method generates and calculates final patterns for each of the distinctly different initial guesses. These final patterns are to be analyzed by more accurate neutronics and depletion models to arrive at a single reload pattern.

The optimization method was found suitable for sifting through a large number of possible patterns, to select a few to be analyzed more accurately, on a desktop computer in an acceptably short time.

REFERENCES

WORKSTATION COMPUTER SYSTEMS FOR IN-CORE FUEL MANAGEMENT

L. CICCONE, A.L. CASADEI
Westinghouse Commercial Nuclear Fuel Division, Pittsburgh, Pennsylvania, United States of America

Abstract

The advancement of powerful engineering workstations has made it possible to have thermal-hydraulics and accident analysis computer programs operating efficiently with a significant performance/cost ratio compared to large mainframe computer. Today, nuclear utilities are acquiring independent engineering analysis capability for fuel management and safety analyses. Computer systems currently available to utility organizations vary widely thus requiring that this software be operational on a number of computer platforms.

Recognizing these trends Westinghouse adopted a software development life cycle process for the software development activities which strictly controls the development, testing and qualification of design computer codes. In addition, software standards to ensure maximum portability were developed and implemented, including adherence to FORTRAN 77, and use of uniform system interface and auxiliary routines. A comprehensive test matrix was developed for each computer program to ensure the evolution of code versions preserves the licensing basis. In addition, the results of such test matrices establish the Quality Assurance basis and consistency for the same software operating on different computer platforms.

Introduction

The computer industry has changed rapidly over the past three decades. In previous years step changes in performance of computers were doubling every 3 to 5 years. Today, performance of computers are doubling every year and will probably move even faster to keep up with the rapidly changing software environment. The ability to move Fuel Management software to new platforms of hardware and software requires a strict development and migration process.

This paper will review the experience accumulated in migrating Fuel Management software to smaller computers and will discuss the experience to date of installation and operations of such systems in the US and abroad. In addition, the computer hardware evolution will be discussed with benchmark performance of the Westinghouse Advanced Nodal Code operating in several new workstation models recently released in the US market.

Evolution of Computing in the U. S.

The computing has changed significantly over time as illustrated in Figure 1. In the 1960's, the main thrust of the computer industry was central processing. Corporations installed these large processors and access was provided by punched card decks. This environment provided limited improvement in user productivity but began demonstrate computers could solve problems of minimal complexity.
Timesharing computing was the highlight of the 1970's. The large processors of the 60's were advanced by software developments that allowed users access via Cathode Ray Tubes (CRT). Users threw away their card decks and now could edit files interactively and submit application input data directly to the computer. This environment increased the productivity of users over central processing systems and began the era of sharing information via computers.

Probably the largest advance in computing was the introduction of the personal computer. This advance gave users dedicated power at their desk and provided an environment for the greatest advance in personal productivity software. Databases and graphical based software was being developed and users were incorporating these features into their daily job functions. Still, the sharing of data was limited at best in this structure.

Starting in the mid 1980's, the computing revolution moved to workstations. Initially, they appeared to be another version of the personal computer with more power but their development over the past 5 years has made them stand out. The first systems performed at around 0.5 million instructions per second (MIPS) and were used to perform simple calculations. Today, just 7 years later, machines are performing at 76 MIPS and cost about the same as the mid 1980s systems. This has placed desktop workstations in the same performance class as the large mainframes.

Software Migration Process

Westinghouse has experienced the computing evolution like many other corporations. Westinghouse has installed large central processors accessed via timesharing techniques, invested in personal computers and are now basing our development, testing and qualification of nuclear applications on workstations.

Migration from one platform to another is imperative to survive in the rapidly changing computing industry. Westinghouse has established a migration environment with several key elements that insure a Quality Assurance basis for its software. These elements include a software development life cycle process, development standards and a uniform systems interface.

The software development life cycle process provides an organized method for developing, testing and maintaining applications. The life cycle process is characterized by the following phases:

- Preliminary Evaluation
- Functional Specification
- Software Design
- Software Implementation
- Software Verification
- Release for Production/Acceptance Testing

The hallmark of this process is the rigorous application testing. Each application is validated for a specific range of calculations. This range is modelled in a series of applications tests called a "test matrix". Each time an application is modified or migrated to another platform, the test matrix is executed and checked against reference QA results. This process of testing each application and verifying against previously validated results maintains the Quality Assurance basis for our software.

The ability move between platforms to take advantage of computing technology advances has prompted Westinghouse to adopt software standards. These software standards insure maximum portability while
maintaining the software Quality Assurance basis. Standards have been developed for application software, utility packages and system dependent utilities. The application software standards include ANSI 1977 FORTRAN Full Language Standard, naming conventions, variable initialization, FORMAT statements, alphanumeric data handling, data packing, array subscript usage, file handling, data types, etc.

Software utility packages, adhering to the above standards, provide a repository for commonly used programs. This technique avoids duplication of software by each application. Finally, a uniform interface between the applications and the operating system centralizes all system dependencies.

The software development life cycle process, standards based software development and the uniform system interface technique are essential elements of a migration environment. These processes and standards greatly reduce the effort in migrating to other platforms.

Platform Implementations

The development of a computer infrastructure, standards and a software development life cycle enables Westinghouse to move efficiently between platforms. In the fuel design arena, Westinghouse supports four platforms (Figure 2) from their software development network. Platforms include specific operating systems for Cray, IBM, HP-Apollo and Scientific Computer Systems.

The software development and delivery process (Figure 3) was developed to ensure that all nuclear application software is developed and released consistently for all platforms. The software repository resides on the workstation where initial development is performed.
After successful testing of modifications to an application, the source is generated for all supported platforms and tested in each environment. If any testing fails, changes are made to the applications in the software repository and retested on each platform. After all validation is successfully competed, software is then released for production.

The software delivery process uses the software life cycle, standards and uniform system interfaces as the basis for applications development and maintenance. This process insures that only one copy of the source is maintained for each application. This technique has improved our ability to maintain applications and has enhanced the portability of our nuclear software.

Workstation Hardware

The impact of workstations on the computing industry has been tremendous. Nuclear calculations that were only capable of being solved on mainframes can now be performed by smaller computers. Although these computers are physically smaller, their power is extremely impressive and their price/performance ratio is outstanding.

Westinghouse benchmarks many computers as a means of targeting platforms for development and to illustrate the performance of our applications in differing computer and operating system environments. Figure 4 shows benchmark results for the Westinghouse Advanced Nodal Code nuclear application. The benchmark is a representative analysis core consisting of 15 depletion steps for a Westinghouse four loop reactor. As can be seen, there is a wide spread on performance with a range of acceptable results for intermediate minicomputers to workstations. Until recently, this performance comparison chart only contained large mainframes and mini-computers. Last year, the Hewlett Packard (HP) 400 system made the chart and the recently announced HP 700 series computers' has broken into the elite group of computers rivaling Cray and IBM computers. Performance is only one component in selecting an implementation platform. Comparing costs in these differing environment provides the most dramatic improvement in computing. Mainframes and mini-computer costs range from $100,000 to $1,000,000 and even higher. The typical workstation configuration, consisting of a 19" color graphics monitor, 16 megabytes of memory and 400 megabytes of disk, costs between $15,000 and $20,000. This price breakthrough has driven the cost/MIP to below $300.

Conclusion

Workstations are providing performance and price improvements that place significant power on the nuclear designers desk. There now exists a computer platform that will foster development of computer aided design applications for nuclear fuel management. Taking advantage of these improvements can only be possible with an infrastructure that provides a Quality Assurance basis for software applications. Software Development life cycle process and standards play a significant part in providing this quality Assurance basis. Clearly the computing evolution has and will continue to impact the development of fuel management applications.
VERIFICATION OF KARATE: KALININ CYCLE-1

M. MAKAI, M. TELBISZ
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Abstract

The KARATE program system has been constituted to calculate WWER-1000 units. Test results obtained for the first fuel cycle of NPP Kalinin are given, including: the boron let down curve, kₐ distributions at 17 and 235 full power days, outlet temperature distributions and a few axial power distributions. The calculated distributions suit well to the experimental results.

1. AVAILABLE MEASUREMENTS

Cycle 1 of Kalininskaya Power Plant's unit 1 has been proposed [1] for testing fuel cycle calculations of WER-1000 type reactors. The available information concerning the operational history originates from the below given sources:

- a file [2] distributed in the TIC;
- a test problem specification [1] proposed on the XIX. Symposium of TIC;
- calculations [3,4] reported on TIC and IAEA meetings.

In Ref.[2] pointwise measured data have been given at 35 time points of the burnup cycle. The data include control rod positions, thermal powers, coolant flow values, boron concentrations and (core) inlet coolant temperatures. Comparing the powers of the time steps to the also available full power day values we have concluded that the available data refer rather to a given time point than to averages over time steps. The cycle history slightly differs in diverse sources that may indicate a posteriorly introduced corrections on the measured data. In order to preserve the most important reactivity effects, a new history has been derived from the data. The power has been calculated from the given full power days (fpd) and from the given time. The values in Table 1, which show the history of the first burnup cycle, represent the values at the left of the given time interval.

In Ref.[2] not only the history but also outlet temperatures at T= 17 and 105 fpd are given, along with axial power profiles measured by self powered neutron detectors (SPND).

In Ref.[3] kₐ distributions at T=17 and 235 fpd are given without specifying if the experimental values refer to SPND or thermocouple measurements.

<table>
<thead>
<tr>
<th>No.</th>
<th>Power (MW)</th>
<th>Rod position (cm)</th>
<th>Burn-up (fpd)</th>
<th>Time (day)</th>
<th>(°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1450</td>
<td>195</td>
<td>0</td>
<td>0</td>
<td>280</td>
</tr>
<tr>
<td>2</td>
<td>1060</td>
<td>241</td>
<td>6.4</td>
<td>13.2</td>
<td>280</td>
</tr>
<tr>
<td>3</td>
<td>1580</td>
<td>224</td>
<td>11.5</td>
<td>27.6</td>
<td>282</td>
</tr>
<tr>
<td>4</td>
<td>1580</td>
<td>188</td>
<td>19.2</td>
<td>43.0</td>
<td>282</td>
</tr>
<tr>
<td>5</td>
<td>1560</td>
<td>259</td>
<td>27.5</td>
<td>58.7</td>
<td>282</td>
</tr>
<tr>
<td>6</td>
<td>2220</td>
<td>263</td>
<td>39.4</td>
<td>81.6</td>
<td>286</td>
</tr>
<tr>
<td>7</td>
<td>2390</td>
<td>226</td>
<td>47.3</td>
<td>92.3</td>
<td>286</td>
</tr>
<tr>
<td>8</td>
<td>2040</td>
<td>277</td>
<td>50.8</td>
<td>99.9</td>
<td>285</td>
</tr>
<tr>
<td>9</td>
<td>1650</td>
<td>245</td>
<td>58.1</td>
<td>110.6</td>
<td>284</td>
</tr>
<tr>
<td>10</td>
<td>2040</td>
<td>245</td>
<td>58.8</td>
<td>111.9</td>
<td>286</td>
</tr>
<tr>
<td>11</td>
<td>510</td>
<td>178</td>
<td>70.5</td>
<td>129.1</td>
<td>285</td>
</tr>
<tr>
<td>12</td>
<td>1710</td>
<td>226</td>
<td>72.0</td>
<td>137.9</td>
<td>285</td>
</tr>
<tr>
<td>13</td>
<td>1860</td>
<td>266</td>
<td>142.3</td>
<td>285</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2370</td>
<td>266</td>
<td>84.6</td>
<td>158.6</td>
<td>286</td>
</tr>
<tr>
<td>15</td>
<td>2400</td>
<td>273</td>
<td>103.2</td>
<td>182.1</td>
<td>286</td>
</tr>
<tr>
<td>16</td>
<td>2370</td>
<td>256</td>
<td>123.5</td>
<td>207.5</td>
<td>286</td>
</tr>
<tr>
<td>17</td>
<td>1980</td>
<td>273</td>
<td>130.4</td>
<td>216.2</td>
<td>286</td>
</tr>
<tr>
<td>18</td>
<td>2310</td>
<td>252</td>
<td>132.7</td>
<td>219.7</td>
<td>287</td>
</tr>
<tr>
<td>19</td>
<td>2370</td>
<td>273</td>
<td>142.2</td>
<td>232.1</td>
<td>286</td>
</tr>
<tr>
<td>20</td>
<td>1740</td>
<td>234</td>
<td>154.8</td>
<td>248.0</td>
<td>285</td>
</tr>
<tr>
<td>21</td>
<td>2790</td>
<td>284</td>
<td>165.7</td>
<td>266.8</td>
<td>287</td>
</tr>
<tr>
<td>22</td>
<td>3090</td>
<td>316</td>
<td>180.2</td>
<td>282.4</td>
<td>287</td>
</tr>
<tr>
<td>23</td>
<td>1020</td>
<td>238</td>
<td>197.2</td>
<td>299.5</td>
<td>282</td>
</tr>
<tr>
<td>24</td>
<td>3090</td>
<td>291</td>
<td>200.0</td>
<td>340.3</td>
<td>287</td>
</tr>
<tr>
<td>25</td>
<td>284</td>
<td>335.3</td>
<td>340.3</td>
<td>287</td>
<td></td>
</tr>
</tbody>
</table>
KARATE involves three levels: cell, assembly and global levels. On the cell level the multigroup transport equation (TE) is solved in a cell, and the output cell averaged few group (i.e. 2 or 4 group) constants are placed in a suitable library. On the assembly level the few group diffusion equation (DE) is solved for an assembly made up of homogeneous regions. Here a portion of the assembly’s surroundings is also taken into account. The output of this level consists of assembly averaged cross-sections, organized in a suitable library. The power distribution and the burnup are calculated at the third, so called global level. The flux distribution is calculated by response matrix (RM) iteration. The RM’s of a given assembly are calculated by means of analytical solutions to the DE in the given assembly.

The thermal hydraulic feedback is taken into account so that in the neutron physical calculations the thermal hydraulics variables (moderator density and temperature, steam fraction) are taken as parameters, and are calculated by an adopted COBRA algorithm from the power distribution. The power distribution, moreover, is calculated in the neutron physical calculation with fixed thermal hydraulics parameters. Thermal hydraulics and neutron physical calculations are organized in a loop.

Reflector and structural materials around the core are described by albedo matrices. Also albedo matrices are utilized at the top and bottom of the core.

3. ADJUSTMENT OF PROGRAMS, ASSUMPTIONS

No adjustment has been made in the KARATE system although because of some lacking information we resorted to the assumptions as follows:

-the structure of the space above and under the core is not known. In both cases a 6 cm extrapolation distance has been taken.
-the structure of the assembly at the end of the absorber rod is not known. After the end of the rod water is assumed.

The calculations were performed in a 60-deg sector (with 34 assemblies) and 14 axial mesh points were taken.

4. RESULTS

The boron let-down curve is shown in Fig.1. The measured values along with the BIPR-7 calculations originate from Ref.[4]. BIPR-7 apparently underestimates the boron concentration everywhere but at the fresh core. KARATE slightly overestimates the first two values but shows a fairly good agreement with the measured values. At 200 fpd KARATE seriously overestimates and the same effect can be observed with BIPR-7 though there the overestimation occurs 20 fpd earlier. The reason must be a reactivity effect having displayed in the models but not in the measurements. Such a reason may be a power change not represented in the given history.

Figure 2 compares the measured and calculated k<sub>a</sub> distributions in a 30-deg sector at 27 fpd. The measured values are taken from Ref.[4]. Though neither the experimental methodology (the derivation of k<sub>a</sub> from the measurements) nor the experimental error is known, the distribution calculated by KARATE seems to agree with the measurements within the presumable experimental error.

Figure 3 shows a similar comparison at 235 fpd, close to the end of the burnup cycle. Here considerable differences can be observed at positions 4, 8, 13, 18 and 19. Yet the measured values enclose the values calculated by KARATE at positions 2, 3, 5, 6, and 19. The calculation seems to agree better with the SPND measurements than with the thermal measurements. There is a considerable difference between the SPND and thermal measurements as well.

Fig. 4 and 5 shows the measured and calculated energy release at 17 fpd and 105 fpd, respectively. The coordinate of the displayed assembly is 23-08. The good coincidence at the inner points of Fig.4 and the deviations at the first and last axial points may indicate the inadequacy of the extrapolation distances at the top and bottom of the core. It is very difficult
to say anything about Fig. 5. The axial shape suggested by the measurements is unrealistic and the calculated shape bears no resemblance to it. It should be pointed out that after comparing the measured and calculated distributions at every measured position the calculated and measured shapes are similar in general, the disagreement shown in Fig. 5 occurs only a couple of times out of the available 70 SPND measurements. In general the calculation agrees better with the measurements at 17 fdp than at 105 fdp. The reason, besides cumulating possible calculational errors, must be the cumulating uncertainty of the burnup cycle.

It is known that rod position, local power and burnup all influence the local energy release and none of those quantities is known fully and certainly from the history.

Fig. 6 and 7 shows the differences of calculated and measured outlet temperatures at 17 fdp and at 105 fdp, respectively. The maximal difference is 4.9 °C and 6.8 °C, respectively. Comparing measured values of symmetric positions we conclude the error of the temperature measurement must be somewhere about 2-3 °C. No significant deviation can be observed between the measured and calculated temperature distributions.
CONCLUSIONS

We have presented the first calculations by the KARATE system. The first burnup cycle of unit-1 of the Kalinin NPP has been calculated and the boron concentrations as well as the $k$ values, axial shapes have been compared to measurements. The calculated boron concentrations agree fairly well with the measurements. The $k$ distributions are also in accord with the measurements, though there the experimental values are sometimes contradicting. As to the axial shapes, the calculated shapes are not far from the measured ones in some cases and suggest corrections of the extrapolation distances at the top and bottom of the core.
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Abstract

The FUMACS code package (an acronym for Fuel Management Code System) was developed at Ruder Bošković Institute with the aim to enable in core fuel management analysis of PWR core. FUMACS encompasses computer codes PRELEO, PSU LEOPARD/RBI and MCRAC/RBI. The computer code PRELEO is designed to fully automate preparation of input to the PSU LEOPARD/RBI code. PSU LEOPARD/RBI is based on the PSU LEOPARD code with several options added, including the method to model integral fuel burnable absorbers. The group constants generated by PSU LEOPARD/RBI are used to perform global reactor calculations using the MCRAC/RBI code.

The code package is completely written in FORTRAN 77 standard and it runs on a personal computer (IBM-PC or compatible). The validation of the FUMACS code package was performed by comparison of FUMACS results with design parameters for the first eight reload cycles of NPP Krško core. The differences between critical boron concentrations calculated by FUMACS and design data are typically within 30 ppm. The differences in assemblywise power and burnup distributions are typically within 6%, and the difference in power peaking factor is typically within 3%. The comparison showed that the FUMACS code package is the fast and reliable code system suitable for repetitive and numerous in core fuel management calculations.

INTRODUCTION

FUMACS code package has been developed at Ruder Bošković Institute (RBI) for in-core fuel management analysis of NPP Krško core. It is based on PSU LEOPARD and MCRAC codes which are obtained from Penn State University in the frame of IAEA expert service. These codes were constantly improved and modified to enable modeling of innovations which were introduced in PWR technology in the last decade. The experience accumulated in applying these codes to in-core fuel management calculations of NPP Krško
core has shown that these codes can be used with satisfactory confidence level for scoping calculations and for loading pattern development. In order to transfer codes to NPP Krsko it was necessary to modify codes to make them more user-friendly and to automate the application to NPP Krsko core. The result of efforts to achieve these goals is the FUMACS code package.

This paper gives a short description of the FUMACS code package and results of validation process performed for eight reload cycles of NPP Krsko.

FUMACS CODE PACKAGE

FUMACS code package consists of the preprocessing code PRELEO, the cross section generating code, PSU-LEOPARD/RBI, and two-dimensional diffusion code, MCRAC/RBI. The PRELEO code prepares ready-to-execute PSU-LEOPARD/RBI input data file. PSU-LEOPARD/RBI generates a library of cross sections for various fuel types, represented by polynomial coefficients depending on burnup and boron concentration.

The FUMACS code package is written in FORTRAN 77 and may be easily adapted for various computers. The current version, V91.1, runs on personal computer (PC). The structure of the FUMACS code package is depicted in Figure 1.

PRELEO

PRELEO\(^{(2)}\) is a computer code for automated generation of PSU-LEOPARD/RBI input data files for NPP Krsko fuel. Attached to the code are four master files, containing all the relevant data about fuel design, fuel batches, cycles, burnable absorbers, etc., for the NPP Krsko core. The user specifies only the most basic data about the fuel depletion history, and PRELEO generates a complete, ready-to-execute, PSU-LEOPARD/RBI input data file. The PRELEO code input/output organization is given in Figure 2.

PSU-LEOPARD/RBI

PSU-LEOPARD/RBI\(^{(3)}\) is improved version of PSU-LEOPARD code\(^{(4,5)}\), which is developed at Penn State University. PSU-LEOPARD code incorporates options to fit the group constants by polynomials in burnup and soluble boron concentration. The polynomial coefficients are stored in a file called an ADD (Assembly Data Description), providing a complete set of group constants for automated fuel assembly depletion, in the format compatible with MCRAC code.

The improvements and new features developed at RBI which are included in PSU-LEOPARD/RBI are:

- modeling of burnable poison rods and integral fuel burnable absorbers (IFBA)\(^{(6)}\),
- numerically more stable polynomial fit,
- flexible output control,
- depletion restart option.
MCRAC/RBI

MCRAC/RBI\(^{(7)}\) is improved version of MCRAC code\(^{(8,9)}\), which is developed at Penn State University. MCRAC performs global analysis of PWR core using ADD file generated by PSU-LEOPARD.

MCRAC/RBI Version 9.1 is specially developed to perform in-core fuel management calculations of NPP Krško core. The main characteristics of this version are:

- core modeling by following separately quarter fuel assembly burnups,
- unfolding of core loading from quarter core level to full core level,
- pin-power reconstruction,
- simplified input structure,
- diversified output levels,
- fuel assembly interchange option including "rotations."

FUMACS VALIDATION

The validation of the FUMACS code package has been made against operational data for cycle 2 to cycle 9 of NPP Krško. The results for nominal conditions were compared with data from Westinghouse core design reports. The parameters compared include critical soluble boron concentration, average and peak power and burnup per assembly during each cycle. Differences in concentration of soluble boron, power peaking factor, and average fuel assembly power throughout cycle 6 of NPP Krško are depicted in Figures 3 to 5. EOC burnup difference distribution is given in Figure 6. A summary of the difference intervals for eight reload cycles of NPP Krško is given in the Table 1 and Table 2. The critical soluble boron differences are typically within 30 ppm. The differences in assemblywise power and burnup distributions are typically within 6%, and the difference in power peaking factor is typically within 3%. The validation has shown that FUMACS code package can be used for performing in-core fuel management analysis of NPP Krško, even when complex loading patterns are considered.

**Figure 3** Difference in critical boron vs burnup for NPP Krško, cycle 6

**Figure 4** Difference in power peaking factor vs burnup for NPP Krško, cycle 6
Figure 5. Difference in normalized power vs. burnup for NPP Krško, cycle 6

Table 1

<table>
<thead>
<tr>
<th>Cycle Number</th>
<th>Difference interval in boron concentr. (ppm)</th>
<th>Difference interval in power peaking factor (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(-15, +20)</td>
<td>(-1.5, +1.5)</td>
</tr>
<tr>
<td>3</td>
<td>(-10, +20)</td>
<td>(-0.5, +2.0)</td>
</tr>
<tr>
<td>4</td>
<td>(+30, +65)</td>
<td>(-0.5, +3.0)</td>
</tr>
<tr>
<td>5</td>
<td>(-25, +5)</td>
<td>(-1.0, +1.0)</td>
</tr>
<tr>
<td>6</td>
<td>(-15, +15)</td>
<td>(+0.0, +0.5)</td>
</tr>
<tr>
<td>7</td>
<td>(-10, +20)</td>
<td>(-1.0, +1.5)</td>
</tr>
<tr>
<td>8</td>
<td>(0, +10)</td>
<td>(+2.0, +4.0)</td>
</tr>
<tr>
<td>9</td>
<td>(-10, +50)</td>
<td>(-0.5, +5.0)</td>
</tr>
</tbody>
</table>

Legend:
- FUMACS EOC burnup in MWd/tU
- Reference EOC burnup in MWd/tU
- Relative difference in %

Figure 6. Comparison of FUMACS and reference EOC burnup distribution for NPP Krško, cycle 6
CONCLUSION

FUMACS is simple, easy to use code package, developed for in-core fuel management calculations of NPP Krško core. It provides very simple preparation of input data, easy loading pattern search, and automatic generation of reports (extensive output information). The extensive validation has been performed by comparison of parameters with reference data for first eight reload cycles of NPP Krško. The differences between obtained results and reference data show that the FUMACS code package is the fast and reliable code system suitable for repetitive and numerous in-core fuel management calculations.

REFERENCES


SAFETY ASPECTS OF VVER REACTOR CORE DESIGN AND ŠKODA COMPUTATIONAL SYSTEM
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Abstract

The paper presents the main principles and safety criteria stipulated in the Regulations of the Czechoslovak Atomic Energy Commission and methodology of the Final Safety Analysis Report with the emphasis to the normal operation and impairment of normal operation. The code system that is used in Škoda Plzeň for reactor safety analysis for VVER-type reactor is described and brief description of VVER core and its mechanical design with basic project principles is given.

INTRODUCTION

In Czechoslovakia, there are now 8 VVER-440 reactors in operation and 4 VVER-440 and 2 VVER-1000 reactors under construction. Safety characteristics of VVER-440 reactor are more conservative than those of VVER-1000 and neutron-physical characteristics of VVER-1000 reactor with three-year fuel cycle meet the level corresponding to characteristics of modern large power reactors. Therefore, this paper deals only with the VVER-1000 reactor.

DESCRIPTION OF THE VVER-1000 REACTOR CORE

The VVER-1000 reactor core consists of 163 hexagonal fuel assemblies with fuel height equal to 355 cm and equivalent diameter of 316 cm.

The boron alloy burnable absorber rods are used to achieve the acceptable power peaking and to ensure the negative temperature coefficient of reactivity. 18 burnable absorber rods are inserted into the control absorber guide tubes of the most enriched (4.4%) fresh fuel assemblies. After the first year of operation they are removed from the assembly during refuelling.

To foster the power flattening, some of the fuel assemblies are profiled, i.e. 66 peripheral fuel rods are replaced by rods with lower enrichment.

 Reactivity is controlled by 61 control absorber clusters. Each cluster consists of 18 absorber rods moving within thimble guide
The nuclear fuel design criteria require that the fuel is able to accommodate both normal operating transients as well as single component malfunctions in the reactor control and protection system without loss of integrity. The malfunctions considered may be:
- failures in the reactor control and monitoring system,
- a loss of main circulating pumps feeding,
- an outage of the turbo-generator and heat removal systems,
- a complete loss of external power supplies,
- a leakage of the primary circuit which can be compensated by operational refilling systems.

Main fuel lattice parameters are fuel rod diameter, fuel rod pitch, geometry of the fuel rod lattice, and moderator/fuel ratio. Core design data for the VVER-1000 and a typical PWR of current generation are presented in Table 1.

Light water reactors of current generation are generally under-moderated at power operating conditions, because under-modified reactor has a negative temperature coefficient of reactivity and a higher conversion ratio, which improves the fuel economy. The moderator/fuel ratio of the VVERs and PWRs is similar (or for VVERs little smaller then for many PWRs).

Because diameter of the fuel rod in VVER is smaller than in PWR, the fuel rod surface-to-mass ratio is higher. It causes an increase in the resonance absorption and a consequent decrease in k-infinity value of the VVER. Other consequence of the smaller rod diameter is the necessity of higher enrichment of the VVER fuel (4.4%).

In the present VVER design the reload fuel enrichment is strictly determined and cannot be changed on the basis of the requirements of the cycle bein loaded like in the PWR projects.

As the fissile content of VVER fuel is higher than that of PWR fuel, the relative absorption in moderator decreases and the location of the k-infinity maximum occurs at a higher moderator/fuel ratio, and also temperature coefficient of reactivity is more negative.

In VVER design, the fuel rod cladding (Zr + 1% Nb) must accommodate thermal, pressure, and fatigue stress without failure in a high temperature and radiation environment for three years period. All these effects are both theoretically and experimentally explored.

In both normal and deviated from normal operating conditions the following criteria having a leading role in the core design must be fulfilled:

1. For operability of fuel elements, the criteria of strength are: the stability of cladding, the deformation criteria, and the acceptable crevice corrosion under stress in the presence of aggressive fission products. The last one is very important: A defect in the cladding /crevice/ accumulated during...
Table 1. Comparison of the Main VVER and PWR Core Characteristics

<table>
<thead>
<tr>
<th></th>
<th>VVER</th>
<th>PWR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Geometry of the fuel rod lattice</td>
<td>triangular</td>
<td>square</td>
</tr>
<tr>
<td>2. Rod pitch, mm</td>
<td>12.75</td>
<td>&gt;12.6</td>
</tr>
<tr>
<td>3. Fuel rod outside diameter, mm</td>
<td>9.1</td>
<td>2.95</td>
</tr>
<tr>
<td>4. Clad thickness, mm</td>
<td>0.69 (Fr.)</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>0.68-0.64 (West.)</td>
<td>0.64-0.72 (KWU)</td>
</tr>
<tr>
<td>5. Pellet central hole, mm</td>
<td>2.4</td>
<td>-</td>
</tr>
<tr>
<td>6. Composition of grids</td>
<td>steel</td>
<td>Zircaloy</td>
</tr>
<tr>
<td>7. Core average active fuel height, cm</td>
<td>356</td>
<td>&gt;356</td>
</tr>
<tr>
<td>8. Height-to-diameter ratio</td>
<td>1.14</td>
<td>1.08...1.14</td>
</tr>
<tr>
<td>9. Number of guide thimbles per assembly</td>
<td>18</td>
<td>24</td>
</tr>
<tr>
<td>10. Composition of guide thimbles</td>
<td>steel</td>
<td>Zircaloy</td>
</tr>
<tr>
<td>11. Neutron absorber</td>
<td>B_{4}C</td>
<td>Ag-In-Cd</td>
</tr>
<tr>
<td>12. Linear heat generation rate, KW/m</td>
<td>165.7</td>
<td>170</td>
</tr>
<tr>
<td>13. Power density, KW/l</td>
<td>107</td>
<td>95--104</td>
</tr>
<tr>
<td>14. Coolant pressure, MPa</td>
<td>15.9</td>
<td>~16</td>
</tr>
</tbody>
</table>

2. Temperature of the cladding should not exceed level about 400°C.

VVER cladding temperatures during normal operation are as follows:
- cladding external surface: 352°C
- oxide-metal layer: 358°C
- cladding internal surface: 416°C

3. The diametral clearance between the fuel and cladding must be chosen so that during normal operation internal pressure doesn't exceed external pressure.

After three years of operation the internal pressure reaches 16 MPa, which is equal to the pressure of the coolant. Maximum guaranteed permissible mean burnup value in most loaded element is 55.3 MWd/kgU. Design maximum burnup value after three years of operation is 54 MWd/kgU. Relatively high burnup limit is achieved by the presence of the central hole in the fuel pellet and small initial internal pressure (2 MPa).

4. Fuel temperature must be more than 10 percent lower than the fuel melting point.

The melting point of fresh fuel is ~3100°C and for burnup 60 MWd/kgU it is ~2870°C. During normal operation this criterion is fulfilled with 80 percent reserve.

5. The Departure from Nucleate Boiling Ratio (DNBR) must be greater than 1.15.

In the actual VVER project under the most unfavourable combination of parameters deviations from nominal values the criterion for DNBR is fulfilled and reach value 1.19 (by both the Tong's and OKB Gidropress correlations). The 15 percent margin with confidence level of 95 percent is taken into account.

6. The power coefficient is a measure of the feedback that is associated with changes in power. In the VVER project, requirements of GRS on negativity of the total power coefficient of reactivity are met in all critical states.

7. The last issue of GRS requires the negativity of the temperature coefficient of reactivity ($\delta p/\delta T_T$) in all operating and start-up critical states. Negative value of $\delta p/\delta T_T$ in the VVER project is more suitable influenced than in the PWR project by the higher enrichment, leakage of neutrons from the core, and moderator/fuel ratio. Unfortunately, the prevailing effect of a soluble boron concentration causes that $\delta p/\delta T_T$ becomes positive in some critical states (e.g. during the reactor startup). This effect is closely connected with the chosen nonoptimal type of burnable absorbers made of boron alloy, high enrichment, and lifetime of the fuel cycle. The recommendation that each critical state must have temperature...
higher than 260°C enables to keep $\partial p/\partial T_M$ negative for the VVER core.

8 The shutdown margin is a design criterion requiring that the core should be subcritical at all times during the reactor operation with the most reactive control rod fully withdrawn. This criterion is a weak point of the VVER project due to the relatively small worth of the control rods. At the end of the fuel cycle with zero boron concentration the VVER reaches secondary criticality after shutdown at temperature of 260°C. During the accident with rupture of the main steam pipeline that causes quick decrease of the core temperature corresponding measures to avoid this secondary criticality are used.

One of the design values is the power peaking factor which is monitored by the in-core monitoring system.

In the fine-mesh calculations following nuclear factors are considered:

$K_0$ - local heat flux nuclear power peaking factor (a ratio of the fuel rod maximum linear heat rate to the core average one);

$K_r$ - fuel rod nuclear power peaking factor (a ratio of the fuel rod maximum specific power to the corresponding core average value).

Nuclear factors together with engineering safety factors establish restrictions for the core power peaking and are included into initial conditions for safety analysis.

In the coarse-mesh calculations the analogues of $K_0$ and $K_r$ nuclear factors are

$K_y$ - volumetric power peaking factor (a ratio of the discrete calculational element maximum power to the core average value),

$K_q$ - radial power peaking factor (a ratio of the fuel assembly maximum power in the horizontal section of the core to the corresponding core average value).

Maximum design values of $K_y$ and $K_q$ factors are equal to 1.9 and 1.35 respectively.

The $K_0$ or $K_r$ limiting values depend on the core height and are established on the basis of the postulated LOCA accident.

The power limit equal to 44.8 kW/m is derived from the second general design fuel integrity criterion for cladding temperature to be less than 1200°C. Then the maximum design value of $K_0$, and analogously also that of $K_y$, is determined by the relation

$$\max K_0 = \frac{44.8}{\bar{q}_L K_N K_{\text{eng}}}$$

where $\bar{q}_L$, $K_N$, and $K_{\text{eng}}$ are defined in Table 2.

The core power distribution control is based on neutron flux measurements using in-core instrumentation system and manual control of volumetric power peaking factor $K_y$, and axial offset value, $AO$, within the preset limits.

During load-follow operations and xenon oscillations the power-clad interaction (PCI) criterion is not explicitly checked. A strategy of power transient control aims to keep deviations in local power density in such a way that should follow criterion number 1. An evaluation of the fuel design including possible combinations of chemical, thermal, irradiation, mechanical, and hydraulic interactions is not included into the Volume 3.

### Table 2. Comparison of Design Safety Characteristics of VVER-1000 and South Texas PWR

<table>
<thead>
<tr>
<th></th>
<th>VVER-1000</th>
<th>South Texas PWR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Components of the fuel rod maximum linear heat rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1 Nuclear local heat flux power peaking factor, $K_0$</td>
<td>2.24</td>
<td>2.31</td>
</tr>
<tr>
<td>1.2. Engineering local heat flux safety factor including effect from power increase due to gaps between fuel pellets, $K_{\text{eng}}$</td>
<td>1.16</td>
<td>1.11</td>
</tr>
<tr>
<td>1.3. Uncertainty coefficient for determining and keeping reactor power, $K_r$</td>
<td>1.04</td>
<td>1.02</td>
</tr>
<tr>
<td>1.4. Maximum linear heat rate $\bar{q}_L$, KW/m</td>
<td>44.8</td>
<td>43.5</td>
</tr>
<tr>
<td>2. Components of the enthalpy rise factor in the subchannel</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1. Nuclear power peaking factor in the fuel rod, $K_r$</td>
<td>1.50</td>
<td>1.52</td>
</tr>
<tr>
<td>2.2. Engineering safety factor with account for non-uniformity of coolant flow distribution among the cells, $K_{\text{eng}}$</td>
<td>1.16</td>
<td>1.08</td>
</tr>
<tr>
<td>2.3. Maximum factor to calculate enthalpy rise in fuel rod cell</td>
<td>1.81</td>
<td>1.68</td>
</tr>
</tbody>
</table>
During coarse control (bank-bank), the value of axial offset is kept within its limits by practive length rods. Control which assures suppression of power distribution xenon oscillations within the shortest period of time is realized. More refined power distribution control aimed at the minimization of the axial offset deviation (±5 %) from its stationary value is under development.

The main design safety characteristics of VVER-1000 and South Texas PWR, presented in Table 2, show that corresponding safety characteristics are comparable, the values of VVER safety factors being more conservative.

**SKODA WORK'S CODE SYSTEM**

The Skoda Work's system for physical and thermohydraulic calculation of VVER cores is presented in Fig.1. The backbone of this system, which is used for all SAR calculations, is a version of the WIMS code (WIMS-TRACA) used for the lattice calculations and original Skoda global core simulator MOBY-DICK based on the 3D coarse-mesh and 2D fine-mesh few-group difference diffusion approximation.

The code WIMS-TRACA is used for the lattice calculations at a set of discrete lattice states that span the expected range of state variables. Both cell-averaged and assembly-averaged few-group diffusion constants can be produced for global reactor calculations. TRACA version was selected, as it allows region-wise homogenization and therefore several sets of data can be prepared simultaneously for different subregions of the modelled structure. For our calculational scheme it is also important, that we can model non-asymptotic cells by adding the extra region and average diffusion constants of the inner regions in the disturbed spectrum. The applicability of WIMS to the preparation of few-group diffusion data for uniform and non-uniform lattices with control absorbers and water gaps was verified by the analysis of selected experiments.
The code HECON is a 1D code computing the heterogeneous constants by collision probability method. The calculations are performed in 10 groups with input data prepared by WIMS. Resulting 2 or 4 group y matrix coupling flux and current on the surface of the element \( J = \phi \), is used to simulate boundary conditions in the coarse-mesh approximation of the MOBY-DICK code.

HOMOGS is a few-group 2D finite difference diffusion code intended for the assembly homogenization. The fine-mesh diffusion constants obtained from WIMS and processed by the code PARAM or APRO are input to this code. The spectrum perturbations are modelled similarly as in WIMS by adding an extra region to the assembly and averaging the constants only over the volume of the assembly including the inter-assembly gap. Advantage of this second stage homogenization is that code HOMOGS, in contrast to the cylindrical model of WIMS, is able to treat the fuel assembly in the actual regular hexagonal representation.

The correlation codes APRO and PARAM process the files prepared by WIMS in the form of few-group libraries based on the method of the least squares and perform search for the optimum regression polynomials. While some parameters are separable, others are correlated and therefore mixed terms appear in resulting polynomials. Up to now, the code has not been able to determine systematically the degree of the correlations and heuristic approach is used to select the appropriate combinations.

MOBY-DICK\(^7\) is a code system solving few-group diffusion equations. It uses Borresen's modifications of the finite difference scheme by which averaged diffusion coefficient can be expressed like the geometric mean,

\[ D_{ij} = \sqrt{D_i D_j} \]

Using the transformation

\[ \psi = \sqrt{D_i} \phi \]

finite-difference equations can be written in a form allowing substantial reduction of computer memory and time. The system allows to construct two computational paths:

- triangular mesh with subdivision of the hexagonal mesh element to 6K\(^2\) triangles, used for 3D coarse mesh core calculations,
- hexagonal mesh, used for 2D fine-mesh calculations of the layer of the core.

Critical assemblies (i.e., the assemblies in which the safety margins could be violated) are usually determined on the basis of the three-dimensional coarse-mesh calculation. Pin-by-pin power distributions can then be determined by the code HEXALOK that performs a 3D fine-mesh diffusion calculations of the selected assemblies. Non-homogenous boundary problem is solved, boundary conditions being determined on the basis of the preceding coarse-mesh core calculation.

The code OPTICON is a 1D simulator of the Xenon oscillations during reactor operation. The calculations are performed in 2 groups with input data prepared by MOBY-DICK. The code is intended for the quick analysis and preparation of recommendations for damping of axial xenon oscillations during startup and normal operation of VVER-1000.

Basic input data for coarse- and fine-mesh codes are parameterized in dependence of the burnup, technological parameters \( V \) (fuel temperature, moderator temperature (or density), concentrations of soluble boron and Xe, Sm) and corrected by the instantaneous and the historical spectral corrections:

\[ \Sigma = \Sigma^A S^1 + K^N + K^I S^1 \]  

where \( \Sigma^A S^1 \) = macroscopic cross section of the basic calculation (without spectral and \( V \) perturbations),

\( K^N \) = correction on perturbations of \( V \),

\( K^I S^1 \) = correction on instantaneous spectral perturbations,

\( K^I S^2 \) = correction on historical spectral perturbations.

Under spectral perturbation we understand the departure of the spectrum from the basic calculation and it is characterized by instantaneous spectral index (defined as the double ratio of epithermal to thermal flux) and historical spectral index (defined as the instantaneous spectral index averaged over the lifetime of the fuel element).

Shortly, preparation of the few-group library is realized in the following steps: In the first step, one-dimensional spectral calculations (cell and supercell geometry) for nominal and perturbed spectra and technological parameters \( V \) are performed by the code WIMS. Resulting equivalent cell constants are in next step processed by the codes PARAM (or APRO) into fine-mesh library of the form (1). With this library, the fuel assembly is homogenized by the code HOMOGS and homogenized data are then again processed by PARAM or APRO into coarse-mesh input libraries of global code MOBY-DICK in the form (1).

The program CALOPEA uses the subchannel analysis to predict thermohydraulic properties of the individual fuel assemblies and of the core in normal and transient operating modes. Program is based on methods employed in the code COBRA-TII\(^9\). As inputs, coarse mesh (in case of CALOPEA-R) or fine-mesh (pin-wise, in case of CALOPEA) power distributions created by MOBY-DICK, BIPR and HEXALOK, are used.
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PREWIMS-VVER: A WIMS-D/4 INPUT DATA PREPARATION CODE FOR VVERs
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Abstract

The establishment of a few-group library requires the development of the different geometrical models to calculate the neutron and physical characteristics of the studied lattice. In order to perform this work using the WIMS-D/4 code previous calculations and the preparation of the input data are needed. This is a tedious work liable to error.

In this paper we describe the geometrical models developed to calculate a few-group constants library for VVERs lattices and also we show the relevant features of the PREWIMS-VVER code, which is able to prepare the WIMS-D/4 input data for different conditions.

This work was under the International Atomic Energy Agency research contract 5701/RB.

1 INTRODUCTION

For the calculation of VVER lattices by means of WIMS-D/4 code, previous calculations and the preparation of input data for such code are needed. This is a tedious work liable to errors. Therefore it is convenient to automatize this work in order to reduce the time for input data preparation as well the possibility of errors.

The PREWIMS-VVER module generates interface units containing input data for WIMS-D/4 code for different geometrical models considered for the calculation of neutron and physical characteristics of VVER reactors. For different conditions of temperature, boron concentration, fuel enrichment and lattice perturbations the module calculates:

- Nuclear densities for basic materials and material mixtures
- Water density as a function of temperature and pressure.
- Dimensional expansions
- Dancoff and Bell factors as a function of geometry, water density and resonance energies

This paper presents the PREWIMS-VVER general characteristics together with description of the geometrical and physical models considered. Finally a sample problem is shown.
2. GEOMETRICAL MODELS.

For the definition of the geometrical models papers [I, 2] were taken as reference.

According to the VVER core structure five fundamental spectral cases were taken:

- Case K=1: Unperturbed fuel assembly.
- Case K=2: Perturbed with burnable absorbers fuel assembly.
- Case K=3: Perturbed with control absorbers fuel assembly.
- Case K=4: ARK assembly.
- Case K=5: Core + Reflector.

In all cases the cylindrization of hexagonal geometry is made assuring the volume equivalence.

These geometrical models are described below:

1) Unperturbed fuel assembly (K=1).

This model is used to describe unperturbed VVER-440 (VVER-1000) fuel assemblies for different typical UO2 fuel enrichment.

The model considers 10(14) annuli, 6(10) of them including fuel elements. The central annulus includes the homogenized central tube and the last three annuli include the inner assembly water not considered into the elementary cells, as well as the assembly wall and water gap between assemblies. (fig.1)

2) Perturbed fuel assembly (K=2 and 3).

This type of fuel assembly is found in VVER-1000 reactors where control is made by means of clusters of absorber rods.

Fuel assemblies containing burnable absorber rods are also considered in spite of the actual assembly structure that does not include such rods.

The main difference between this model and the former consists in that in this case rods with different material composition may be included in one annulus.

3) ARK type assembly (K=4).

The ARK supercell for calculations was set in correspondence with the VVER-440 core configuration. The ARK assembly was placed in the supercell center surrounded by its 6 complete nearest assemblies and the remaining of them was placed in the second neighborhood.

In this model 24 annuli are considered, the outermost annuli including fuel rods and the innermost ones 8 describe the ARK assembly containing its surrounding water.

4) Core + Reflector (K=5).

In this case a cylindrical model is also used and the core is divided into three regions. In principle these regions may have different enrichments (a mean value of 3.6 at% was taken). 11 annuli were used, the 3 first ones containing the fuel assemblies and the remaining ones describing the reflector up to the reactor vessel.

3. TRANSPORT SOLUTION.

In all cases the transport calculation is carried out using the multigroup Sn approximation. This option is available in WIMS-D/4 when the SEQUENCE 1 card is given in the prelude data. The number of transport groups and the order of the Sn approximation may be changed by the user in the PREWIMS-VVER input data.

4. PREWIMS-VVER MATERIAL LIBRARY.

The PREWIMS-VVER module has a basic material library. It includes values of material compositions for the different geometrical models. The geometrical models included represent the fuel assembly actual geometry, ARK assemblies, reflector as well as the density values (g/cm³), the expansion coefficients and the number of isotopes for each material in VVER lattices. The expansion coefficient for UO2 in dependence of temperature is taken as described in [1].
A complete materials library for VVER is not available at present. For this reason some materials which should be taken from a VVER materials library were taken from a PWR materials library.

Standard values of material properties may be changed through input giving NEWMAT (number of new materials in the library) a value different from zero.

Data for new materials introduced by NEWMAT are coded as follows:

$$J(L), L=1,\text{NEWMAT}$$

Number of material $L$ in the library.

$$N(L)$$

Number of isotopes in material $J(L)$.

$$R(J)$$

Density of material $J(L)$ in cold condition.

$$A(L)$$

Linear expansion coefficient for material $J(L)$.

$$AI0(I,M)$$

Identifier for isotope $I$ in material $M=J(L)$

in WIMS-D/4 code library.

$$FID(I,M)$$

Nuclear density for isotope $I$ in material $M=J(L)$.

6. DANCOFF AND BELL FACTORS CALCULATION.

6.1. Dancoff and Bell factors calculations for fuel assemblies.

The PREWIMS-VVER module calculates the Dancoff factors considering the relative position of fuel elements inside the fuel assembly.

For the regular infinite lattice Dancoff factor calculation, the module gives two possibilities:

- Dancoff factor calculation for infinite fuel regular lattice rod DANCR and for double step fuel lattice (central tube and control absorber rods) DANVC, using a similar methodology to the described in [3] and applied in [1].

- Dancoff factor calculation for regular infinite lattice as a function of moderator density and resonance energy as is given in [4]:

For VVER 440

-Resonance groups 15-17.

$$D(15-17)=0.147542 + 0.722204*\Gamma(H2O) - 0.231610*\Gamma^2(H2O)$$

-Resonance groups 18-27.

$$D(18-27)=0.152328 + 0.728344*\Gamma(H2O) - 0.23545*\Gamma^2(H2O)$$

For VVER 1000

-Resonance groups 15-17

$$D(15-17)=0.18869 + 0.75988*\Gamma(H2O) - 0.2571*\Gamma^2(H2O)$$

-Resonance groups 18-27

$$D(18-27)=0.19499 + 0.76325*\Gamma(H2O) - 0.25984*\Gamma^2(H2O)$$

For the N80 fuel elements in the periphery of the assembly, the PREWIMS-VVER module considers the effect of the assembly wall and the water gap between assemblies on the Dancoff factor DANCB, as used in LWR-WIMS code [5] as well as in [1] and [6].

The module also calculates the mean Dancoff factor DANCM and the Dancoff factors for internal annulus DANCI following the principles used in [1].

The Bell factor is calculated by the expression given in [1] and also as a function of moderator density using the expressions taken from [4]:

$$\Gamma(\text{hot state})=\Gamma(\text{cold state})/\text{linear expansion coefficient}^3.$$
6.2. Dancoff and Bell factors for the ARK assembly.

Dancoff factors for the external rod annulus (including the assembly wall and a half of the gap between assemblies influence), average and for the internal annulus of ARK geometrical model are calculated in the PREWIMS-WER module by the following expressions:

\[
DBARK = \frac{(267.57 \times DANCB + 36 \times DANARK)}{303.57}
\]

\[
DMARK = DANCR + 5
\]

\[
\delta = \frac{(135.43 \times (DANCV - DANCR) + 267.57 \times (DANC8 - DANCR) + 36 \times (DANARK - DANCR))}{1062}
\]

\[
DIARK = \frac{(1062 \times DMARK - 303.57 \times DBARK)}{758.43}
\]

respectively, where:

DANARK: Dancoff factor for the external rod annulus corresponding to the 36 fuel rods allocated in the assembly periphery for fuel assemblies placed in the first ARK neighborhood, calculated with an optical thickness HARK.

DANCB: Dancoff factor for fuel elements in fuel assemblies not facing the ARK assembly; calculated taking into account the HGAP thickness.

DANCR: Regular infinite lattice Dancoff factor for the fuel elements.

DANC8: Double pitch Dancoff factor for fuel assemblies central tubes inside fuel assemblies and the central tube in ARK, and the 126 absorber rod cells in ARK assembly.

Bell factor for ARK assembly is calculated the same as for the fuel assemblies considering only geometrical dependence. For ARK assembly the average Dancoff factor is defined by DMARK in the expression for the Bell factor calculation.

7. INPUT-OUTPUT DATA FILES STRUCTURE DESCRIPTION.

A detailed input-output data description for the PREWIMS-VVER code is shown in reference [8]. Here only the table of files used during PREWIMS-VVER module execution and their function is shown below.

<table>
<thead>
<tr>
<th>FILE</th>
<th>FUNCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>File for input data.</td>
</tr>
<tr>
<td>2</td>
<td>File PRESL (gives a resume of files created during a run).</td>
</tr>
<tr>
<td>3</td>
<td>File for previous results.</td>
</tr>
<tr>
<td>4</td>
<td>File to resume previous results.</td>
</tr>
<tr>
<td>5</td>
<td>Macroscopic cross sections file for HPS cards.</td>
</tr>
<tr>
<td>6</td>
<td>File for input data to WIMS-D/4 code.</td>
</tr>
<tr>
<td>7</td>
<td>Intermediate file for input to the module.</td>
</tr>
</tbody>
</table>

8. RESTRICIONS FOR CALCULATIONAL TASKS SOLUTION.

The PREWIMS-VVER module fixes the dimensions for the arrays in order to describe enrichment values, geometry, groups structure, basic material library and burnup.

For work extending to dimensions outside the ranges of the array as fixed by the PREWIMS-VVER module, it becomes necessary to introduce the changes in the corresponding program units according to [8].

9. TECHNICAL REQUIREMENTS OF PREWIMS-VVER MODULE.

The PREWIMS-VVER module is written in FORTRAN-77 language, elaborated in a personal computer with an operative memory of 640 Kbytes, with processor 80286 (12 MHz), with mathematical co-processor 80287 (10 MHz) and a hard disk with 40 Mbytes. RMFORT compiler from Ryan McFarland corp. was used.

Typical running times for WIMS-D/4 input data preparation are:

- VVER-440 fuel assembly: 6.21 s
- VVER-440 fuel assembly including geometrical model changes: 12.96 s
- VVER-440 fuel assembly for three different enrichments in a single run: 8.02 s

Other tasks show similar typical run times.

10. PREWIMS-VVER input data sample case.

A sample problem corresponds to unperturbed VVER-440 assembly calculation (K=1) is shown in appendix 1.
**CONJOINT VVER 440 85.14 POT TMOG = 280.00 C 1.60 A/O 2.86 g/Kg**

**ANNULUS**
1. 0.643494 1
2. 1.702524 2
3. 2.804924 2
4. 3.914218 2
5. 5.025845 2
6. 6.138537 2
7. 7.251804 2
8. 7.368681 3
9. 7.509742 4
10. 7.753570 5

**ARRAY**
1 (1 6.000000 1.73009 0.000000)
2 (1 12.000000 2.253724 0.000000)
3 (1 18.000000 3.359571 0.000000)
4 (1 24.000000 4.706032 0.000000)
5 (1 30.000000 5.582191 0.000000)
6 (1 36.000000 6.629571 0.000000)

**RODSUB**
1. 0.381091 (1 6.000000)
2. 0.456306 (12 0.000000)
3. 0.381091 (1 0.000000)
4. 0.381091 (1 0.000000)
5. 0.456306 (12 0.000000)
6. 0.381091 (1 0.000000)
7. 0.456306 (12 0.000000)

**Rods**
1. 51 55 59 63 66 69
2. 5.000000E-06
3. 1.330530
4. 33.0530
5. 135
6. 0.2097821E-01
7. 0.3844530E-03
8. 2.86 g/Kg
9. 1.0000 DEL XENON PREVIO
10. 1.0000 DEL XENON PREVIO
11. 0.14713
12. 0.0001471
13. 0.0002536
14. 0.0002536
15. 0.0002536
16. 0.0002536
17. 0.0002536
18. 0.0002536
19. 0.0002536
20. 0.0002536
21. 0.0002536
22. 0.0002536
23. 0.0002536
24. 0.0002536
25. 0.0002536
26. 0.0002536
27. 0.0002536
28. 0.0002536
29. 0.0002536
30. 0.0002536
31. 0.0002536
32. 0.0002536
33. 0.0002536
34. 0.0002536
35. 0.0002536
36. 0.0002536
37. 0.0002536
38. 0.0002536
39. 0.0002536
40. 0.0002536
41. 0.0002536
42. 0.0002536
43. 0.0002536
44. 0.0002536
45. 0.0002536
46. 0.0002536
47. 0.0002536
48. 0.0002536
49. 0.0002536
50. 0.0002536
51. 0.0002536
52. 0.0002536
53. 0.0002536
54. 0.0002536
55. 0.0002536
56. 0.0002536
57. 0.0002536
58. 0.0002536
59. 0.0002536
60. 0.0002536
61. 0.0002536
62. 0.0002536
63. 0.0002536
64. 0.0002536
65. 0.0002536
66. 0.0002536
67. 0.0002536
68. 0.0002536
69. 0.0002536
70. 0.0002536
71. 0.0002536
72. 0.0002536
73. 0.0002536
74. 0.0002536
75. 0.0002536
76. 0.0002536
77. 0.0002536
78. 0.0002536
79. 0.0002536
80. 0.0002536
81. 0.0002536
82. 0.0002536
83. 0.0002536
84. 0.0002536
85. 0.0002536
86. 0.0002536
87. 0.0002536
88. 0.0002536
89. 0.0002536
90. 0.0002536
91. 0.0002536
92. 0.0002536
93. 0.0002536
94. 0.0002536
95. 0.0002536
96. 0.0002536
97. 0.0002536
98. 0.0002536
99. 0.0002536
100. 0.0002536

**Appendix 1. PREWIMS-VVER output sample case.**

<table>
<thead>
<tr>
<th>MATERIAL</th>
<th>5 -1 553.15 4 $</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.0</td>
<td>0.2116634E-04 2001.0 0.5086721E-01</td>
</tr>
<tr>
<td>235.4</td>
<td>0.3452272E-03 2238.4 0.2123119E-01</td>
</tr>
<tr>
<td>329.1</td>
<td>0.0000000E+00 1240.0 0.0000000E+00</td>
</tr>
<tr>
<td>235.4</td>
<td>0.3452272E-03 2238.4 0.2123119E-01</td>
</tr>
<tr>
<td>329.1</td>
<td>0.0000000E+00 1240.0 0.0000000E+00</td>
</tr>
<tr>
<td>235.4</td>
<td>0.3452272E-03 2238.4 0.2123119E-01</td>
</tr>
<tr>
<td>329.1</td>
<td>0.0000000E+00 1240.0 0.0000000E+00</td>
</tr>
<tr>
<td>235.4</td>
<td>0.3452272E-03 2238.4 0.2123119E-01</td>
</tr>
<tr>
<td>329.1</td>
<td>0.0000000E+00 1240.0 0.0000000E+00</td>
</tr>
<tr>
<td>235.4</td>
<td>0.3452272E-03 2238.4 0.2123119E-01</td>
</tr>
<tr>
<td>329.1</td>
<td>0.0000000E+00 1240.0 0.0000000E+00</td>
</tr>
<tr>
<td>235.4</td>
<td>0.3452272E-03 2238.4 0.2123119E-01</td>
</tr>
<tr>
<td>329.1</td>
<td>0.0000000E+00 1240.0 0.0000000E+00</td>
</tr>
<tr>
<td>235.4</td>
<td>0.3452272E-03 2238.4 0.2123119E-01</td>
</tr>
<tr>
<td>329.1</td>
<td>0.0000000E+00 1240.0 0.0000000E+00</td>
</tr>
</tbody>
</table>

**MATERIAL**
1. 553.15 4 $
2. 2001.0 0.5086721E-01
3. 2238.4 0.2123119E-01
4. 1240.0 0.0000000E+00
<table>
<thead>
<tr>
<th>PASO</th>
<th>Materiales</th>
<th>Importe MWD/TU</th>
<th>Peso g/Kg</th>
<th>Xenón</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>450.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>600.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>750.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>900.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>9</td>
<td>1200.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>10</td>
<td>1800.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>11</td>
<td>2400.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>12</td>
<td>3000.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>13</td>
<td>3600.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>4500.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>15</td>
<td>5400.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>16</td>
<td>6300.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>17</td>
<td>7200.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>18</td>
<td>8400.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>19</td>
<td>9600.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>20</td>
<td>10800.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>21</td>
<td>12000.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>22</td>
<td>13200.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>23</td>
<td>14400.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>24</td>
<td>15600.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>25</td>
<td>16800.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>26</td>
<td>18000.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
<tr>
<td>27</td>
<td>19200.00</td>
<td>2.86</td>
<td>1.0000</td>
<td>14</td>
</tr>
</tbody>
</table>
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GADOLINIUM ABSORBERS IN WWER-1000 TYPE FUEL LATTICES
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Abstract

A complex scheme based on the use of separate computer programmes to obtain the data needed for the WWER-type Gd-poisoned lattices has been built up and applied to a number of cores behaviour determination. The calculated values have been compared with the experimental ones from measurements carried out in the LR-O reactor. Some preliminary results concerned with one of the cores considered are presented in this paper.

1. Introduction

A wide research programme has been prepared and carried out on the LR-O reactor to obtain information needed for using fuel with burnable absorbers in the WWER-type reactors.

The previous activity was concerned with WWER-440 type lattices containing single fuel pins with homogeneous 
\[ \text{Gd}_2\text{O}_3 \text{ admixture} /1/ \]. The present investigations are devoted to the cores consisting of WWER-1000 type assemblies with various number (up to 24) of fuel pins with gadolinium at them. A number of such cores was investigated and detailed analysis and comparison of the calculated and in the LR-O measured values has been carried out.

In this paper a brief information only is given about some preliminary results concerned with one of the cores considered.

2. Experimental arrangement

The reactor core investigated consists of 7 WWER-1000 type fuel assemblies with 4.4 % enriched uranium, where in the central assembly 18 fuel pins were replaced by the fuel pins with 3.6 % enriched uranium containing 2.0 % (by weight) of \[ \text{Gd}_2\text{O}_3 \text{ admixture} \] (Fig. 1). Detailed description of the LR-O reactor can be found in /2/, here a short information only is given concerning our experiment.

To compare the specific gadolinium-effects, series of measurements were performed both in the clean core (without gadolinium) and above mentioned one. The irradiations were made at room temperature with critical heights \( H_{cr} \) of the \( \text{H}_2\text{O} \) moderator levels being 226.64 mm (variant No 1 - clean core) and 266.10 mm (variant No 2 - core to be investigated with gadolinium).

Fig. 1 - The scheme of the LR-O core.
3. Method of calculation and codes used

A set of PC programmes has been developed and can be used to predict the behaviour of the WWER-type cores containing fuel pins with burnable absorbers.

The calculations for both cores considered were performed in two steps. In the first one the four-group constants of elementary cells and super-cells containing fuel pins with gadolinium (in the following text abbreviated as "Gd-pins") or water holes were calculated using the code MICROBE /3/. In the second step calculations in the 30°-sector of symmetry were performed by means of the code BRETISLAV /4/. This code treats the two-dimensional four-group diffusion equations using the so-called fine mesh method. Results of this calculations are four-group flux densities and criticality factor for a given extrapolation height \( H_x = H_0 + d_x \), where \( d_x \) is the extrapolation distance, which value has been found to be 140 mm for cores of such a type.

The calculated criticality factors are:

- \( k_{eff} = 0.9861 \) - variant No 1
- \( k_{eff} = 1.0015 \) - variant No 2.

4. Results

In a plane perpendicular to the core axis, the fission rate distribution was determined for both variants of cores (clean and to be investigated) by means of irradiated fuel pins measuring of their gamma radiation in the energy range of 600 to 900 keV. The fuel pins to be measured were placed in 100 positions shown in Fig. 2. The preliminary results of such measurements carried out both in the clean and investigated cores were published in the paper /5/, where the values of corresponding calculations were presented too.

To compare the experimental and calculated power distributions, a brief graphic information only is given in this work by means of Fig. 3-6, where the energy release per one fuel pin (abbreviated as "power") is plotted as a function of distance from the core axis. Following norm was used in this comparison mean energy release (in arbitrary units) per one measured fuel pin is equal to one.

All experimental and calculated data in the 30°-sector of symmetry are plotted in Fig. 3 and 4 for both variants. Of course, this way of depicting causes a certain additional dispersion of points in both series. Therefore, a comparison of "pure" data series along 30°-line (y = x) is shown in Fig. 5 and 6 for the clean core and the one with Gd-pins, respectively. Such a way of depicting is free of above mentioned additional dispersion.
Fig. 3: Variant No 1 - Clean core
All experimental and calculated data in the 30 deg. sector.

Fig. 4: Variant No 2 - Core with Gd-plns
All experimental and calculated data in the 30 deg. sector.

Fig. 5: Variant No 1 - Clean core
Experimental and calculated data along the 30 deg. line.

Fig. 6: Variant No 2 - Core with Gd-plns
Experimental and calculated data along the 30 deg. line.
Moreover, the depression of power distribution caused by the presence of Gd-pins in the central fuel assembly is illustrated in Fig. 7 and 8. In this case another norm of data is used: mean energy release on 12 fuel pins in peripheral assembly is equal to one.

Calculations and experiment are in fairly good agreement as it can be seen from Tab. 1. The mean value of the relative power distribution difference absolute values is 1.4 % for the clean core and 2.4 % for the core with Gd-pins.

The shape of the power distribution in the neighborhood of a Gd-pin can be characterized by the following ratio:

\[ Q = \frac{\text{average energy release at the ring of 6 fuel pins around a Gd-pin}}{\text{energy release on that Gd-pin}}. \]

<table>
<thead>
<tr>
<th>Value</th>
<th>Core</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>clean</td>
</tr>
<tr>
<td>Mean</td>
<td>difference</td>
</tr>
<tr>
<td>Mean</td>
<td>relative difference</td>
</tr>
<tr>
<td>Maximum positive rel. difference</td>
<td>5.3 %</td>
</tr>
<tr>
<td>Maximum negative rel. difference</td>
<td>-8.8 %</td>
</tr>
</tbody>
</table>

\[
\text{difference} = P_t - P_c
\]
\[
\text{relative difference} = \frac{100 \times (P_t - P_c)}{P_t}
\]

where \( P_t \) and \( P_c \) are the experimental and calculated values of energy release, respectively.
Tab. 2 Core with Gd-pins. Comparison of experimental and calculated values of power ratio $Q$ for three positions of Gd-pins.

<table>
<thead>
<tr>
<th>No</th>
<th>Experimental ratio $Q_i$</th>
<th>Calculated ratio $Q_t$</th>
<th>Difference $d = Q_t - Q_i$</th>
<th>Relative differ. $100\times d/Q_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.718</td>
<td>3.553</td>
<td>0.165</td>
<td>4.4</td>
</tr>
<tr>
<td>2</td>
<td>3.669</td>
<td>3.501</td>
<td>0.168</td>
<td>4.6</td>
</tr>
<tr>
<td>3</td>
<td>3.694</td>
<td>3.523</td>
<td>0.171</td>
<td>4.6</td>
</tr>
</tbody>
</table>

$Q = \frac{\text{(average value of energy release on 6 fuel pins around a Gd-pin)}}{\text{(energy release on Gd-pin)}}$

Results for three different positions of Gd-pins are presented in Tab. 2, where a fairly good agreement between calculated and experimental power distributions can be seen too. The relative difference of quantity $Q$ is about 4.6 % for all three positions of Gd-pins.

5. Conclusions

The results presented in this paper demonstrate a good agreement between calculated and experimental power distributions. It can be concluded that both the experimental and evaluating methods seem to be the hopeful tools for further investigations of reactor lattices with Gd-pins.
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Abstract

The Comisión Nacional de Energía Atómica from Argentina (CNEA) has been working in the last years in several LWR designs. Two lines could be distinguished:

a) experimental and/or radioisotope production reactors up to 22 MW, with LEU (20% U\textsubscript{235} enrichment) or slightly enriched (about 5%) fuel.
b) power reactor about 15 MWe (or other applications) loaded with slightly enriched fuel with an intrinsically safe design (Carel reactor).

Many of the tools for neutronic calculations are the same in both lines. On the other hand it is in case a) that CNEA has made the complete process: basic and detail design, construction of the facility, fuel fabrication and start-up. This is the case of RA3 (Argentina), RP10 (Peru) and NUR (Argelia) reactors.

In case b) the design work is in progress, being now under construction a critical facility and a pressurize loop in order to check the main neutronic and thermohydraulic design parameters.

In this work it is at first presented a review of the LWR design that have been studied at CNEA in the last years. Next the neutronic calculation methods and codes are discussed related with the different stages of the core design. The particular case of HEU to LEU conversion is considered.

The experimental results coming from the start up of RP10, NOR and RA3 are discussed with certain detail and compared with the design calculations. Although the calculation methods and neutronic codes used in the different projects are not the same they are quite similar and hence, general conclusions are obtained. The particular case of HEU to LEU conversion of the RA3 reactor is considered in some detail.

1.2 General ideas about MTR core design

The starting point for the design work is the conceptual definition of the reactor. In this connection, and speaking only about MTR reactors, we can distinguish 4 different (not excluding) items:

A) Critical facilities and reactors up to 0.5 Mw.
B) Radioisotopes production.
C) High flux performance.
D) HEU to LEU conversion.

Although many reactors can be classified in more than one of these types we can separate them according to the main differences in the design parameters to be optimized:

A) The core configuration is variable and the burnup of the fuel element (FE) is not significant so the design job is done mainly by considering one typical fresh core configuration.
B) The typical power range is between 1 Mw and 20 Mw. More than 20 or 30 Mw will probably require an ascending coolant flow while the lower powers use descending flows.

The utilization factor (UF)

\[
UF = \% \text{ of full power operating days per year}
\]

is about 60 % or more and thus, the economy of the fuel cycle has to be optimized. We can say that the boundary conditions for the design could be set as:

Discharge Burnup > Minimum (ie 40 % U\textsubscript{235} consumed)

Neutronic flux in irradiation channels > Minimum (ie \(10^{14} \text{n/cm}^2\text{sec} / 5 \text{ Mw}\))
In this case the design optimization is performed on the equilibrium core and hence, a first fresh core is analyzed in connection only with the start up of the reactor.

C) As it is known, the increase of neutronic flux in the irradiation channels, is normally obtained from a decrease of discharge burnup. We can then say that the main difference between B and C is that the fuel cycle economy is no longer the first priority and hence, the increasing of the neutronic flux per MW is the only main objective of the design. This allows compact cores, highly sub-moderated, where the reflector (usually Be or D2O) partially works as moderator obtaining large values of the thermal flux in the irradiation channels. This design philosophy is used in medium flux reactors (more than $10^{14}$ and less than $10^{15}$) with powers about 10 MW or more, and high flux reactors (more than $10^{15}$) with powers about 200 MW.

D) The HEU to LEU conversion has been widely analyzed in several meetings organized by the RERTR program and the IAEA. We will here only recall that HEU to LEU conversion is a design task that could be done following two different criteria.

D1) Obtain a LEU core with a similar performance than the existing HEU core and hence, the reference for the LEU design are the parameters of the existing HEU core. In this case it is usual to set the following design condition:

\[
\begin{align*}
\text{Neutronic thermal flux in irradiation channels (LEU)} 
\times 0.9 & \times \text{HEU corresponding flux} \\
\text{for the same operating power}
\end{align*}
\]

D2) Use the HEU to LEU conversion in order to define a different reactor by means of some other significant changes (for example a power increase). In this case the conceptual definition of the reactor is modified and the core design may be quite similar to the case of a new reactor.

1.3 Calculation methods

Once the conceptual design is defined, different calculation levels are performed in agreement with the corresponding design steps. We can briefly describe them as follows:

**Basic Design.** Parametric studies are applied for the FE and core design optimization (geometry and composition). The models are simple for the sake of efficiency and smaller computer times. The main output of this step is:
- Geometry and composition of the FE.
- Core geometry is defined but the detailed fuel management has not been studied yet. This means that the equilibrium burnup distribution has been obtained with a simplified fuel cycle without considering for example control FE replacement.
- The main parameters of the core are known, for example:
  - outlet pressure
  - available flux for irradiation
  - temperature and void coefficients
  - excess reactivity
  - shutdown margins
  - cycle length (time and reactivity)
  - xenon reactivity worth
  - control rods worth
  - control rods worth
  - total power peaking factor (most unfavourable case)
  - Average discharge burnup

**Detailed Design.** Some details are studied at this step, for example:
- The function of each control rod is defined and the control rod functions are usually split as follows:
  - Control rod bank: 5 rods
  - Regulating rod: 1 rod
  - Safety rods: 4 rods (2 safety rods)
  - Shim safety rods: 5 rods
  - 2 safety rods only

The safety rods-only are totally withdrawn during operation while the shim-safety rods could be in any desirable position in order to compensate reactivity or modify the flux distribution.

- A detailed fuel cycle is studied considering the refuelling of the control FE as well as dividing the whole core into several chains of 4 or 5 FE each. The idea is to move only a fraction of the core in each refuelling.
- The equilibrium core calculation is performed and the (expected) flux distribution in the operating condition is obtained.
- Oscillations of the discharge burnup due to a realistic FE management are obtained.
- Definition and detailed study of the start-up core, including the calculation of several transients due to normal or accidental postulated conditions.

The following calculation conditions are set depending on the design step:

<table>
<thead>
<tr>
<th>DIMENSION</th>
<th>ENERGY GROUPS</th>
<th>FE GEOMETRY DETAIL</th>
<th>CONTROL RODS</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-Y-Z</td>
<td>2 or more</td>
<td>Homogeneous, No</td>
<td></td>
</tr>
<tr>
<td>X-Y</td>
<td>2 - 3</td>
<td>Homogeneous, No</td>
<td></td>
</tr>
<tr>
<td>X-Y</td>
<td>2 - 3</td>
<td>Homogeneous, No</td>
<td></td>
</tr>
<tr>
<td>X-Y</td>
<td>2 - 3</td>
<td>Explicit Frames, Yes</td>
<td></td>
</tr>
<tr>
<td>X-Y</td>
<td>2 - 3</td>
<td>Explicit Frames, Yes</td>
<td></td>
</tr>
<tr>
<td>X-Y</td>
<td>2 - 3</td>
<td>Explicit Frames, Yes</td>
<td></td>
</tr>
</tbody>
</table>

The cross sections for the different materials, including control rods and reflectors are obtained from WIMS /1/ and in some special cases, a cell code (developed at CNEA) called HERMET /2/, has been used producing similar results as WIMS (it has the same nuclear data library).
The reactor and equilibrium core calculations were performed with PUMA /4/ (developed at CNEA) or with CITVAP /5/, a modified version of CITATION /6/ that performs burnup and equilibrium core calculations using a set of burnup dependent macroscopic cross sections.

The reliability of each one of the calculation conditions together with the neutronic codes is estimated as compared to an experimental reference At CNEA, this reference was first provided by a set of measurements /7/ performed at RA-2 critical facility (HEU). The knowledge of the discrepancy has been essential to extrapolate true results. At present, LEU experimental data are also available.

### 1.4 Review of LWR design at CNEA

In this section we briefly present those projects, related to LWR design, developed at CNEA and/or INVAP in the last years.

**Reactor-Project.** RA-6, new reactor, 0.5 Mw (1978)
- **Type.** (A) MTR, HEU 19 plates FE, 150 gr U235/FE, general purpose and teaching

**Comments.** Design process completed, reactor start-up on 1982. At present the reactor is in operation with its HEU core, basic studies are being performed in order to convert it from HEU to LEU together with a power increase from 0.5 Mw to 5 Mw in order to achieve a high flux performance (C).

**Designer.** CNEA-INVAP
**Owner.** CNEA
**Location.** Bariloche, Argentina

**Reactor-Project.** RP-10, new reactor, 10 Mw (1978)
- **Type.** (B) MTR, LEU 19 plates FE, 280 gr U235/FE, U3O8, Uranium density about 2.3 gr/cc

**Comments.** Design process completed, reactor start-up on 1988. At present the reactor is in operation.

**Designer.** CNEA
**Owner.** Institute Peruano de Energia Nuclear (IPEN)
**Location.** Huarangal (near Lima), Peru

**Reactor-Project.** RA-3, HEU to LEU core conversion, 5 Mw (1980)
- **Type.** (D) MTR, LEU 19 plates FE, 290 gr U235/FE, U3O8, Uranium density about 3.6 gr/cc

**Comments.** Design process completed, reactor start-up with the new LEU core in 1990. At present the reactor is in operation.

**Designer.** CNEA
**Owner.** CNEA
**Location.** Buenos Aires, Argentina

**Reactor-Project.** CAREM, new reactor, 15 Mw (1984)
- **Type.** Power reactor for electricity production or (in a modified version) for heating. Slightly enriched FE, Intrinsic safety design

**Comments.** Design work in progress. At present a critical facility and a pressurized loop are under construction in order to check the main neutronic and thermohydraulic design parameters.

**Designer.** INVAP
**Owner.** CNEA

**Reactor-Project.** NUR, new reactor, 1 Mw (1985)
- **Type.** (A)-(B) MTR, LEU 19 plates FE, 280 gr U235/FE, U3O8, Uranium density about 3.0 gr/cc

**Comments.** Design process completed, reactor start-up in 1989. At present the reactor is in operation.

**Designer.** INVAP
**Owner.** Haut Commissariat a la Recherche
**Location.** Dragara, Argelia

**Reactor-Project.** TRR, HEU to LEU core conversion, 5 Mw (1987)
- **Type.** (B)-(C) MTR, LEU 19 plates FE, 470-500 gr U235/FE, U3O8 or U3Si2, Uranium density about 3.0 or 4.8 gr/cc

**Comments.** Basic and detail design completed. The reactor will be starting up in the near term.

**Designer.** INVAP
**Owner.** Atomic Energy Organization of Iran (AEOI)
**Location.** Tehran, Iran

### 2. RA-3 HEU to LEU conversion

#### 2.1 First design step

During the first design step a considerable effort was done in order to define a calculation line with its error as well as the first approach to the new FE design parameters. On the other hand, the developing work done in the FE fabrication area produced (during this step) modifications in the maximum Uranium density available in the melt. The existing 28 FE HEU core was taken as a reference in order to obtain the LEU FE by means of equilibrium core calculations in the same core.

The output of this step was the basic LEU FE design. The main changes introduced in the FE were:

- 90% enrich.
- 196 gr U235/FE
- 0.052 cm/melt
- 0.59 g U gr/cc

- 20% enrich.
- 290 gr U235/FE
- 0.070 cm/melt
- 3.0 g U gr/cc
The number of plates (19) and the grid pitch remained constant.

The main design result obtained with this FE was about 55-60% discharge burnup in a similar core as the HEU core (no central irradiation box) together with similar fluxes in the irradiation boxes, let us say more than 0.9 times the HEU case.

2.2 Second design step

The second design step refers to the equilibrium core optimization. The possibility of reducing the core size from 28 FE (HEU) to 25 FE was considered together with the possibility of introducing a high flux irradiation position at a central irradiation box (CIB) /8/. The feasibility of this CIB was related with the economical cost (due to the lack of discharge burnup) and safety requirements.

In other words, the main questions to be answered with the design job were:

- With 5 Mw, is it possible to achieve an irradiation thermal flux above $10^{14} \text{n/cm}^2\text{sec}$ using the designed LEU FE?
- Which is the economical cost of the CIB?
- Roughly speaking which kind of FE management is convenient IN→OUT or OUT→IN?

The equilibrium core calculations were performed with the X-Y(BZ) 2 groups-Homogeneous scheme, with no Control FE. Only one refuelling chain with 25 standard FE was considered. Recent data coming from the NUR start up were used /12/ in order to improve the experimental reference for the calculated reactivity.

The results are presented in tables 1 and 2. Briefly, the conclusions of this design step were:

- It is possible to get the desired irradiation flux ($10^{14}$) in the CIB (5 Mw) in order to produce Inss and improve the Moss production.

The economical cost of the CIB, although significant (about 3 FE per full power operating year) is considered to be partially compensated with the reactor production increase. The 25 FE core with CIB (fig 1) is adopted as final geometry for the equilibrium core.

- An intermediate IN→OUT, OUT→IN refuelling scheme was selected in order to obtain a power peaking factor less than 3.5 and a discharge burnup about 45% of U235 consumed.

Table 1: Comparison between different FE managements

<table>
<thead>
<tr>
<th>FE Management</th>
<th>In -&gt; Out</th>
<th>Out --&gt; In</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle Length (T)</td>
<td>23.8 days</td>
<td>20.0 days</td>
</tr>
<tr>
<td>Discharged Burnup</td>
<td>49.8% U238</td>
<td>41.8% U238</td>
</tr>
<tr>
<td>Power Peaking Factor</td>
<td>4.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Mean Neutronic Thermal Flux (CIB)</td>
<td>$1 \times 10^{14}$ n/cm²/sec</td>
<td>$9 \times 10^{13}$ n/cm²/sec</td>
</tr>
</tbody>
</table>

Table 2: Economic cost of the CIB

<table>
<thead>
<tr>
<th>CIB</th>
<th>with</th>
<th>without</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Neutronic Thermal Flux (best Irrad Box)</td>
<td>$10^{14}$ n/cm²/sec</td>
<td>$6.7 \times 10^{13}$ n/cm²/sec</td>
</tr>
<tr>
<td>Discharged Burnup</td>
<td>45% U235</td>
<td>55% U235</td>
</tr>
<tr>
<td>FE per full power year</td>
<td>16.8</td>
<td>13.7</td>
</tr>
</tbody>
</table>

Figure 1 25 FF configuration for the equilibrium core.
2.3 Third design step

This step is related with the detailed analysis of the equilibrium and start-up cores. A smaller core is proposed /9/ as start-up core in fig. 2. During a transition phase, 4 FE and 24 graphite reflector boxes will be added in order to get the final size of the equilibrium core.

2.3.1 Detailed fuel management

The detailed FE management /10/ is defined by a sequence of 7 refuelling chains indicated in fig. 3. Refuelling chains 1 to 4 (C1 to C4) correspond to standard FE while C5 to C7 correspond to control FE. In the simulation with PUMA code the reactor was operated at a constant power of 5 MW and no stop time step was taken in account. Each time step T, one refuelling chain Ci is executed, so one fresh FE is inserted each time T. The refuelling sequence is defined as follows:

C1 C2 C3 C5
C4 C1 C2 C6
C3 C4 C1 C7
C2 C3 C4 C5
C1 C2 C3 C6
C4 C1 C2 C7
C3 C4 C1 C5
C2 C3 C4 C6
C1 C2 C3 C7
C4 C1 C2 C5
C3 C4 C1 C6
C2 C3 C4 C7

From the analysis of the refuelling scheme it can be seen that each 48*T time steps the whole sequence will be repeated.

Figure 2: 21 FE start-up core (water reflected)

Figure 3: Refuelling chains (F= fresh, P= pool)
Table 3: Detailed FE management results

<table>
<thead>
<tr>
<th></th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOC reactivity (hot, with Xe)</td>
<td>1869pcm</td>
<td>2085pcm</td>
</tr>
<tr>
<td>EOC reactivity (hot, with Xe)</td>
<td>1123pcm</td>
<td>1365pcm</td>
</tr>
<tr>
<td>$U_{238}$ mass in the BOC core</td>
<td>5129.5gr</td>
<td>5160.1gr</td>
</tr>
<tr>
<td>$U_{238}$ mass in the EOC core</td>
<td>5002.0gr</td>
<td>5041.1gr</td>
</tr>
<tr>
<td>$\Delta p$ BOC$\rightarrow$EOC</td>
<td>716pcm</td>
<td>735pcm</td>
</tr>
<tr>
<td>$\Delta U_{235}$ BOC$\rightarrow$EOC</td>
<td>126.85gr</td>
<td>126.85gr</td>
</tr>
<tr>
<td>$\Delta p / \Delta U_{235}$</td>
<td>5.64pcm/gr</td>
<td>5.79pcm/gr</td>
</tr>
</tbody>
</table>

$\Delta$Energy (BOC$\rightarrow$EOC) = 5 Mw * 21 days

DISCHARGED BURNUP:
- Standard FE = (47.4 ± 2.1) % of $U_{235}$ consumed
- Control FE = (44.3 ± 1.0) % of $U_{235}$ consumed

2.3.2 Operative core conditions

Usual design requirements have been put together in a set of conditions that shall be verified by the start-up core as well as the equilibrium core.

Let us consider:
- $\rho_{max}$ = core reactivity excess (i.e., calculated reactivity, cold, without Xe, all control rods withdrawn).
- $\rho_4$ = calculated reactivity of the core (cold with no Xe) with the 4 safety-rod bank inserted.
- $\rho_2$ = calculated reactivity of the core (cold with no Xe) with any 2 safety rods inserted.

Then we have the following static conditions to be verified in order to consider that a core is operable:

cond1: 
$$\left(\frac{\rho_{max} - \rho_4}{\rho_{max}}\right) > 1.5$$

cond2: 
$$-\rho_4 > 3000 \text{ pcm}$$
The correct cooling of the core during operation must be verified. Normally the thermohydraulic design has been performed assuming an upper value for the power peaking factor (PPF) with a minimum number of FE in the core. In this case, it was demonstrated that a 21 FE core with a PPF of 4 was correctly cooled by the existing cooling system, so it is enough to check that:

$$\text{PPF} \leq 4.0$$

Core FE Number ≥ 21

Cond. 5:
This condition establishes a minimum value for the excess reactivity. This value is in accordance with the reactivity requirements which approximately are:

<table>
<thead>
<tr>
<th>Condition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold ---&gt; Hot</td>
<td>400 pcm</td>
</tr>
<tr>
<td>Xenon</td>
<td>3100 pcm</td>
</tr>
<tr>
<td>BOC ---&gt; EOC</td>
<td>1000 pcm</td>
</tr>
<tr>
<td>BOC minimum reactivity</td>
<td>1000 pcm</td>
</tr>
</tbody>
</table>

$$\rho_{\text{max}} > 5500 \text{ pcm}$$

Conditions 1 to 5 defined above have been verified using the X-Y(2g)-Explicit Frames model for the reactivity calculations and X-Y-Z(2g)-Explicit Frames model for the power peaking factor calculations. The BOC with maximum reactivity was selected for calculating the detail reactivity balance together with the start-up core. Fig 5 shows the burnup distribution of the BOC core, and Table 4 gives the reactivity balance for both cores.

### 2.3.3 Detailed flux calculation

As it was mentioned, the detailed flux calculation was performed on the BOC with maximum reactivity which was taken as a reference. The calculated PPF for this core was 3.1. Figure 6 shows the mean fluxes in each box while Fig 7 shows the thermal flux in a line perpendicular to the fuel plates crossing the center of the CIB.

#### Design verifications

In the three cases, RP-10, NUR, and RA-3, during the start-up process, several experimental verifications have been performed. Different analysis of these results were done /11/, /12/, /13/. The general conclusion is that the observed core parameters have been within the design values.

The X-Y(2g) 2gr explicit frames model gives the reactivity results within a range of about 500 pcm. The experimental and calculated fluxes (X-Y-Z model) are also in good agreement within 10%.

The main differences between experimental and calculated reactivities are observed in large excess reactivity worth, let us say more than 3000 pcm. We suppose that the main reason for this discrepancy is the strong interaction existing when two or more
control rods are inserted together. Normally the experimental core excess reactivity is obtained by adding linearly the control rods worth obtained from the control rod calibration which gives greater results than the calculated values. Figures 8 and 9 shows different cores that have been measured in the NUR and RA-3 reactor. The FE data are the same in both cases and can be obtained from table 5 (more details are given in /12/).
Experimental reactivity excess = 870 pcm

Experimental reactivity excess = 2300 pcm

Experimental reactivity excess = 4020 pcm

Experimental reactivity excess = 280 pcm

Figure 8: Measured LEU cores (x=8.1cm y=7.7cm)

Start-up core (figure 2) Exper. react. excess = 5520 pcm

Figure 9: Measured LEU cores (x=8.1cm y=7.7cm)
Table 5: Fuel Element data

<table>
<thead>
<tr>
<th>Standard FE</th>
<th>Control FE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fuel type</strong></td>
<td>same as SFE</td>
</tr>
<tr>
<td><strong>Enrichment</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Uranium density in the meat</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Void fraction in the meat</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>UsO₃ density</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>U weight fraction in the UsO₃</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Al density</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Number of fuel plates</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Plate thickness</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Meat thickness</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Clad thickness</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Water channel thickness</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Meat width</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Meat height (active height)</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Frame thickness</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Inner distance between frames</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Frame length</strong></td>
<td>14</td>
</tr>
<tr>
<td><strong>Structural material (frames and clads)</strong></td>
<td>14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fuel plate</th>
<th>same as SFE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of fuel plates</strong></td>
<td>same as SFE</td>
</tr>
<tr>
<td><strong>water channel thickness</strong></td>
<td>same as SFE</td>
</tr>
<tr>
<td><strong>Frame thickness</strong></td>
<td>same as SFE</td>
</tr>
<tr>
<td><strong>Inner distances between frames</strong></td>
<td>same as SFE</td>
</tr>
<tr>
<td><strong>frame length</strong></td>
<td>same as SFE</td>
</tr>
<tr>
<td><strong>Absorber material</strong></td>
<td>same as SFE</td>
</tr>
<tr>
<td><strong>(80%,15%,5%)</strong></td>
<td>same as SFE</td>
</tr>
<tr>
<td><strong>Clad material for absorber</strong></td>
<td>same as SFE</td>
</tr>
<tr>
<td><strong>Material gap within the absorber</strong></td>
<td>same as SFE</td>
</tr>
<tr>
<td><strong>Guide plates material</strong></td>
<td>same as SFE</td>
</tr>
</tbody>
</table>

| Grid dimensions                | 7.7 cm x 8.1 cm              |

In this report we wanted to describe how CNEA has developed its own calculation methods, successfully applied to the design of MTR cores. The complete design process has been followed beginning with the conceptual design and ending with the start-up of the facility (including the fuel fabrication) in most of the projects before mentioned.
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CONTROL ROD WORTH, REACTIVITY AND POWER DISTRIBUTION IN A 1300 MWe PWR

M. NURDIN
National Atomic Energy Agency,
Jakarta, Indonesia

Abstract

The objectives of the presentation are to perform the amelioration of the precision in the burn-up calculation for the purpose of In-Core Fuel Management and implicitly the improvement of the reactor performance and the reactor safety. In generating the cross section set for the nuclear fuel assemblies having the absorber rods, a new procedure has been formulated to overcome the over-estimation of the worth of the control fuel assembly. The new procedure enables us to adjust the homogeneous nuclear constants by an adjustment factor taking into account the influence of the environment of control fuel assemblies in the core and the equivalence of the transport-diffusion calculation. The adjustment factor calculated at the beginning of life of the reactor has been proved rigorously to be sufficient for all core condition. Generation of the adjusted nuclear constants become a simple process. Hence this procedure enables us to improve three dimensional study of the core with reasonable computing cost and to anticipate the consequences of any movement of the absorber rods during operation of the reactor.

INTRODUCTION

The present study deal with the calculational scheme for pressurized water reactors aiming to improve the precision of core computation for the augmentation of safety and reactor performance. This is especially intended for the reactors operating as load follower, where the permanent movement of the control rods are needed. Hence it is really necessary to know correctly the worth of different group of rods insertion in the three dimensional calculation, where from computing cost point of view, they must be executed in homogeneous one.

In the calculational sequence known so far, the homogeneous or heterogeneous cross sections of fuel assembly are calculated in infinite medium. Core calculations using one library per fuel assembly (homogeneous cross section) have good result compared to the reference if there is no control fuel element in the core, and if the rods are in the core they overestimate the control rod worth from 6 to 10% compared to the reference. On the other hand core calculation using cell by cell libraries give good result what ever the configuration of the core, but such computation is very expensive and need very high space of memory.

Concerning the calculational scheme requiring new development, the study consist of two main subjects, first how to represent heterogeneously a certain fuel assemblies in the transport calculation and second how to improve the homogeneous nuclear constants of the control fuel assemblies. Hence the contribution of this study are:

1. On one hand, determination of the grouping procedure of the cell as a function of fuel enrichment, concentration of boron in the moderator, fuel burn-up etc. Using the transport code APOLLOI, based on the best discretisation of the fuel assembly, reactivity and power distribution per fuel assembly are calculated both at time zero and in burnin-up (evolution) situation.

2. On the other hand, establishment of a method in calculating the homogeneous nuclear constants for the control fuel assemblies.
So the study covers the following analysis:
- Pressurized Water Reactor 1300 MWe
- Calculational Method used for Cross Section Generation
- New Procedure for Generating Homogeneous Nuclear Constants of the Control Fuel Assemblies
- Generalisation of the Calculational Procedure
- Conclusion

I. PRESSURIZED WATER REACTOR 1300 MWe

I-1 Principal Characteristics of the Core

This system uses light water reactor both as coolant and moderator. Moderation ratio of a cell is 1.655 and for a standard fuel assembly the ratio is 1.982.

Active length of the core (H) is 426.7 cm and its equivalent diameter (D) is 337.03 cm. The core produces 3800 MWth.

The first core of the reactor consists of 193 fuel assemblies having three different enrichments. There are 65 fuel assemblies with the enrichment of 1.50%, 64 fuel assemblies with enrichment of 2.40% and the rest is 2.95%.

Loading pattern of the first core is shown in Fig. I-1.

There are 58 instrumented fuel assemblies in the core, equipped by mobile detector, intended for detail flux mapping.

For the first core, at beginning of life, with obligation to have negative temperature coefficient of the moderator, a certain fuel assemblies are equipped by burnable-poison (glass of borosilicate).

There are 80 burnable fuel assemblies in the core and after the first cycle all burnable rods will be removed from the fuel assemblies.

For the purposes of reactor operation and safety, there are three control systems available, i.e.

1. Urgent shut-down of the reactor, the system must be capable of stopping the reactor at any moment of operation.
2. Power regulation, the objectives of the system are,
   - to regulate the variation of moderator average temperature during operation,
   - to regulate the power demand, regulation of reactor power level.
3. Long term regulation, the system is intended to follow the reactivity during the evolution of the core, it means:
   - evolution of fuel assemblies, burn-up of fissile material,
   - evolution of xenon, the accumulation of fission product,
   - change from shut-down and hot condition to shut-down and cold condition of the core.

The purpose of grouping the control rods as such are to minimize the maximum amplitude of power peaking due to the insertion of the rod to the core and to assure an optimum burn-up of the fuel.

The core configuration representing the position of standard fuel assemblies with three different enrichments, burnable fuel assemblies, groups of rods for regulation and for safety is shown in Fig. I-2.

The description of core reactor can be seen in Table I-1.

I-2. Description of Fuel Assembly

The fuel assembly is the type of 17 x 17, and the assembly is consisting of:
   - 264 rods of Uranium dioxide (UO₂),
   - 24 guide tubes, to accommodate the control rod, burnable rod and neutron source for start-up the reactor,
   - 1 guide tube for instrumentation.

Salient feature of fuel assembly is shown in Table I-2.

II. CALCULATIONAL METHOD USED FOR CROSS SECTION GENERATION

II-1. General

The objectives of neutronic calculation is to determine evolution of reactivity, power distribution and the worth of control rod during the cycle of reactor operation.

Neutronic calculational scheme of a nuclear reactor can be divided into two steps:
   - cell or multi-cell (fuel assembly) calculation using the transport theory that enable us to obtain the nuclear parameters,
   - space and energy calculation using the diffusion theory utilizing the nuclear parameters obtained at the preceding step.
TABLE 1-1. DESCRIPTION OF REACTOR CORK

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal Power, MWth</td>
<td>3 800</td>
</tr>
<tr>
<td>Percentage of Power produced in fuel (%)</td>
<td>97.4</td>
</tr>
<tr>
<td>Disposition of Fuel Assembly</td>
<td>3 region</td>
</tr>
<tr>
<td>Assembly with enrichment of 1.50% :</td>
<td>65</td>
</tr>
<tr>
<td>Assembly with enrichment of 2.40% :</td>
<td>64</td>
</tr>
<tr>
<td>Assembly with enrichment of 2.95% :</td>
<td>64</td>
</tr>
<tr>
<td>Burnable fuel assembly (E=2.4% &amp; E=2.95%)</td>
<td>80</td>
</tr>
<tr>
<td>Uranium, kg</td>
<td>103 909</td>
</tr>
<tr>
<td>UO2, kg</td>
<td>117 880</td>
</tr>
<tr>
<td>Zircaloy, kg</td>
<td>24 700</td>
</tr>
<tr>
<td>Inconel, kg</td>
<td>1 110</td>
</tr>
<tr>
<td>Steel, kg</td>
<td>220</td>
</tr>
<tr>
<td>Water, kg</td>
<td>20 250</td>
</tr>
<tr>
<td>Temperature of coolant, °C</td>
<td></td>
</tr>
<tr>
<td>hot, zero power</td>
<td>297.20</td>
</tr>
<tr>
<td>inlet, hot, nominal power</td>
<td>293.10</td>
</tr>
<tr>
<td>average in core, hot, nominal power</td>
<td>311.80</td>
</tr>
<tr>
<td>Nominal pressure in bars</td>
<td>155.10</td>
</tr>
<tr>
<td>Average linear power, kw/m</td>
<td>17.02</td>
</tr>
<tr>
<td>Power produced in core kw/kg uranium</td>
<td>36.60</td>
</tr>
<tr>
<td>Power density, kw/l core</td>
<td>99.80</td>
</tr>
</tbody>
</table>

The cross section sets of each fuel assembly in 2 groups of energy used in the diffusion calculations are generated by the transport code "Apollo 1" using the approximation of multi-groups for energy spectrum (0 - 10 Mev) and collision probability method (best adaptation for heterogeneous thin media of the lattice).

The nuclear constants obtained from this calculation can be in two forms:
- heterogeneous nuclear constants, cell by cell library of an assembly,
- homogeneous nuclear constants, one library of an assembly.

TABLE 1-2. SALIENT FEATURE OF FUEL ASSEMBLY

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of array</td>
<td>17 x 17</td>
</tr>
<tr>
<td>Side of the assembly, cm</td>
<td>21.504</td>
</tr>
<tr>
<td>Number of fuel rod per assembly</td>
<td>264</td>
</tr>
<tr>
<td>Number of guide tube per assembly</td>
<td>25</td>
</tr>
<tr>
<td>Number of grid along the active core</td>
<td>9</td>
</tr>
<tr>
<td>Number of grid along the fuel assembly</td>
<td>10</td>
</tr>
<tr>
<td>Material :</td>
<td></td>
</tr>
<tr>
<td>fuel</td>
<td>UO</td>
</tr>
<tr>
<td>pressurization gas</td>
<td>Helium</td>
</tr>
<tr>
<td>cladding</td>
<td>Zircaloy 4</td>
</tr>
<tr>
<td>grid</td>
<td>Inconel 718</td>
</tr>
<tr>
<td>cladding absorber rod</td>
<td>SS 304</td>
</tr>
<tr>
<td>Cold fuel cell dimension :</td>
<td></td>
</tr>
<tr>
<td>pitch, cm</td>
<td>1.260</td>
</tr>
<tr>
<td>outer diameter of the cladding, cm</td>
<td>0.950</td>
</tr>
<tr>
<td>inner diameter of the cladding, cm</td>
<td>0.836</td>
</tr>
<tr>
<td>pellet diameter, cm</td>
<td>0.819</td>
</tr>
<tr>
<td>Cold guide tube dimension :</td>
<td></td>
</tr>
<tr>
<td>outer diameter, cm</td>
<td>1.224</td>
</tr>
<tr>
<td>inner diameter, cm</td>
<td>1.143</td>
</tr>
<tr>
<td>Fuel enrichment</td>
<td></td>
</tr>
<tr>
<td>region 1, 65 assemblies (%)</td>
<td>1.50</td>
</tr>
<tr>
<td>region 2, 64 assemblies (%)</td>
<td>2.40</td>
</tr>
<tr>
<td>region 3, 64 assemblies (%)</td>
<td>2.95</td>
</tr>
</tbody>
</table>

Having two forms of library, we can have two calculational schemes:
- heterogeneous transport-diffusion.
- homogeneous transport-diffusion.
At the first scheme, the calculation of core or a fraction of core (motif, assembly) is carried out for each cell in diffusion theory. This calculation is considered as the reference for the calculation of the second scheme.

II-2 Cross Section Generation

In this step, it is necessary to determine the representation of fuel assembly for the transport calculation, since most of the assemblies in the core are symmetric; after a certain verification basing on:
- correction factor of equivalence heterogeneous and homogeneous transport (factor SPH),
- level of integrated flux in 13 physical cells and in the fuel assembly,
- reactivity of each assembly,
- computing time,
it was refound that the symmetrical fuel assembly can be represented by 1/8 of the assembly, total cells of this presentation are 45, see Fig. II-1.

According to the core configuration, and taking into account the water layer between the assemblies, there are 8 generic cells in the core:
a. fuel cell at the corner of assembly
b. fuel cell at the periphery
c. inner fuel cell
d. water rod cell (TE)
e. water rod cell for instrumentation (TI)
f. grey rod cell (BG-ACIER)
g. black rod cell (BN-AIC)
h. black rod cell (BN-B4C)
i. burnable rod cell (PC)

The distribution of these generic cell in the fuel assemblies are as follow:

<table>
<thead>
<tr>
<th>REPARTITION OF GENERIC CELL PER FUEL TYPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel</td>
</tr>
<tr>
<td>a</td>
</tr>
<tr>
<td>b</td>
</tr>
<tr>
<td>c</td>
</tr>
<tr>
<td>d</td>
</tr>
<tr>
<td>e</td>
</tr>
<tr>
<td>f</td>
</tr>
<tr>
<td>g</td>
</tr>
<tr>
<td>h</td>
</tr>
<tr>
<td>i</td>
</tr>
</tbody>
</table>

Cold dimension of absorber rod used in our calculations is illustrated in Fig. II-2.

For each fuel assembly, it has 5 or 6 generic cells, each has different isotopic composition or different geometry, and due to the limit of code, we determine 13 physical cell. The complete schemes for the elaboration of nuclear constants at time zero and during evolution of core are illustrated in Fig. II-3a and Fig. II-3b.
Using the two calculational schemes mentioned above, we have 9, 24 and 22 groups of cells in the standard, grey and black control fuel assembly respectively.

For burnable fuel assemblies having 8, 12 and 16 rods of pirex, we have respectively 20, 27 and 24 groups of cells. Representation of 22 groups of cells for black control fuel assembly is shown in Fig. II-4.

The validity of cell grouping have been verified rigorously by taking into consideration, the following situations:
- level of discretisation,
- degree of enrichment,
- concentration of boron in moderator.
- burn-up level,
- disappearance of burnable poison in the fuel assembly.

The relative discrepancies of the power distribution compared to the reference are in the order of 1 or 2%. The cell at the corner presents around 3 or 5%, fortunately the power in such kind of assembly is lower than the average one.

It is worth to mention that the grouping used for grey control fuel assembly cannot be applicable for the black control fuel assembly even the degree of discretisation of the former is better than the last one; the profile of physical interaction between the cells is not identical in those assemblies.
Cell grouping must of course be determined properly, otherwise we lose the precision. It is important to note here that cell grouping is relevant to minimize the computing cost, especially in generating the evolutionary library where many steps of burn-up are required.

III. NEW PROCEDURE FOR GENERATING HOMOGENEOUS NUCLEAR CONSTANTS OF CONTROL FUEL ASSEMBLIES

III-1 General

In following the demand of the grid, PWR 1300 use the grey control assembly (G1, G2) and black control assembly (N1, N2 and R). For this purposes, it is really necessary to know precisely the worth of the rods and from safety point of view it is important to anticipate any consequences of the rods movement on reactivity, power distribution and peaking position.

III-2 Position of the Problem

Core calculations using one library per fuel assembly (homogeneous cross section) have good result compared to the referential ones if there is no control fuel element in the core, and if the rods are in the core they overestimate the control rod worth from 6 to 10% compared to the reference. On the other hand core calculation using cell by cell libraries give good result what ever the configuration of the core, but such computation is very expensive and need very high space of memory. To show this phenomena, it is necessary to have 6 motifs (each motif consists of 9 fuel assemblies) representing both the configuration of the core and the spectrum of neutron energy, they are as follow.
Based on the work done on PWR 900 MWe (REP - CP1 (2)), operating in mode A, a series of measurement on the worth of their control rod were compared to the results of heterogeneous diffusion calculations as illustrated below:

<table>
<thead>
<tr>
<th>Group insertion</th>
<th>Measurement (pcm)</th>
<th>Heterogeneous diff. calculation (pcm)</th>
<th>Δ(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>1310±26 (±2.0%)</td>
<td>1318</td>
<td>+0.6</td>
</tr>
<tr>
<td>C</td>
<td>1120±33 (±2.9%)</td>
<td>1132</td>
<td>+1.1</td>
</tr>
<tr>
<td>B</td>
<td>1857±57 (±3.1%)</td>
<td>1905</td>
<td>+2.6</td>
</tr>
</tbody>
</table>

From the results in the above table, the heterogeneous calculation are slightly bigger than the measurement, but all of them are in the incertitude of the measurement. So we can take the heterogeneous diffusion calculation as the reference.

If the control fuel assembly are replaced by standard fuel assembly (6 motifs), the maximum difference in reactivity between heterogeneous and homogeneous calculation is only 83 pcm, it is negligible compared to the reactivity at the motif C. When absorber rods are inserted completely in those motifs (B, C, D, E, F and G), the relative discrepancies range from 6.6% to 7.95% in the motif B and motif C for the black control assembly and they range from 2% to 2.29% for the grey control assembly.

For the other motifs, the discrepancies are slightly decreased, but they are still untolerable.

From the above presentation, our conclusion is that the homogeneous nuclear constants of the control fuel assembly should be elaborated by certain amelioration.

III-3 Calculational Scheme for Control Fuel Assembly

Homogeneous nuclear constants generated in infinite medium do not take into account the following phenomena:
- the environment of the control fuel assembly in the core,
- the equivalence of homogeneous transport-diffusion calculation.

According to the core configuration, the proper environment for the control fuel assembly is the burnable fuel assembly. The modul treating the equivalence of homogeneous transport-diffusion calculation is not available in the EURYDICE (direct homogenisation). Another constraint of EURYDICE is in geometrical capacity.
Taking into account those problems, module MARSYS is used to give the solution and the procedure for that are as follow:

1. Marsyas-motif, transport calculation done on a motif consisting of control fuel assembly and its environment. From this calculation we have homogeneous nuclear constants in two groups of energy. This homogeneous constants take already the equivalence transport-diffusion into consideration. The constants is named "JEU A".

2. Marsyas-assembly, transport calculation done on a control assembly in infinite medium. The constants in two groups of energy is named "JEU B".

3. Adjustment factor represents simultaneously the equivalence of homogeneous transport-diffusion calculation and the environment, in two groups of neutron energy, are defined as such:

\[
\mathcal{L} = \frac{\text{JEU A [MOTIF]}}{\text{JEU B [MEDIUM]}}
\]

4. By an assumption (hypothesis) that the factor is independent of the modul used in the calculation, so we have:

\[
\mathcal{L} = \frac{\text{MARSYS}}{\text{EURYDICE}} = \frac{\text{JEU A}}{\text{JEU B'}} = \mathcal{L} \times \text{JEU B'}
\]

Calculated scheme for the elaboration of homogeneous nuclear constants of control fuel assembly is illustrated in Fig. III-1.

The homogeneous nuclear constants of the control fuel assembly produced by Eurydice through direct homogenisation are corrected (adjusted) by the adjustment factors. Utilization of adjusted nuclear constants in homogeneous diffusion calculation on the 6 motifs mentioned above give good results if we compare to the reference. The maximum relative discrepancy in the worth of rods is 1.43% for the
black control assembly on the motif C, compared to the value of 8% using unadjusted homogeneous nuclear constants. From the power distribution point of view that the maximum relative discrepancy is 2.8% in the black control assembly, but for the peripheral assemblies only 1.4%, both in the fuel assembly having less power.

IV. GENERALIZATION OF THE CALCULATIONAL PROCEDURE

IV-1 General

After starting-up the reactor, all original characteristics begin to change, the evolution of the core are due to the following phenomena and needs:

- at beginning of life
  1. depletion of fissile material,
  2. dilution of boron or its depletion in the moderator,
  3. accumulation of the fission product,
  4. depletion of boron in the burnable rod,
- beginning of the second core until equilibrium core:
  5. depletion of fissile material and fission product accumulation in the control fuel element,
  6. chagement of the environment due to fuel element shuffling for the future cycle.

According to the various phenomena mentioned above, does adjustment factor calculated at the beginning of life change? To answer this question, a series of sensitivity study is of course necessary; namely as a function of:

1. influence of the environment
2. influence of the boron concentration in the moderator
3. influence of burnable poison depletion
4. influence of the fuel evolution
5. influence of the changement of the environment due to fuel management path.

IV-2 Influence of the Environmental Modification

At the first cycle, the position of control fuel assembly are also side by side with the burnable fuel assembly having 9, 12 and 16 rods of pyrex and the enrichment of 2.40% and 2.95%. To know the consequences of this modification on the adjusted nuclear constants, we use the motif B and C as below:

Motif B

\[
\begin{array}{ccc}
1 & 2 & 1 \\
2 & c & 2 \\
1 & 2 & 1 \\
\end{array}
\]

Motif C

\[
\begin{array}{ccc}
1 & 2 & 1 \\
3 & 5 & 3 \\
1 & c & 5 \\
3 & 4 & 1 \\
\end{array}
\]

It is found that the maximum relative discrepancy on the control rod worth of B&c is only 1.43%. So the adjustment factor is still applicable.

IV-3 Influence of Boron Concentration in Moderator

Due to the operational demand, boron is diluted and so the concentration decrease, for example until 25 ppm. When the adjustment factor generated, the concentration of boron is 1150 ppm; therefore the simulation of boron concentration like 650 ppm, 250 ppm and 25 ppm are required to test the factor.

Using the same adjustment factor for each boron concentration, the adjusted homogeneous nuclear constants of the
EFFICACITE DES BARES DANS LE MOTIF C
ENRICHISSEMENT DU COMBUSTIBLE 2,40 %

control fuel assemblies having the fuel enrichment of 2.4% are calculated.
Utilization of these constants in the motif C give the maximum relative discrepancy of 0.8% for \( ^{10} \text{B} \); as shown in Fig. IV-1.

**IV-4 Influence of Boron Depletion in Burnable Fuel Assembly**

To simulate this study, boron concentration of 75, 50 and 25% from their natural concentration are taken as the basic of evaluation.
In this case, the environment itself change, but nothing to do with the control fuel. For control fuel with fuel enrichment of 2.40%, the maximum relative discrepancy in the motif C is 0.73% for \( ^{10} \text{B} \) at 75% concentration of boron in the burnable fuel assembly, it is shown in Fig. IV-2.

**IV-5 Influence of Fuel Depletion**

The conditions belong to this phenomena can be divided into 3 situations:
- evolution of core during the first cycle, there are still burnable rods in the core,
- evolution of core during the second and the third core, there is no anymore the burnable rod in the core, the original enrichment is still different,
- evolution of equilibrium core where the fuel assembly have the same initial enrichment.

The first case is much more complicated due to the heterogeneous medium in the core, so it will be shown here the result of verification both as a function of power distribution in the motif and reactivity/worth of the control fuel assembly.
It is worth to remind here again that the adjustment factor used is always the first one, it was elaborated at the beginning of life.
As shown in Fig IV-3 (A, A’, B and B’), the maximum relative discrepancy are in the control fuel element for the power distribution, so it is well accepted, because this fuel ge-
Efficacité des barres en fonction du "\(\%\)" de B10 dans les assemblages empoisonnées

Fig. IV-2 CONTROL ROD WORTH AS A FUNCTION OF BORON CONCENTRATION

1 = assemblage sans poison (\(E=1.50\%\))
2 = assemblage sans poison (\(E=2.95\%\))
3 = assemblage empoisonné (\(E=2.40\%\), 12 pyrex)
4 = assemblage empoisonné (\(E=2.95\%\), 16 pyrex)

Fig. IV-3 REACTIVITY, CONTROL ROD WORTH AND POWER DISTRIBUTION

V. CONCLUSION

1. Cell grouping is a good tool to minimize the computing cost; especially for generating the evolutive libraries consisting of many burn-up steps.
2. Adjustment factor calculated at the beginning of life of the reactor, they can be used for any condition of the reactor; they are calculated 1 time and its utilization is justified for all condition of the reactor.
3. Application of this homogeneous cross section, enable us one day to modify all the constants for the purpose of three dimensional diffusion calculation by the new p.c.

4. Adjustment of the nuclear constants is then quite simple; but the result are well justified both by power distribution in the core on in the fraction of the core (motif) and by the reactivity & the worth of rods.
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CRITICALITY CALCULATIONS FOR A BWR SPENT FUEL POOL
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Abstract
In this paper we present the methodology used for calculating the effective multiplication constant \( K_{eff} \) for BWR spent fuel arrangements. The calculations were performed for the spent fuel pool specified in the Final Safety Analysis Report\(^1\) for the BWR Nuclear Plant at Laguna Verde, Veracruz. The computer codes RECORD\(^2\) and MIXQUIC\(^3\) were used to perform these calculations. The macroscopic cross sections for two energy groups were obtained with the RECORD code assuming 3 w/o U-235 enrichment and no gadolinium for the fuel elements and stainless steel surrounding the fuel assembly. The spent fuel racks geometry and cross sections were used along with the MIXQUIC code to perform the two-dimensional criticality calculations with no neutron leakage along the axial axis. Additional calculations were performed changing the temperature, fuel assemblies pitch and tube wall thickness. The results show that the multiplication constant obtained is less than the value of 0.95 required as a limit for the design of a spent fuel pool.

GENERAL DESCRIPTION

The present mexican nuclear project comprises two Boiling Water Reactors (BWR/5) of 654 MWe, one is now in operation and the other is still under construction. Both reactors are located in Laguna Verde, Veracruz and were supplied by General Electric. In the first cycle of the operating plant the reactor was loaded with 444 fuel assemblies of the type GE5. There are three different types of fuel assemblies. The average enrichment are 2.19 w/o, 1.76 w/o and 0.711 w/o with several gadolinium contents.

<table>
<thead>
<tr>
<th>Fuel Assemblies</th>
<th>U-235 Average Enrichment (w/o)</th>
</tr>
</thead>
<tbody>
<tr>
<td>280</td>
<td>2.19</td>
</tr>
<tr>
<td>96</td>
<td>1.76</td>
</tr>
<tr>
<td>68</td>
<td>0.711</td>
</tr>
</tbody>
</table>

Each of the fuel assemblies consists of 62 fuel rods and 2 water rods surrounded by a square flow box (Figure 1.). The fuel rods have the following dimensions:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch</td>
<td>16.256 mm</td>
</tr>
<tr>
<td>Pellet diameter</td>
<td>10.41 mm</td>
</tr>
<tr>
<td>Outer diameter of clad</td>
<td>12.268 mm</td>
</tr>
<tr>
<td>Inner diameter of clad</td>
<td>10.642 mm</td>
</tr>
<tr>
<td>Rod active length</td>
<td>3810 mm</td>
</tr>
</tbody>
</table>

SPENT FUEL RACKS

The spent fuel assemblies are stored in racks which are placed on the pool floor without any floor attachment, and laterally supported by the bracing system as illustrated in Figure 2.

The capacity of each of the spent fuel racks is 9 x 6 or 54 fuel assemblies. Each rack consists of tube cluster assemblies supported by a cross-braced framing system, a base plate, and four leg assemblies as shown in Figure 3.

One 36-space "special purpose rack" has been designed to store the control rods, the defective spent fuel bundles with
ODA = Outer dimension of assembly cell = 16.57 cm
ODF = Outer dimension of flowbox = 13.8125 cm
FWT = Flowbox wall thickness = 0.2032 cm
WNG = Width of narrow water gap = 0.8989 cm
PIT = Lattice pitch = 1.6256 cm
COL = Effective control plate "half span" = 15.57 cm
COT = Control plate "half thickness" = 0.50 cm
COS = Control plate centre-piece "half span" = 0.00 cm
CUL = Curtain "half span" = 15.17 cm
CUT = Curtain "half thickness" = 0.50 cm
CCPL = Curtain centre piece "half span" = 0.00 cm

FIG. 1. Geometrical representation of the BWR fuel assembly cell.

FIG. 2. Fuel pool arrangement (Laguna Verde nuclear power stations units 1 and 2 (Comisión Federal de Electricidad)).
FIG. 3. Spent fuel rack (9 x 6) (Laguna Verde nuclear power stations units 1 and 2 (Comisión Federal de Electricidad)).

containers, and control rod guide tubes. This rack assembly is composed of twenty-seven 10-inch diameter and nine 12-inch diameter stainless steel pipes welded together in a array as shown in Figure 4.

The spent fuel racks as well as the special purpose rack are specified to be Type 304 stainless steel.

The spent fuel high density storage racks contain storage space sufficient for 280 percent of the core fuel assemblies.

FIG. 4. Special purpose rack (Laguna Verde nuclear power stations units 1 and 2 (Comisión Federal de Electricidad)).

NUCLEAR SAFETY DESIGN BASES

The Final Safety Analysis Report for the BWR Nuclear Plant at Laguna Verde, Veracruz, specifies the following bases for the nuclear safety design.

a. Pool is filled with fuel with 3.3 w/o U-235 enrichment and no burnable poison. This fuel has a higher k\(_e\) than any fuel which will be used in the core.

b. The water in the fuel storage pool is clean and unborated.
c. The pool temperature is 115°C. (No boiling)

d. No credit is taken for the fuel assembly support structure. However, the neutron absorption of the 5 mm thick stainless steel tubes in which the fuel assemblies are supported while in the storage racks is considered in the calculation.

e. Axial neutron leakage is not considered, that is, an infinite array is assumed in the axial direction.

The above assumptions are considered as a conservative base for the calculations.

For all spent fuel storage conditions:

Maximum \( k_{eff} \approx 0.95 \)

**NUCLEAR CALCULATIONS USING THE RECORD AND MIXQUIC CODES**

In order to simulate a rack in the pool we considered a multiplicative and a non multiplicative region. For both regions, the RECORD code was used to calculate the two energy group macroscopic cross sections.

The calculations for the multiplicative region considered a cell to be formed by a fuel assembly, the surrounding water and a stainless steel tube of the rack. It was assumed that two stainless steel curtains and a stainless steel control rod with no boron, were the walls of a tube in the rack. For the non-multiplicative region, the water nuclear parameters were obtained from the water region surrounding the flow box in the RECORD cell (Figure 1.). The nuclear cell constants obtained are shown in Table I.

The MIXQUIC code solves the diffusion equation in X-Y geometry using numerical nodal finite element methods. This code was used to perform criticality calculations for the spent fuel pool using the rack’s geometry (Figure 5.) and the nuclear constants obtained by the RECORD code. As stated in the FSAR, here we also assume no neutron leakage along the axial axis.

---

**TABLE I**

**MULTIPLICATIVE REGION**

<table>
<thead>
<tr>
<th>Group</th>
<th>( D )</th>
<th>( \Sigma_r )</th>
<th>( \Sigma_a )</th>
<th>( \nu \Sigma_r )</th>
<th>( \chi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast</td>
<td>0.12319E+01</td>
<td>0.28650E-01</td>
<td>0.11050E-01</td>
<td>0.52714E-02</td>
<td>1.0</td>
</tr>
<tr>
<td>Thermal</td>
<td>0.33406E+00</td>
<td>0.0</td>
<td>0.10469E+00</td>
<td>0.12407E+00</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\( \Sigma^x_{1-2} = \Sigma^x_r + \Sigma^x_a \)

\( \Sigma^x_r = 3.9700E-2 \) \( \Sigma^x_a = 2.8650E-2 \) Fast group

\( \Sigma^x_r = 1.0469E-1 \) \( \Sigma^x_a = 0.0 \) Thermal group

**NON-MULTIPLICATIVE REGION**

<table>
<thead>
<tr>
<th>Group</th>
<th>( D )</th>
<th>( \Sigma_r )</th>
<th>( \Sigma_a )</th>
<th>( \nu \Sigma_r )</th>
<th>( \chi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast</td>
<td>1.4701</td>
<td>4.6000E-2</td>
<td>3.2098E-4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Thermal</td>
<td>1.9538E-1</td>
<td>0.0</td>
<td>1.7652E-2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\( \Sigma^x_{1-2} = 4.6318E-2 \) \( \Sigma^x_r = 4.6000E-2 \) Fast group

\( \Sigma^x_r = 1.7652E-2 \) \( \Sigma^x_a = 0.0 \) Thermal group

\( \chi \) fission neutron fraction

(*) The removal cross section \( \Sigma^R \) for MIXQUIC code is given as the sum of removal \( \Sigma^R_r \) and absorption \( \Sigma^A \) cross sections of the RECORD code. The RECORD code removal cross section \( \Sigma^R \) is the scattering cross section \( \Sigma^S \) for the MIXQUIC code.
The results show that the multiplication constant obtained is less than the value of 0.95 required as a limit for the design of a spent fuel pool.

Since the macroscopic cross sections generated by the RECORD code can take into account fuel pins of different enrichment, gadolinium content as burnable poison and also their burnup, it is possible to perform less conservative calculations using these codes, although it should be noted that a homogeneous composition along the axial axis will be still considered since the MIXQUIC code is a two dimensional code.

There was a design change in the spent fuel pool which includes stainless steel mixed with boral for the racks's tube walls, this composition can be taken into account in the RECORD code since we can specify a boron fraction in the curtains and control rod materials.

CONCLUSIONS

Additional calculations were performed changing the temperature, lattice pitch and tube wall thickness, in order to take into account their tolerance effects.

For 1mm decrease in tube wall thickness we obtained a $\Delta k_t = 0.01589$, for a 2mm decrease in lattice pitch we obtained $\Delta k_p = 0.00856$ and for a 115°C temperature we obtained a $\Delta k_t = -0.0020$, therefore when these tolerances effects are included we have:

$$K_{eff} = 0.91746 + 0.01589 + 0.00856 - 0.002 = 0.9399$$
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Abstract

A 300 MWe PWR having nearly the same characteristics as the current PWR plants, analyzed for the criticality calculation. Lattice code WIMS-D4 and two dimensional diffusion code EXTERMINATOR-2 were employed for this purpose. Calculations were performed with three neutron energy groups, fast (10 MeV to 9118 eV) resonance (9118 eV to 4.00 eV) and thermal (4.00 eV to 0.00 eV). The reactivity for cold/clean, hot/clean zero power and hot/clean full power reactor states were found.

The Keff for the three states were 1.267, 1.222 and 1.200 respectively, which is quite in agreement with the available data. Further calculations are underway to calculate the same states of the reactor with burnable poison rods.

1. INTRODUCTION

Neutronic analysis techniques for PWR are well established. For detailed analysis and for licensing purpose the verifying analysis is based on finite difference solution of diffusion equation. For incore fuel management nodal and finite element methods have become standards because of their having short run time on computers.

The present paper describes the criticality calculations based on finite difference solution of diffusion equation for a 300 MWe PWR having nearly the same characteristics as the current PWR plants. The geometrical data and material specification are generally available from literature and IAEA directories. This is an initial exercise to be developed later through participation in IAEA coordinated research programs for incore fuel management and core design parameters.

2. REACTOR CORE

2.1 Description

For a 300 MWe PWR the number of fuel assemblies in the core is 121. All of the fuel assemblies have identical external dimensions and hydraulic characteristics. So they may be inserted in any position within the core array. The core height as reported in literature varies from 275 cm to 305 cm and the equivalent diameter varies from 248 cm to 255 cm. This is according to the development process in which the initial core design was cast, taking into account all other parameters.

The core is cooled/moderated by H₂O and surrounded by a stainless steel baffle. Each fuel assembly could consist of either a 14x14 or 15x15 rod array. The rod pitch within the fuel assembly could vary between 1.3 to 1.4 cm and the assembly pitch may be between 19.5 and 20.5 cm. The cladding material is Zircaloy 4. The fuel rods within each assembly are held by spacer grids and top & bottom fittings. The fuel assembly is also provided with guide thimbles for cluster of control rods. All other details and features are according to the standard PWR assembly.

2.2 Fuel Enrichment & Loading

Fuel assemblies of three different enrichments are used in the initial core, inorder to obtain the favourable radial power distribution.

<table>
<thead>
<tr>
<th>Region</th>
<th>Enrichment</th>
<th>Fuel Assemblies</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>2.28 to 2.45% U²³⁵</td>
<td>41 fuel assemblies</td>
</tr>
<tr>
<td>II</td>
<td>2.50 to 2.80% U²³⁵</td>
<td>40 fuel assemblies</td>
</tr>
<tr>
<td>III</td>
<td>2.90 to 3.50% U²³⁵</td>
<td>40 fuel assemblies</td>
</tr>
</tbody>
</table>

The first two regions, which consist of the lower enrichments, are arranged in a modified checkerboard pattern towards the centre of the core. The third region of highest enrichment is arranged around the periphery of the core.
3. METHOD OF ANALYSIS

The methodology adopted in our analysis is based on the multigroup scheme to evaluate the neutron distribution in space and energy. This is achieved by solving transport equation in one dimension at the cell level.

Later flux weighted group constants for the few group model are produced. Finally finite difference method is applied to solve diffusion equation in two dimensions using few group model data, to determine the reactor criticality, flux distribution etc. The computational scheme is as follows:

Cell material densities

Cell geometry

Macroscopic group

consts. generation

module WIMS-D4

(Cell calculations)

Core geometry

2D, multigroup

diffusion code

EXTERMINATOR-2

(Core calculations)

\( K_{\text{eff}}, \phi \)

The cell calculations are performed using WIMS-D4 computer code. A variety of geometries can be treated in WIMS-D4, the basic ones are slab array including bundles of plates, regular rod array and rod clusters in cylindrical geometry. In our case we treated fuel lattice as a regular rod array form. Calculations were performed with three neutron energy groups, fast (10 Mev to 9118 ev) resonance (9118 ev to 4.00 ev) and thermal (4.00 ev to 0.00 ev). The scattering matrix included one upscattering and two down scatterings.

Lattice cells modeled for group constant generation are shown in figures 1 and 2. Cell parameters for each fuel enrichment are calculated. Similarly guide thimble and reflector cross-sections are generated. Parameters thus obtained for core are fed to EXTERMINATOR-2 code. Core calculations with EXTERMINATOR-2 can be performed by taking 1/4 core symmetry. Figure 3 shows 1/4 symmetry of the core with 91 rows and 91 columns in mesh specification. Three types of outer boundary conditions, zero flux, zero normal derivatives or periodic condition may be imposed according to problem requirement. Here we used X-Y geometry with zero flux and zero normal derivative boundary conditions.

FIG. 1. 15 x 15 fuel assembly cross-section.

FIG. 2. (a) fuel lattice cell; (b) guide thimble cell.
FIG 3. Core mesh specification for ¼ core symmetry in EXTERMINATOR-2
Table 1: Group Constants of Fuel Assemblies Cell for Cold/Clean Core Case

<table>
<thead>
<tr>
<th>Enrichment Region</th>
<th>Energy Group</th>
<th>Diffusion Coeff D(cm)</th>
<th>Absorption X-sec ( \geq \sigma_{a}(cm^{-1}) )</th>
<th>Removal X-sec ( \geq \sigma_{r}(cm^{-1}) )</th>
<th>Fission X-sec ( \geq \sigma_{f}(cm^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region I</td>
<td>1</td>
<td>1.43583</td>
<td>3.03948E-03</td>
<td>4.6805E-02</td>
<td>4.3947E-03</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.60107</td>
<td>2.20367E-02</td>
<td>8.6389E-02</td>
<td>8.5520E-03</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.42772</td>
<td>7.8353E-02</td>
<td>1.1183E-02</td>
<td>1.2082E-01</td>
</tr>
<tr>
<td>Region II</td>
<td>1</td>
<td>1.43600</td>
<td>3.0715E-03</td>
<td>4.6786E-02</td>
<td>4.4708E-03</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.60071</td>
<td>2.2640E-02</td>
<td>8.6017E-02</td>
<td>9.5578E-03</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.42519</td>
<td>8.2800E-02</td>
<td>1.1816E-02</td>
<td>1.3111E-01</td>
</tr>
<tr>
<td>Region III</td>
<td>1</td>
<td>1.43612</td>
<td>3.0925E-03</td>
<td>4.6775E-02</td>
<td>4.5216E-03</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.60048</td>
<td>2.3033E-02</td>
<td>8.5828E-02</td>
<td>1.0215E-02</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.42370</td>
<td>8.5725E-02</td>
<td>1.2338E-05</td>
<td>1.3764E-01</td>
</tr>
</tbody>
</table>

Table 2: Cell Average Scattering Cross Sections for Cold/Clean Core Case

<table>
<thead>
<tr>
<th>Enrichment Region</th>
<th>Energy Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region I</td>
<td>1</td>
<td>1.7681E+01</td>
<td>4.6786E-02</td>
<td>1.9086E-05</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0000E+00</td>
<td>4.6805E-01</td>
<td>8.6306E-02</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0000E+00</td>
<td>1.1180E-02</td>
<td>9.473E-01</td>
</tr>
<tr>
<td>Region II</td>
<td>1</td>
<td>1.7676E+01</td>
<td>4.6786E-02</td>
<td>1.9079E-05</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0000E+00</td>
<td>4.6823E-01</td>
<td>8.6017E-02</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0000E+00</td>
<td>1.1810E-05</td>
<td>9.341E-01</td>
</tr>
<tr>
<td>Region III</td>
<td>1</td>
<td>1.7674E+01</td>
<td>4.6757E-02</td>
<td>1.9074E-05</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0000E+00</td>
<td>4.6633E-01</td>
<td>8.5828E-02</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0000E+00</td>
<td>1.2295E-05</td>
<td>9.362E-01</td>
</tr>
</tbody>
</table>

4 RESULTS AND DISCUSSION

Group constant generated for WIMS-D4 for cold/clean, Hot/clean zero power and Hot/clean full power cases are given in tables 1 to 6. The group constants are used in EXTERMINATOR-2 code for finding effective multiplication factor and power distribution in the core. Keff calculated for each case are presented in table 7. Keff calculated for three reactor states compare fairly well with the values available in literature.

The standard approach is to use LWR version of WIMS code, which is LWR-WIMS. Since it is proprietary code therefore we do not have any access to it. Also an assembly code is not available with us which could be an intermediate step of calculations before going to global core calculations. The basic aim in this work is to go through the available computer codes and to refine our calculations by minimizing assumptions made, which can affect the core criticality. Later 3D calculations can be undertaken using CITATION. It is also envisaged that participating in CRP will enable us to develop expertise in nodal and finite element based computer codes, which will have direct application for incore fuel management of PWR.
### TABLE-3: GROUP CONSTANTS OF FUEL ASSEMBLIES CELL FOR HOT/CLEAN ZERO POWER CASE

<table>
<thead>
<tr>
<th>ENRICHMENT REGION</th>
<th>ENERGY GROUP</th>
<th>ENERGY GROUP</th>
<th>DIFFUSION COEFF D(cm)</th>
<th>ABSORPTION X-SEC $\Xi_a$(cm$^{-1}$)</th>
<th>REMOVAL X-SEC $\Xi_r$(cm$^{-1}$)</th>
<th>FISSION X-SEC $\Xi_f$(cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region I</td>
<td>1</td>
<td>1.67970</td>
<td>2.94810E-03</td>
<td>3.61992E-02</td>
<td>4.16662E-03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.71314</td>
<td>2.17443E-02</td>
<td>6.14992E-02</td>
<td>8.37564E-03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.50788</td>
<td>6.02231E-02</td>
<td>2.18786E-05</td>
<td>9.41947E-02</td>
<td></td>
</tr>
<tr>
<td>Region II</td>
<td>1</td>
<td>1.67998</td>
<td>2.98044E-03</td>
<td>3.60917E-02</td>
<td>4.24330E-03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.71282</td>
<td>2.23187E-02</td>
<td>6.12220E-02</td>
<td>9.54577E-03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.50614</td>
<td>6.00812E-02</td>
<td>2.33067E-05</td>
<td>1.02739E-01</td>
<td></td>
</tr>
<tr>
<td>Region III</td>
<td>1</td>
<td>1.68022</td>
<td>3.00739E-03</td>
<td>3.60757E-02</td>
<td>4.30716E-03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.71257</td>
<td>2.77745E-02</td>
<td>6.1020E-02</td>
<td>1.01393E-02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.50489</td>
<td>6.71474E-02</td>
<td>2.43602E-05</td>
<td>1.00307E-01</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE-4: CELL AVERAGE SCATTERING CROSS SECTIONS FOR HOT/CLEAN ZERO POWER CASE

<table>
<thead>
<tr>
<th>ENRICHMENT REGION</th>
<th>ENERGY GROUP</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region I</td>
<td>1</td>
<td>1.5924E-01</td>
<td>3.6052E-02</td>
<td>1.4673E-05</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0000E+00</td>
<td>4.0968E-01</td>
<td>6.1499E-02</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0000E+00</td>
<td>2.1863E-05</td>
<td>6.9192E-01</td>
</tr>
<tr>
<td>Region II</td>
<td>1</td>
<td>1.5913E-01</td>
<td>3.6077E-02</td>
<td>1.4665E-05</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0000E+00</td>
<td>4.1002E-01</td>
<td>6.1222E-02</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0000E+00</td>
<td>2.3222E-05</td>
<td>6.8383E-01</td>
</tr>
<tr>
<td>Region III</td>
<td>1</td>
<td>1.5915E-01</td>
<td>3.6002E-02</td>
<td>1.4659E-05</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0000E+00</td>
<td>4.1010E-01</td>
<td>6.1002E-02</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0000E+00</td>
<td>2.4296E-05</td>
<td>6.7773E-01</td>
</tr>
</tbody>
</table>

### TABLE-5: GROUP CONSTANTS OF FUEL ASSEMBLIES CELL FOR HOT/CLEAN FULL POWER CASE

<table>
<thead>
<tr>
<th>ENRICHMENT REGION</th>
<th>ENERGY GROUP</th>
<th>DIFFUSION COEFF D(cm)</th>
<th>ABSORPTION X-SEC $\Xi_a$(cm$^{-1}$)</th>
<th>REMOVAL X-SEC $\Xi_r$(cm$^{-1}$)</th>
<th>FISSION X-SEC $\Xi_f$(cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region I</td>
<td>1</td>
<td>1.72101</td>
<td>2.93595E-03</td>
<td>3.47861E-02</td>
<td>4.13288E-03</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.71716</td>
<td>2.25723E-02</td>
<td>5.6190E-02</td>
<td>8.31288E-03</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.51939</td>
<td>5.87845E-02</td>
<td>3.19108E-05</td>
<td>9.21060E-03</td>
</tr>
<tr>
<td>Region II</td>
<td>1</td>
<td>1.72130</td>
<td>2.96834E-03</td>
<td>3.47682E-02</td>
<td>4.20966E-03</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.71345</td>
<td>2.31263E-02</td>
<td>5.78087E-02</td>
<td>9.27163E-03</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.51792</td>
<td>5.25679E-02</td>
<td>3.36703E-05</td>
<td>1.00466E-01</td>
</tr>
<tr>
<td>Region III</td>
<td>1</td>
<td>1.72116</td>
<td>2.99533E-03</td>
<td>3.47533E-02</td>
<td>4.27366E-03</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.71321</td>
<td>2.33909E-02</td>
<td>5.76704E-02</td>
<td>1.00482E-02</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.51668</td>
<td>5.25714E-02</td>
<td>3.53777E-05</td>
<td>1.07602E-01</td>
</tr>
</tbody>
</table>
### TABLE-6: CELL AVERAGE SCATTERING CROSS SECTIONS FOR HOT/CLEAN FULL POWER CASE

<table>
<thead>
<tr>
<th>ENRICHMENT REGION</th>
<th>ENERGY GROUP</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region I</td>
<td>1</td>
<td>1.5713E+01</td>
<td>3.4772E+00</td>
<td>1.4126E+00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0000E+00</td>
<td>4.0259E+00</td>
<td>5.8159E+00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0000E+00</td>
<td>3.1890E+00</td>
<td>6.6400E+01</td>
</tr>
<tr>
<td>Region II</td>
<td>1</td>
<td>1.5709E+01</td>
<td>3.4754E+00</td>
<td>1.4119E+00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0000E+00</td>
<td>4.0303E+00</td>
<td>5.7887E+00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0000E+00</td>
<td>3.3870E+00</td>
<td>6.5632E+01</td>
</tr>
<tr>
<td>Region III</td>
<td>1</td>
<td>1.5705E+01</td>
<td>3.4739E+00</td>
<td>1.4113E+00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.0000E+00</td>
<td>4.0311E+00</td>
<td>5.7670E+00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0000E+00</td>
<td>3.5433E+00</td>
<td>6.5030E-01</td>
</tr>
</tbody>
</table>

### TABLE-7: TYPICAL EFFECTIVE MULTIPLICATION CONSTANTS CALCULATED BY EXTERMINATOR-2 (BOL, NO BURNABLE POISON, SOLUBLE POISON AND CONTROL RODS)

<table>
<thead>
<tr>
<th>STATE</th>
<th>KEFF (T/R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold/Clean Core</td>
<td>1.267</td>
</tr>
<tr>
<td>Hot/Clean Zero Power</td>
<td>1.222</td>
</tr>
<tr>
<td>Hot/Clean Full Power</td>
<td>1.200</td>
</tr>
</tbody>
</table>
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A MODIFIED VERSION OF THE COBRA-IV-I SUBCHANNEL THERMOHYDRAULIC COMPUTER CODE

L. L. Biro
National Commission for Nuclear Activities Control, Bucharest, Romania

Abstract

This paper presents the study model used in COBRA-IV-I computer code for the analysis of the fuel rod temperatures distributions in non-uniform operating conditions induced by the heated generated rate and the heat transfer conditions.

An example of using the code is presented for LWR type fuel bundles with the 25 fuel rods model.

The subroutines which are added to COBRA-IV-I computer code perform the computations to determine the influences on the spatial heat flux and fuel rod temperatures distributions of the azimuthal and radial heat generation microdistributions, the azimuthal gap cladding heat transfer coefficient distributions and the azimuthal coolant heat transfer coefficient distribution.

The models are based on using Fourier series for the heat generation rate and for the heat transfer coefficients in the fuel gap and on the outer fuel rod surface.

The numerical example presented in the paper provides some results obtained in assessing the degree of conservatism of the hot spot factors evaluation during the LWR core thermohydraulic design.

1. INTRODUCTION

The well known COBRA-IV-I [1] subchannel thermohydraulic computer code, it is designed to perform calculations for obtaining the spatial distribution of the thermohydraulic parameters in LWR fuel rods arrays type in steady-state and transients operation conditions. The main assumptions of this computer code do not include the azimuthal and radial micro-distributions of the heat generated rate in the fuel pellet and of the azimuthal distribution of the fuel gap thermal conductance. A more understanding of the fuel rods behaviour conditions can be obtained using an adequate post-processing techniques of the COBRA-IV-I computed results.

The influences of non-uniformities existing for the heat generated rate, for the fuel gap thermal conductance and for coolant heat transfer coefficient on the spatial temperature distributions in the fuel pellet and cladding can be analysed with the Nijsing [2] analytical model.

Based on this analytical approach a number of subroutines were performed and coupled at the COBRA-IV-I computer code standard version.

2. COBRA-IV-I MODIFIED VERSION CHARACTERISTICS

The subroutines added to the COBRA-IV-I computer code deal with the effects of non-uniform heat generated rate and non-uniform heat transfer conditions on the temperature and heat flux distribution in the fuel rods of a LWR fuel bundle type.

The mathematical model of this subroutines is based on the Nijsing's analytical approach and have the following assumptions:

- thermal conductivity is not dependent by the temperature;
- non-uniformities of the heat generated distribution, fuel-cladding contact resistance and coolant heat transfer coefficients can be simulated by the user by means of analytical expressions which are dependent by the local radial coordinate and azimuthal angle cosine;
- the temperature fields are obtained as general solutions of the heat conduction equation, founded by combining the solutions of the homogeneous and inhomogeneous parts of this equation;
- the coefficients of the Fourier series are obtained from the boundary conditions and from the continuity and symmetry requirements;
- the different types of non-uniformities are separately studied.

This subroutines provide a post-processing of the standard COBRA-IV-I computed results using the following procedures:

- based on COBRA-IV-I computed results the spatial position with the maximum heat flux and the maximum clad surface temperature are selected;
- the azimuthal variations of the coolant temperatures and heat transfer coefficients located in these specified positions are fitted to the subchannels local heat transfer conditions arround the selected fuel rod.
- according with the fuel temperature dependent thermal conductivity expression used in COBRA-IV-I and with computed temperature radial profile for uniform heat generated rate, the average value of the fuel thermal conductivity is computed;
- after these data preparation the absolute and relative values of the heat generated rate, temperatures and heat fluxes are computed for the fuel pellet and the cladding versus radial and azimuthal coordinates;
- finally, the isovalue curves for the heat generated rate and for temperature distribution are computed and plotted.

This COBRA-IV-I modified version is installed on CNCAN PC-386 type computer. The supplementary memory requirements are 200 Kb more than standard version. For the complete non-uniformities calculations the computed run time increase with 60 seconds for each case.
3. NUMERICAL EXAMPLE

A model with 25 fuel rods and 36 subchannels was selected to demonstrate the working procedure based on the coupling COBRA-IV-I standard version with the analytical post-processing techniques, above described. The used geometrical model shown in fig. 1, and represent a high fuel rod power factors part of the PWR-1300 [3] fuel assembly. The data presented in table 1 have been used to preparation of the COBRA-IV-I input data.

The UO2 temperature dependent thermal conductivity has been carried out using the derived [4] expression as following:

\[
K(T) = 10.41 \times (1 - 1.316 \times 10^{-3}T + 7.255 \times 10^{-7}T^2 - 1.284 \times 10^{-10}T^3)
\]  

(1)

A constant clad thermal conductivity value of 14 W/m/C and a cosine axial profile heat flux are used too. With default input data options, the COBRA-IV-I results indicate the centerline maximum fuel temperature about 1837.8°C for fuel rod no. 13 at 208 cm axial position from coolant inlet.

This spatial location was selected by the post-processing subroutine added to the COBRA-IV-I computer code for the local non-uniformities analysis in elementary cell as shown in fig. 3.

The analysis was performed for the four cases:

a) fuel rod without non-uniformities (COBRA-IV-I results)
b) fuel rod with radial and azimuthal heat generated microdistribution given by the following equations:

\[
Q'' = 657.8 \times 0.9679 + 0.09679 \times (r/R)^2 + 0.09679 \times (r/R) \times \cos(f) + 0.009679 \times (r/R)^3 \times \cos(f)
\]  

(2)
c) fuel rod with azimuthal distribution of the heat transfer coefficient in the pellet-clad gap given by the following equation:

\[
G = 10000. \times (1 + 0.3 \times \cos(f))
\]  

(3)
d) fuel rod with azimuthal distribution of the coolant heat transfer coefficient given by the following equation:

\[
A = 40000. \times (1 - 0.3 \times \cos(f))
\]  

(4)

From the post-processing of the COBRA-IV-I computed values and taking into account the non-uniformities above described, the main results are presented in table 2 and in fig. 4 to fig. 14.

The effects of the non-uniformities types on the temperatures fields in the fuel pellet and cladding are in line with expectations.

4. FINAL REMARKS

The COBRA-IV-I modified version could be used in the deterministic assessing of the thermohydraulic operational parameters of the LWR type reactor. This allows to obtain a better values for the hot spot factors in fuel rod arrays without iterative procedure and based on the thermohydraulic subchannel mixing model results. This version have been already used successfully by the author for the PHWR type reactor to evaluate the hot spot factors and to compute the spatial distribution of the thermohydraulic parameters in the framework of the CANDU-600 MWe nuclear safety analyses [5].
Table No. 2

Comparison between COBR-II-B standard version computed results and non-uniformity operations conditions post-processing results.

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameters</th>
<th>COBR-II-B standard version results</th>
<th>Non-uniform heat generated case</th>
<th>Non-uniform fuel gap conductance case</th>
<th>Non-uniform coolant heat transfer coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Absolute values</td>
<td>Relative values</td>
<td>Absolute values</td>
<td>Relative values</td>
</tr>
<tr>
<td>1</td>
<td>Maximum fuel temperature (C)</td>
<td>1837.8</td>
<td>0.833</td>
<td>1854.7</td>
<td>0.393</td>
</tr>
<tr>
<td>2</td>
<td>Maximum fuel surface temperature (C)</td>
<td>576.8</td>
<td>0.561</td>
<td>623.2</td>
<td>0.444</td>
</tr>
<tr>
<td>3</td>
<td>Maximum fuel gap drop temperature (Gd. C)</td>
<td>152.64</td>
<td>1.008</td>
<td>204.51</td>
<td>3.393</td>
</tr>
<tr>
<td>4</td>
<td>Maximum inner clad surface temperature (C)</td>
<td>426.44</td>
<td>0.156</td>
<td>422.28</td>
<td>0.418</td>
</tr>
<tr>
<td>5</td>
<td>Maximum outer clad surface temperature (C)</td>
<td>349.25</td>
<td>0.672</td>
<td>349.90</td>
<td>0.186</td>
</tr>
<tr>
<td>6</td>
<td>Maximum clad drop temperature (Gd. C)</td>
<td>71.88</td>
<td>0.439</td>
<td>72.31</td>
<td>1.735</td>
</tr>
<tr>
<td>7</td>
<td>Maximum clad-coolant drop temperature (Gd. C)</td>
<td>33.25</td>
<td>0.494</td>
<td>33.81</td>
<td>1.782</td>
</tr>
<tr>
<td>8</td>
<td>Maximum pellet surface heat flux (W/Sq. cm)</td>
<td>152.64</td>
<td>1.008</td>
<td>155.22</td>
<td>1.698</td>
</tr>
<tr>
<td>9</td>
<td>Maximum inner clad heat flux (W/Sq. cm)</td>
<td>152.64</td>
<td>1.008</td>
<td>155.22</td>
<td>1.698</td>
</tr>
<tr>
<td>10</td>
<td>Maximum outer clad heat flux (W/Sq. cm)</td>
<td>132.46</td>
<td>1.008</td>
<td>134.92</td>
<td>1.708</td>
</tr>
</tbody>
</table>

* (Absolute value - COBR-II-B value) / (COBR-II-B value) * 100 (%)
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NOTATION

A : coolant heat transfer coefficient (w/sq.m/grad.C)
G : fuel gap heat transfer coefficient (w/sq.m/grad.C)
ф : azimuthal angle (deg.)
K : fuel thermal conductivity (w/m/grad.C)
г : current fuel radius (m)
R : pellet radius (m)
T : temperature (C)
Q'''' : heat generated rate (w/cu.cm)
CALCULATION OF TWO CYCLES OF KALININ UNIT-1

V. KRYSL, P. MIKOLÁŠ, J. ŠVARNÝ
škoda Plzeň, Plzeň, Czechoslovakia

Abstract

This paper presents an overview of the new library for the ŠKODA multidimensional static computer program, MOBY-DICK, for core analysis. MOBY-DICK predictive capability was assessed by comparing its predictions of boron concentration and assembly power distributions against appropriate measured data. The first unit of the Kalinin Nuclear Power Plant (NPP) (so called serial version of WWER-1000) represents best documented test for HKER-1000. We have proposed for comparison of MOBY-DICK prediction versus core follow measurement two first cycles of that unit.

1. Overview of Preparation Library MILDA

The nuclear cross section library MILDA used by MOBY-DICK computer program contains macroscopic and microscopic (\(\sigma_{Xe}\), \(\sigma_{Sm}\)) cross section data based on 2/4-energy-group structure which has been processed from WIMS [1,2] supercell one dimensional multigroup transport calculations and 2-group diffusion homogenization of fuel assembly by HOMOGS computer program [3].

The scheme of preparation of the library MILDA has been divided into two major steps.

In the first step, fine-mesh cross sections have been obtained by the one dimensional transport supercell calculations (incorporating fuel and non-fuel regions) by code WIMS. Group collapse to 4 or 2 energy group has also been done.

The second step in the preparation process performs the homogenization by solving a standard diffusion equation of the whole subassembly and its vicinity. This step is based on the group-collapsed and homogenized fine mesh cross sections obtained from the first step of solution.

Dependence of basic input data (cross sections, fission product yields, concentration of Xe and Sm and asymptotic spectral indices) on burnup A, technological parameters V (fuel temperature, moderator temperature (density), boron acid concentration, Xe and Sm poisoning) and instantaneous and long-term spectral perturbations has been accounted for according to the formula

\[
\Sigma = \Sigma_{AS} + S_V + S_{IS} + S_{DS}
\]

where \(\Sigma_{AS}\) is the cross section of the basic state (unperturbed technological parameters, asymptotic spectrum),

\(S_V\) is the factor accounting for the departure of technological parameters from their nominal values,

\(S_{IS}\) is the correction term describing the influence of long-term spectral perturbations,

\(S_{DS}\) is the correction term describing the influence of instantaneous spectral perturbations.

You see, that this cross section library has been developed in a manner consistent with existing AER methodologies (KAB Berlin).

Basic fine-mesh cross section tables have been prepared by one-dimensional calculations (by WIMS) of equivalent supercells for the selected range of perturbations in technological parameters and spectra. These tables have been then processed by computer program PARAMET [4] into coefficients of regression polynomials of the form (1).
Assembly homogenization has been then performed by program HOMOGS. Resulting coarse-mesh data has been again processed into polynomials of the form

\[ I = \sum_{A} Z_{A} S_{A} K_{V} \]  

(2)

Boundary conditions, dependent on boron acid concentration, have been chosen from previous library MAGRU and adjusted.

2. Core Follow Comparison

Presented core follow comparison between MOBY-DICK predicted and on Kalinin NPP measured values provide information about the accuracy of MOBY-DICK code and MILDA library.

Analysis of the predicted soluble boron concentration versus time yields no significant deviations from experiments. A sample of the critical boron acid concentration versus time is shown in Figures 1a; the overall close-to-experimental boron concentration demonstrate the good stability of the MILDA library and methodology during burnup.

The comparison against directly measured assembly-wise relative power distribution from first two cycles of Kalinin NPP provides a good test of the WIMS-HOMOGS code capability to provide cross sections to spatial design codes to calculate power and reactivity distribution. Figures 1b,c present the detailed analysis of the power distribution comparison using coarse-meshed diffusion theory code MOBY-DICK and WIMS-HOMOGS based few group cross sections. The overall agreement is good as demonstrated by a standard deviation.

Fig 1a Comparison of critical boron concentration follow of cycle 1 of Kalinin NPP

- Measurement
- Calculation by MOBY-DICK

Fig 1b Relative power distributions of fuel assemblies at 17 FPD of cycle 1 of Kalinin NPP based on calculational and experimental data and their comparison
data1,D1 - calculation by programme BIPR
data2,D2 - calculation by programme MOBY-DICK
Fig. 1c Relative power distributions of fuel assemblies at 235 FPD of cycle 1 of Kalinin NPP based on calculational and experimental data and their comparison
data1, D1 - calculation by programme BIPR
Data2, D2 - calculation by programme MOBY-DICK

Fig. 2a Comparison of critical boron concentration follow of cycle 2 of Kalinin NPP (o - Measurement, ---- - Calculation by MOBY-DICK)

Fig. 2b Relative power distributions of fuel assemblies at 92 FPD of cycle 2 of Kalinin NPP based on calculational and experimental data and their comparison
Data1, D1 - calculation by programme BIPR
Data2, D2 - calculation by programme MOBY-DICK

Fig. 2c Relative power distributions of fuel assemblies at 208 FPD of cycle 2 of Kalinin NPP based on calculational and experimental data and their comparison
Data1, D1 - calculation by programme BIPR
Data2, D2 - calculation by programme MOBY-DICK
We must emphasise that for all comparisons presented, no adjustments nor biases were applied to library MILDA and any predicted quantities except for boundary conditions.
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