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Abstract

Variables describing atmospheric circulation and other climate parameters derived from various GCMs and obtained from observations can be represented on a spatio-temporal grid (lattice) structure. The primary objective of this paper is to explore existing as well as some new statistical methods to analyze such data structures for the purpose of model diagnostics and intercomparison from a statistical perspective. Among the several statistical methods considered here, a new method based on common principal components appears most promising for the purpose of intercomparison of spatio-temporal data structures arising in the task of model/model and model/data intercomparison. A complete strategy for such an intercomparison is outlined. The strategy includes two steps. First, the commonality of spatial structures in two (or more) fields is captured in the common principal vectors. Second, the corresponding principal components obtained as time series are then compared on the basis of similarities in their temporal evolution.
1. Introduction.

The Atmospheric Model Intercomparison Project (AMIP), of the World Climate Research Program's Working Group on Numerical Experimentation (WGNE) is an ambitious attempt to comprehensively intercompare General Circulation Models (GCMs). The participants in AMIP will simulate the global atmosphere for the decade 1979 to 1988. All the modeling groups have agreed on a common solar constant and CO$_2$ concentration, and will use a common monthly averaged sea surface temperature (SST) and sea ice data set. This project provides an unprecedented opportunity for realistic and detailed validation and intercomparison of current GCMs. An overview of the AMIP is provided by Gates (1992). If the amount of data generated by a single GCM integration for a ten year period is massive, the output of thirty such integrations is overwhelming. In this work we attempt to present a statistical framework to begin the difficult task of model intercomparison and verification.

To begin we attempt to summarize the aspects of the task of intercomparison:

• We are required to compare a large number of models. (About 30 modeling groups are participating in AMIP)

• The model output in each case is a multivariate vector of geophysical variables (temperature, wind, water vapor, etc.) with a large number of components. (The standard output of AMIP specifies over 15 variables.)

• Each component is defined over a spatial grid and hence is expected to have spatial autocorrelations of varying magnitudes. This issue is further complicated by the fact that the various models have different horizontal and vertical grids and thus may have different underlying correlation structures.

• The gridded data in each case has a temporal evolution based on the underlying physical processes and will in general, have pronounced temporal autocorrelations.

Once these problems are addressed and overcome, at least in some fashion, then an effective intercomparison/validation methodology must first devise a parsimonious representation of the spatio-temporal process(es) described above providing a frame-
work for intercomparison/validation, as well as a large number of exploratory data analysis procedures accompanied by, whenever possible, confirming procedures for the intercomparison/validation.

A significant amount of effort has been expended by climatologists in the past to address this dual task. Data reduction by Karhunen-Loeve expansion (also known as principal components analysis or PCA among statisticians and as empirical orthogonal functions or EOF's by geophysicists) was pioneered by Lorenz (1956). EOF based analyses have a long and rich history of several successful applications. EOF's or principal vectors are based on the covariance structure of a data set. A recent article by Bretherton et al. (1992) provided an intercomparison of several methods of analysis of the covariance structures of meteorological fields in search of coupled patterns. This study, however, does not address the problem in a manner that involves an explicit space-time structure in the analysis.

The importance of building a spatio-temporal framework for detecting coupled patterns was first emphasized by Preisendorfer and Mobley (1982 a–c). They provided a comprehensive theory of data intercomparison by splitting the spatio-temporal 'distance' between two data sets into three parts: 'SITES', describing the separation of the centroids, 'SPRED' representing the difference in radial spread of the data sets and 'SHAPE', describing the difference in the spatial and temporal configurations of the data sets. Preisendorfer and Mobley recognized a serious disadvantage in their approach, especially in the use of the single 'SHAPE' statistic for an intercomparison of the spatial/temporal correlation structure. The proposed correlation statistic compresses all the spatio-temporal information into a single statistic and in the process loses the detailed information regarding the spatial pattern, temporal evolution and distribution of the variance in the data sets. Nevertheless, the use of these statistics and some extensions thereof (Livezy, 1985, Willmott et al., 1985, Zwiers and Thibeaux, 1987 and Zwiers, 1987, Wigley and Santer, 1990) have been suggested for routine use in the quantitative comparison of meteorological fields. Whatever the merits of these space-time statistics are, the need remains for an effective spatial compression of data for the purpose of any quantitative study of the temporal evolution of spatial fields. Accordingly, much of this study is focussed on an effective representation of the spatial fields in a common framework.
Temporal evolution of a global grid can be represented in two different ways:

- As a multiple time series (MTS) \( f(x,t) \) where \( x \) is a vector representing the physical location on the grid and \( t \) is the time.

- A space-time stochastic process (STSP) \( f(X) \) with the index \( X=(x,t) \), defined over the space-time continuum.

Section 2 will describe the general structure of MTS in a GCM and some problems associated with it in handling the problem of model diagnosis and intercomparison. Section 3 will provide a brief summary of the structure of STSP and its role in GCM output analysis. In an MTS representation the number of components for a global grid or even a regional subgrid is inordinately large. A parsimonious description of such an MTS is essential for meaningful statistical inference procedures. Section 4 will address this issue leading to a Reduced Multiple Time Series (RMTS) based on the use of a few principal vectors. In discussing PCA for continuous domains, Preisendorfer and Mobley (1988) introduce the concept of rotation of the empirical eigenvectors to bring them to dynamically meaningful configurations and use the 'degree' of rotation needed as a basis for a diagnostic test for the statistical link between the observation and the model. In this work we take a somewhat different approach based on the idea of Common Principal Components (CPC) introduced by Flury (1984). This will provide a common frame of reference for the purpose of model/data and model/model intercomparison.

Section 5 will provide the details of the method of Common Principal Vectors (CPV) introduced in section 4. Once the CPV fields are obtained to provide a common frame of reference, one can get the corresponding CPC's as time series by projection onto the respective data and model fields. These in turn can be analyzed by the methods of time series analysis. A crucial step in this analysis is time series model identification and intercomparison. This has been dealt with in section 6. In addition to the standard auto-regressive moving average (ARMA) identification procedure, a new procedure based on pattern recognition (PR) methods is indicated there. For the intercomparison of two time series one would like to see how closely the identified time evolution pattern in one series can be used to predict the other time series data. This task of prediction is normally handled by traditional methods which are linear and
parametric in nature and are good as first approximations only. A nonlinear and non-parametric time series model can be formulated based on Artificial Neural Networks (ANN) as described by Elsner and Tsonis (1992) for example. A brief introduction to the use of ANN for prediction in the context of model validation is also provided in section 6. The next section provides the outline of a strategy for intercomparison of space-time fields. In section 8, we show an intercomparison using the strategy outlined in section 7. Finally, directions of future research are considered in section 9.

2. Structure of multiple time series (MTS) in GCM analysis

An MTS is regarded as a finite part of the realization of a vector stochastic process. Consider an \((M \times N)\) grid sampled at time \(t\) from a field \(F\) with the data arranged as a one-dimensional array \(Y_t\) of length \(K = M \times N\). The time evolution of \(Y_t\) in discrete times is:

\[ t \rightarrow Y_t(w) \in R^K \]

where \(Y_t(w)\) is a realization of the field of values in the \(K\)-dimensional Euclidean space. As is well known, several useful structures can be imposed on an MTS:

- A vector auto-regressive (AR) process of lag \(p\),

\[
\text{VAR}(p): \quad Y_t = \sum_{i=1}^{p} A_i Y_{t-i} + a + \varepsilon_t
\]

where \(a\) is a \(K\) - vector of constants, \(A\) is a \(K \times K\) matrix of coefficients and ‘errors’ \(\varepsilon_t\), \(t \in T\) are independent with \(E(\varepsilon_t) = 0\) and with a non-singular matrix of covariance. Here \(T\) is the index set for time \(t\) representing a set of integers.

- A vector auto-regressive moving average (MA) process with the AR parameter \(p\) and the MA parameter \(q\), \(\text{VARMA}(p,q)\).

- \(\text{VAR}(p)\) with \(p \rightarrow \infty\) also denoted by \(\text{VAR}(\infty)\).

In the last two cases an upper bound on \(p\) is unknown, a situation not infrequent in climate studies. See Lutkepohl, 1991 for a comprehensive study of MTS models.
Also well known are the methods of estimating $\theta$ and $A$ using either the least squares or the maximum likelihood techniques. Statistical properties of these estimates have also been investigated. Further, reliable criteria for selection of the orders $p$, $q$ of the model exist, as given, for example, by Akaike (1974), Hannan and Quinn (1979) and Hannan and Rissanen (1982).

For GCM applications, a global MTS has two distinct disadvantages. First, for the full global grid even the simplest time series model becomes unmanageable. Take, for example, a simple MTS model VAR(1) given by

$$Y_t = A_1 Y_{t-1} + \theta + \epsilon_t$$

The number of parameters in this model on a $K \times K$ grid over a time span $1$ to $T$ is $(2K^2 + K)$. With $K = 64$, this becomes $2(64)^2 + 64$ or $8,256$. Even if we restrict the grid to a region of moderate size, the number of parameters to be estimated remains excessively large.

Secondly, it should be borne in mind that GCM outputs are obtained on a global grid. Observations in one cell are strongly related to those in the neighboring cells. An MTS based approach does not explicitly take this spatial structure into account. As a result, information related to spatial structure in the data set is obscured, making it difficult to provide a physical interpretation of the results derived from an MTS based analysis (Katz, 1992).

3. Including a Spatial Structure in the Model: A space-time stochastic process approach

Whittle (1954) introduced a 2d spatial analog of an AR time series model. Later, Bartlett (1971) considered a spatio-temporal Markov model with a given type of spectral density function and Cox (1974) emphasized the need to consider a spatio-temporal model on a spatial lattice for studying the instantaneous spatial structure of a field. Whittle’s model can be briefly described as follows.

Let $Y_{ij}$ be the observed value of a process at location $(i,j)$ on a spatial grid. Let $L_x, L_y$ denote respectively the 'lag' operator along the horizontal and vertical directions. Thus,
\[ L_x Y_{i,j} = Y_{i-1,j} \text{ and } L_y Y_{i,j} = Y_{i,j-1}. \]

We shall also denote by \( L_t \) the time lag operation.

Let \( L_k^1 = L_k L_{k-1} \ldots L_1 \) denote the result of applying the operator \( L_k \) (\( k = x \) or \( y \)) \( l \) times successively. Then the spatial AR model can be defined as

\[ F(L_x, L_y) Y_{i,j} = e_{i,j} \quad (3) \]

where \( F \) is a polynomial in the operators \( L_x \) and \( L_y \):

\[ F(L_x, L_y) = \sum_k \sum_l c_{kl} L_x^k L_y^l \quad (4) \]

where \( k, l \) are integers positive or negative and \( e_{ij} \)'s for different pairs \((i,j)\) are independently distributed with zero mean and a common covariance. In a first order spatial AR model \( k + l = 1 \), and the spatial dependence is limited to a lag of 1.

Since the exponents \( k \) and \( l \) in the expression (4) can be both positive and negative, the dependence on neighboring cells is bidirectional, and standard time series methods of analyses based on unidirectional dependence are not directly extendable. Tjøtsheim (1983) has introduced the notion of unilateral lattice process models of the causal type (dependent on a quadrant or a half-space) with interesting applications in waveform recognition (Tjøtsheim, 1978) and image processing (Tjøtsheim, 1981). An important alternative to this type of models is provided by Besag (1974). He used a first order conditional model with a (spatial) transition probability structure:

\[ P(Y_{i,j} \text{ rest of the sample}) = P(Y_{i,j} \mid Y_{i-1,j}, Y_{i,j-1}) \]

depending only on the immediate neighbors. Oshumi (1988) provided the most general spatial random field model as a basis of some meteorological applications. He considers a non homogeneous field with second order increments. The method in principle can be extended to spatio-temporal random fields. However at such a level of generality our basic problem of model intercomparison becomes hopelessly intractable. Simplifications are possible by introducing the notion of separable processes that was first introduced by Quenouille (1952) and later developed by Martin (1990) and Basawa et al. (1990).
Separable Processes

The three dimensional parameter estimation problem can be simplified to the problem of estimating three one dimensional parameters by introducing the assumption of separability. We define the notion of separability as follows.

Let \( \theta = (x,y,t), x \in X, y \in Y \) and \( t \in T \) denote a 3-d index where \( X, Y, \) and \( T \) are finite one-dimensional lattices.

**DEF.** The stochastic process \( X \) is "Weakly stationary" if \( \mathbb{E}(X^2_\theta) < \infty \) and both \( \mathbb{E}(X_\theta X_\theta + H) \) and \( \mathbb{E}(X_\theta) \) are independent of \( \theta \), for all (vector) lag \( H = (x,y,t) \) in the product space \( X \times Y \times T \).

**DEF.** The "Covariance" \( \Gamma \) at lag \( H \) is given by

\[
\Gamma(H) = \text{Cov}(X_{\theta + H}, X_\theta)
\]

and the "Correlation" \( \tau \) at lag \( H \) as

\[
\tau(H) = \frac{\Gamma(H)}{\Gamma(0)}
\]

where \( O = (0,0,0) \) refers to the origin in the index space.

**DEF.** The stationary process \( X_\theta \) is "separable" if \( \tau(H) \) is factorizable:

\[
\tau(H) = \tau_1(x) \tau_2(y) \tau_3(t)
\]

where \( \tau_1, \tau_2, \tau_3 \) are the lag correlations in the factor spaces \( X, Y \) and \( T \) respectively.

Before introducing the factor representation of a weakly stationary 3-d separable process let us recall that the ARMA(p,q) representation of a 1-d process (using the time lag operator \( L_t \)) is given by:

\[
F(L_t) f_t = \theta(L_t) Z_t
\]

where \( Z_t \) is a White Noise (WN) process. \( F \) and \( \theta \) are polynomials of degrees \( p \) and \( q \) respectively, representing the AR and the MA components of the model. A similar
representation in a factorized form is possible for a 3-d weakly stationary separable process as:

\[ F_x(L_x)F_y(L_y)F_t(L_t) f(x,y,t) = \theta_x(L_x)\theta_y(L_y)\theta_t(L_t) Z(x,y,t) \]  

(5)

where \( F_x, F_y, F_t, \theta_x, \theta_y, \theta_t \) are polynomials of specified degrees and \( Z(x,y,t) \) is a white noise process of three dimensions. The separability assumption allows us to represent the process by (5) and proceed with the maximum likelihood estimation of the parameters involved (Basawa et al., 1990).

An application of a simplified version of the space-time ARMA model has been considered by Niu and Stein (1990) for analyzing the monthly averages of global ozone data observed during 1979–88. The model is simplified to include only one spatial dimension. The processed satellite ozone data is provided in the form of a global latitude, longitude lattice system. For such data, observations in a given latitude band at different longitudes are highly interrelated. For observations in different latitude bands this interrelatedness is much less pronounced, suggesting that the ozone data should be modeled for each latitude band separately as bidirectional autoregressive moving average (BARMA) processes with perhaps a trend and a seasonal component in each. Thus for a fixed latitude band, they modeled the observed ozone concentration \( f(t) \) at longitude \( j \) and time \( t \) as

\[ f(t) = \text{TREND}(j,t) + \text{SEASON}(j,t) + \text{BARMA}(j,t) \]

where:

BARMA\((j,t) =

\[ \sum_{k=-p_1}^{p_1} \alpha_k \text{BARMA}(j+k,t) + \]

\[ \sum_{k=1}^{p_2} \beta_k \text{BARMA}(j,t-k) + \]

\[ \sum_{k=0}^{q} \delta_k e_{j-k}^{(t)} \]

-8-
Here $\varepsilon_j(t) \sim \text{NID}(0, \sigma^2(t))$, with $\sigma^2(t)$ allowed to be time-dependent (seasonal). The authors then successfully fit a BARMA(1,1) model to their data. Kim and North (1992) present another interesting application of a space-time ARMA model to climatic data. It should be noted that there is considerable flexibility in choosing the nature of the trend and the seasonal component as well as in the choice of the orders $p_1$, $p_2$ and $q$. Fitting an appropriate BARMA model to the model/observation data makes the tasks of model validation and change detection simpler.

4. Reduced multiple time series

In section 2 we pointed out that a multiple time series based on a full global grid is difficult to analyze due to its computational complexity. In addition, a problem inherent in intercomparison of models is the problem of multiplicity (Tukey 1977, Hasselman 1979). Generally speaking, the problem of multiplicity arises when statistical significance tests are performed simultaneously. With each individual test having a nominal significance level, the probability of error of the first kind increases geometrically with the number of tests performed which, in this context, is the number of grid points investigated. The problem of multiplicity has been handled in various manners (Tukey 1977, Zwiers 1987, Katz 1992). No matter how the complexity is handled some form of data reduction is essential. In search of parsimony one may proceed along three possible directions.

Summary statistics
Temporal evolution of selected spatial features derived from the gridded data (e.g., first and second order spatial statistics) can be studied for change detection or model validation.

Using selected grid points
Representative grid points can be selected based on some statistical feature selection procedure, analogous to those used in pattern recognition systems.

Feature extraction procedure based on principal vectors
One may select a few significant principal vectors and study their temporal evolution.
In the following, we briefly discuss each of these procedures.

a. **Summary Statistics**
Various summary statistics can be computed for a given field and their time evolution can be compared for the model(s) and observations. Various time series characteristics of these summary statistics for the fields under comparison can be estimated and compared. We cite below a few of the spatial statistics that have been found useful in the field of pattern recognition, especially in remote sensing applications. (See for example Haralick et al. (1979), Sengupta et al. (1989) and Rabindra et al. (1992)). These statistics are based on the notion of 'texture' in the image processing (IP) literature, which in turn depends on the joint distribution of two grid point values separated by a fixed vector distance. Such a joint distribution has been called a co-occurrence matrix in the IP literature. The \((i,j)\)th entry in this matrix represents the relative frequency of occurrence of the value pair \((i,j)\) occurring in the field at any pair of grid points separated by a fixed vector distance. Among the second order statistics derived from the co-occurrence matrix that have been found useful in the IP literature are: moments, run length, entropy, angular second moment, correlation, local homogeneity and contrast (Welch et al., 1988, 1989, 1991). The characteristic spatial properties of a field are summarized in these statistics and can be used as the components in an MTS for the purpose of model intercomparison/validation.

b. **Selected Grid Points**
Let \(X\) be a \(p\)-variate random vector representing the model output or observations at \(p\) grid points. Let \(Y\) be a linear transform of \(X\) with \(q(\leq p)\) components so that

\[
Y = A^t X
\]

where \(A\) is a \(p \times q\) matrix with \(q \leq p\) and \(A^t A = I_q\), the identity matrix of order \(q\). Further, let \(\Sigma_X, \Sigma_Y\) denote the covariance matrices for the random vectors \(X\) and \(Y\) respectively, so that,

\[
\Sigma_Y = A^t \Sigma_X A
\]
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Let the nonnegative characteristic roots of \( \Sigma_X \) be arranged in decreasing order of magnitude be

\[
\mu_1 \geq \mu_2 \geq \mu_3 \ldots \geq \mu_q \geq 0
\]

McCabe (1984) suggests the following further restriction on the structure of the matrix \( A \). The \( q \) columns of \( A \) are obtained by an ordered sampling without replacement from the columns of \( I_p \). The effect of applying the transformation (6) then is tantamount to the selection of a subset of size \( q \) of the variables. The selection process can be based on a suitable optimality criterion. Although these criteria can start from very different objectives, most of them are equivalent to one of the following:

Maximize the total variance criterion:

\[
\sum_{i=1}^{q} \mu_i \tag{7}
\]

Maximize the generalized variance criterion:

\[
\prod_{i=1}^{q} \mu_i \tag{8}
\]

McCabe has termed these \( q \) variables 'principal variable', a term akin to 'principal components' in multivariate statistics. If \( q \) is sufficiently small and yet adequate for a parsimonious description of the data then a multiple comparison based on Bonferoni inequality (Katz 1992) can be employed effectively.

c. **Principal vectors/components**

If \( A \) is subject only to the requirement of column orthogonality (6) then the result is known as the empirical orthogonal functions (EOF) or what is the same as principal vectors in classical multivariate statistics. As indicated earlier, a substantial volume of literature exists on the uses (and sometimes abuses) of the method of EOF in atmospheric/meteorological/oceanographic studies. A strategy for the model(s)/observation intercomparison will now be outlined. First note that we need to consider three types of comparison (Priesendorfer and Mobley, 1982):

- Model/model intercomparison where outputs from two or more GCMs are compared;
• Model/observation comparison where a GCM output is compared with observation;

• Model/analysis comparison where a GCM output is compared with analysis based on an incomplete set of observations (ECMWF analysis for example).

d. Comparison strategy
• Compute the first few 'significant' principal components for the data fields under consideration and compare the resulting sets of time series in the frequency as well as time domain.

• Contour the principal vectors corresponding to the 'significant' eigenvalues and compare the structure of these fields.

There are various strategies for retaining the 'significant' principal vectors in an eigenstructure analysis. However, in comparing two or more fields regarding their eigenstructure there may not exist any natural ordering of the principal vectors where one can legitimately compare the kth principal vector of one field with the same for the other fields under comparison for all k. This question of correspondence of principal vectors has apparently been ignored in the literature. We shall address this problem in a different manner in the next section by using a new tool called the Common Principal Components first introduced by Flury (1984).

5. Common principal components: A tool for studying common covariance Structure

Let there be k fields under comparison with p components each. Let $S_i, i=1,2,...k$, be their respective covariances. One of the most important questions in the intercomparison of these fields is: Are the covariance matrices 'similar' in any meaningful way? Flury (1988) has provided the following levels of hierarchy of similarity of covariance matrices:
(\Sigma_i), i = 1, 2, 3, \ldots k.

I. \( \Sigma_i \)'s are all equal.

II. \( \Sigma_i \)'s are proportional, that is \( \Sigma_i = c_i \Sigma \) for some constants \( c_i \) and some fixed covariance matrix \( \Sigma \).

III. The common principal component model.

One of the main objectives in traditional principal component analysis is to find a coordinate system in which the representation of the \( p \) components of a multivariate vector are uncorrelated. In the search for a common covariance structure it is then natural to ask if it is possible to find a coordinate system in which the \( p \) variables are uncorrelated, not only in one field, but in two (or several) fields simultaneously. This leads to the following inquiry. Does there exist a single orthogonal matrix \( B \) of order \( p \) such that

\[ \Sigma_i = B M_i B, i=1,2, \ldots, k \]

IV. The partial common principal components model (PCPC)

In this model, the full orthogonality restriction is relaxed so that only a subset consisting of \( q \) (\( < p \)) of the \( p \) principal axes are required to be in common to all \( k \) fields under comparison. The remaining \( (p-q) \) of the principal axes are allowed to be field specific for each of the \( k \) fields. The precise mathematical formulation is relegated to appendix A.

We shall concentrate on the levels III(CPC) and IV(PCPC) in the rest of this article.

One major advantage in using the CPC/PCPC model is that one can compare corresponding principal components. In addition, one can test the hypotheses of (partial) commonality of the principal axes of representation of two (or several) fields of data. The statistical tests of significance are given in appendix A. It should be noted here that the application of the tests of significance requires that the sample fields (over discrete time instants) be independent. This is, in most cases not a valid assumption since fields over successive time instants are in fact correlated. This
problem itself does not preclude the use of common principal components as a diagnostic tool for understanding the commonality of the fields without a formal test of significance (It should be pointed out that the current use of EOF for intercomparison does not go beyond a visual comparison of the fields). In order to apply the tests of significance however, the following modifications in the procedure are suggested.

First, based on the auto-correlation structure of the time samples one may sub-sample from them so that the effect of auto-correlation is statistically insignificant on successive samples. Of course this will typically reduce the effective sample size by a factor of 3 to 4 for monthly data.

Second, one may consider the principal component analysis in the 'sample space setting' (Preisendorfer and Mobley, 1988) where each time series on a single grid point is regarded as a sample, providing as many samples as there are grid points. Spatial instead of temporal subsampling should now be used to ensure approximately the independence of the samples should one decide on a significance test.

6. Time series model identification and intercomparison

A crucial step in the model/model (observation) intercomparison as described in section 5 is the correct ARMA identification of the time series obtained from the common principal vectors. One may employ the Box-Jenkins methodology (Box and Jenkins, 1970) for this. However, the identification using this methodology is often not unique. In order to get around this problem a method based on PR principles is (Lee and Park 1988) outlined now. This method for time series identification is based on the technique of supervised learning. N classes of time series are labelled by the N pairs (p_i, q_i), i=1,2,..., N based on the identification of N time series ARMA models under consideration. Simulated ARMA series with these identification characteristics are used to 'train' a traditional classifier (linear, piece-wise linear or quadratic). The training essentially consists of building the coefficients of the discriminant functions which in turn are used to form the class boundaries for classification decisions. Once the classifier is trained, a new time series is classified based on the values of the computed discriminant functions generated by the classifier during the training phase. Traditional classifiers of the types mentioned above are often suboptimal in accuracy because of the parametric assumptions and fixed boundary types inherent in the model. A relatively new type of classifiers based on artificial neural networks (ANN)
overcomes these problems. Neural networks can be used to build classifiers that can create arbitrarily complex class boundaries for decision surfaces for optimal performance. Furthermore, no distributional assumptions are needed in this classifier. In fact, Lee and Park (1991) have recently extended their work by replacing the traditional linear discriminant-based classifier with a classifier based on artificial neural network which has improved their classification accuracy.

In addition to the ability to perform accurate classification, ANN also has the capability of accurate and robust function approximation. This last capability makes ANN a strong competitor of other traditional methods that are based on regression, interpolation or spline functions. In this area, ANN enjoys the advantage of fully utilizing the parallel distributed processing capabilities that are inherent in such networks by construction. Furthermore, unlike the traditional function approximation methods, ANN does not require the specific nature of the approximating function to be provided. This implicit function approximation capability has recently been explored in a paper by Elsner and Tsonis (1992) in the context of a meteorological prediction.

a. Time series Prediction and intercomparison

We have indicated in section 1 that one way of comparing two (or more) time series resulting as the common principal components is to check how well the identification of parameters in one can be used to predict the other. More specifically, one would identify the ARMA model in one series by estimating the orders p, q and the associated (p+q) ARMA coefficients and then use these to predict the other series. In a non-parametric setting one may use an ANN directly for the prediction bypassing the need to identify the model first as indicated in the following paragraph.

b. ANN in time series prediction and intercomparison

The fundamental problem in a one-step prediction can simply be stated as the estimation of a mapping f:

\[ X(t + n) = f(X(t), X(t+1), \ldots, X(t+n-1)) \]  

(9)

where \( X(T) \), \( T = t, t+1, \ldots, t+n-1 \) denotes the value of the time series at time \( T \). In the context of the problem of model intercomparison, one can look at two time series \( X(T) \), \( Y(T) \) of a specified CPC pair resulting from two model outputs (or a model output and
observations) and find a predictive function of the form (9) for the X(T) series. This function is encapsulated in the form of weights of the ANN trained by 'examples' selected as time segments of fixed length (n+1) from the series X(T). These weights are analogous to the regression coefficients in a regression model. The input (X(t), X(t+1),..., X(t+n-1)) is a segment of length n, and the output is X(t+n) both taken from the time series segment (X(t),..., X(t+n)) for t=1, 2,..., N-n, where N is the length of the series. This estimated function can then be used to predict Y(t+n) based on an input segment (Y(t), Y(t+1),..., Y(t+n-1)) for different values of t. The corresponding ANN output is the predicted value of the Y(t) series based on the X(t) series. A widely used measure of skill of a predictor is the correlation coefficient R between actual and predicted values (Anthes, 1984). This or other measures of predictive skill can then be used to validate the similarity of the two models (or the model and the observations). The process can of course be repeated for the comparison of all significant CPC. Work is in progress towards this and other model validation/intercomparison (Sengupta and Boyle, 1992).

7. A strategy for space-time data field intercomparison

In section 5 we introduced the notion of common principal vectors as a means of representation of data from multiple fields in a common frame of reference. This led to groups of time series of principal components where the time series within each group need to be intercompared. Section 6 dealt with the methods of intercomparison by traditional methods as well as methods based on ANN. In this section we combine the two steps to outline an overall strategy of space-time field intercomparison.

1. For a given meteorological/atmospheric/oceanographic variable over k space-time fields, determine if the mean fields under comparison are very much alike. If they are, one may consider the comparison of anomaly fields. For example, one might consider monthly temperature anomaly patterns over a certain period as given by observation, GCM output, or analysis derived from an incomplete set of observations.

2. Test the hypotheses of q common principal vectors in succession for q=1,2,..., until the hypothesis of commonality of q principal vectors can be rejected for some q(<p), say, q=Q+1. This indicates that the maximal number of common principal vectors is Q.
3. For each CPV, project each of the k space-time fields on the CPV by taking the scalar product of the CPV and the sample field at each time instant to get k univariate time series.

4. Using the methods indicated in section 6, the k univariate time series can now be intercompared with regard to their evolutionary patterns. The methods in section 6 are all based on time domain analysis. However, frequency domain characteristics can also be intercompared.

Thus, in search for a coupled set of patterns one first looks at the similarity in the spatial distribution through the orthogonal common principal vectors and then in the temporal characteristics of the derived principal components. The latter task can be accomplished by traditional model identification procedures or by using pattern recognition methods as indicated in section 6.

In the context of model intercomparison, two fields would be considered to be 'similar' with increasing degrees of similarity in order indicated below, if:

• The significant common principal components explain a 'large' portion of the variations in the fields under comparison. In most practical applications of principal components, when dealing with 'explained' variations, a cumulative proportion of 70–95 percent is considered 'large.'

• The ARMA(p,q) identification of the CPC time series are identical.

• The estimates of the AR and MA coefficients using these parameters in each case when used to predict the other series shows a high degree of predictive skill. (A widely used measure of skill of a predictor is the correlation coefficient R between actual and predicted values (Anthes, 1984)).

8. Application

The data sets used for the example application of the CPC methodology are vertically integrated temperatures from three sources. The first source is a ten year climate simulation of the decade 1979 to 1988, the second is the operational analyses from the European Centre for Medium Range Forecasts (ECMWF), and the third is
the observations from the Microwave Sounding Unit (MSU) carried on the NOAA polar orbiting satellites. The MSU data (specifically channel 2) represent a weighted vertically averaged temperature. These data are described in detail by Spencer and Christy (1990). Hurrel and Trenberth (1993) describe a method for computing the equivalent of the MSU temperature given a vertical array of temperature values. Their method was applied to the model output and the operational analyses to yield three data sets for comparison.

The model data which were used for this experiment is from the AMIP integration of the ECMWF model, cycle 36. The model has 19 levels in the vertical and for this experiment was set to a horizontal resolution of T42. The model is in almost all respects the same as that described by Miller et al. (1992). The sea surface temperatures are specified in accordance with the AMIP guidelines. The surface land temperatures are allowed to vary in accordance to the surface parameterizations employed. The integration started with the ECMWF analyses for 1 January 1979 and continued for 10 years.

The operational analyses are those of the ECMWF. A rather complete discussion of the nature of these data for the period 1979 to 1988 is given by Hoskins et al. (1989). The data for the comparison are all available on global grids. It was decided to perform the analysis on a limited grid covering 15S–15N and 120E–255E of the equatorial Pacific region. The spacing between the data points is 15 degrees of latitude and longitude. This region was chosen since it is the area within which the major atmospheric and oceanic anomalies occur during ENSO events. In this area the SST have strong variations that affect the atmospheric temperature. Since the only connection of the model to actual conditions is the SST patterns, it was felt that this region was a good testbed to demonstrate the accuracy of the simulation. The data were available on latitude longitude grids of approximately 2.5x2.5 degrees, although only data every 15 degrees was used in order to reduce the amount of spatial correlation between data points.

Although the data were available as monthly means, the ECMWF analyses were available only from 1980 to 1988; the computations were therefore performed for 9 years yielding 108 time samples. As shown by Newell and Wu (1992) the data possess a strong temporal correlation. In their paper they provide estimates of the effective sample size using the observed MSU temperatures for the same time period. They used these estimates to determine significance levels for correlation coefficients.
Another reason for restricting the region of computations to the equatorial Pacific is that the time correlation is relatively homogeneous in this region, which allows for a less ambiguous estimate of the effective sample size than a region which comprises a spectrum of time relations should one choose to construct a statistical test based on estimates.

Finally, anomalies were computed for all the data sets by subtracting the 9 year mean for each month from each month's data. This procedure effectively removes the seasonal cycle which would dominate the more interesting non-seasonal signals. As a result of these decisions the analysis was performed using a 3 x 10 spatial grid with 108 time samples. This small amount of data allowed the analyses to be run quite easily on a Sun 1+ workstation. The IMSL (1991) subroutine KPRIN based on the FG algorithm for common eigenstructure (Flury and Gautschi, 1986) was used in this work.

Results
The first two common principal vectors for each of the three pairs are shown in Figs. 1a–f for each case and for each field in the pair. For purposes of comparison, Figs. 2a–f display the first two principal vectors of the individual data sets. Also plotted, in

![Fig. 1. (a) The first common principal component vector using the model and observation data sets of vertically integrated temperature. (b) As in (a) except for the analyses and observation data sets. (c) As in (a) except for the model and analyses data sets. (d) As in (a) except for the second CPC. (e) As in (b) except for the second CPC. (f) As in (c) except for the second CPC.]
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(a) The first principal component vector for the observations. (b) As in (a) except for the model data set. (c) As in (b) except for the analyses data set. (d) As in (a) except for the second principal component. (e) As in (b) except for the second principal component. (f) As in (c) except for the second principal component.

Fig. 2. (a) Time series of the projection of the model and observed data onto the first CPC of the model and observations. The solid line is the observed data. (b) Time series of the projection of the analysis and observed data onto the first CPC of the analysis and observations. The solid line is the observed data. (c) Time series of the projection of the model and observed data onto second CPC of the model and observations. The solid line is the observed data. (d) Time series of the projection of the analysis and observed data onto the second CPC of the analysis and observations. The solid line is the observed data.
### Table 1: CPC 1 in ANAL/OBS Intercomparison EQPAC region

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>q</th>
<th>AR coeffs</th>
<th>MA coeffs</th>
<th>Residual Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANAL.</td>
<td>1</td>
<td>24</td>
<td>a1=-0.825</td>
<td>b1=-0.2970</td>
<td>1.300</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b24=-0.278</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observation</td>
<td>1</td>
<td>24</td>
<td>a1=-0.847</td>
<td>b12=-0.258</td>
<td>1.119</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b24=-0.308</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: CPC 2 in AMIP/OBS Intercomparison EQPAC region

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>q</th>
<th>AR coeffs</th>
<th>MA coeffs</th>
<th>Residual Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMIP</td>
<td>1</td>
<td>0</td>
<td>a1=-0.721</td>
<td></td>
<td>0.321</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>a2=0.103</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observation</td>
<td>2</td>
<td>0</td>
<td>a1=-0.846</td>
<td>a2=-0.324</td>
<td>0.323</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: CPC 2 in ANAL/OBS Intercomparison EQPAC region

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>q</th>
<th>AR coeffs</th>
<th>MA coeffs</th>
<th>Residual Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANAL.</td>
<td>24</td>
<td>1</td>
<td>a1=-0.919</td>
<td>a18=-0.204</td>
<td>-0.696</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>a24=0.230</td>
<td></td>
<td>0.337</td>
</tr>
<tr>
<td>Observation</td>
<td>2</td>
<td>0</td>
<td>a1=-0.362</td>
<td>b12=-0.258</td>
<td>0.324</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>a2=-0.321</td>
<td>b24=-0.308</td>
<td></td>
</tr>
</tbody>
</table>
Table 4: CPC 1 in AMIP/OBS Intercomparison EQPAC region

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>q</th>
<th>AR coeffs</th>
<th>MA coeffs</th>
<th>Residual Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMIP</td>
<td>11</td>
<td>3</td>
<td>a1=-0.0948</td>
<td>b1=-0.260</td>
<td>1.088</td>
</tr>
<tr>
<td>Observation</td>
<td>1</td>
<td>24</td>
<td>a1=-0.846</td>
<td>b12=-0.246</td>
<td>1.148</td>
</tr>
</tbody>
</table>

Figs. 3a–d, are the projections of the data sets representing the time-varying fields along these principal vectors resulting in the principal components of these time-varying fields. These should be interpreted as the principal modes of time evolution of the spatial fields measured along the common principal vectors. In addition the correlograms of the time series of the first two CPC's (Fig. 3) are shown in Figs. 4 a–d. The results of an ARMA analysis for the first two principal components are shown in Tables 1 to 4.

The first common principal vectors for all three cases, Figs. 1a-c, look similar. This implies that the model, analysis and observations are in good agreement with respect to the basic structure of the anomaly fields of integrated temperature in this region. The percentage of explained variance by the first CPC is at least 70% for all the cases. The analyses and observations have percent explained variance by the lowest CPC of roughly 70% while the corresponding model percent is 80%. This might imply that the model patterns are less complex. The pattern seen in Figs. 1a–c is also typical for the first EOF in the SST fields for the region (Weare et al., 1976, 1981, and 1983), Hsiung and Newell, 1983).

The PCA fields, Figs. 2a–c, for the first mode show that the observations evince a much larger gradients although the pattern in all three fields is similar. The analysis appears to be an intermediate version of the observations and the model. This is perhaps not surprising in that the ECMWF model was used as the data assimilation platform for the analysis. This results in the analysis having characteristics of the model and observations. The patterns in Figs. 1a–c can also be compared to the PCA components in Figs. 2a–c. It is apparent that the CPC algorithm also produces blending of the characteristics of the input fields. Comparing the PCA analysis, Figs. 2a–c,
a definitely indicates that the first mode of the three data sets are different, but they do not provide a common basis for comparison. The CPC analysis puts the (pairwise) fields in a common framework allowing for a direct comparison and more detailed analysis of their time evolution.

In the time series of Figs. 3a–b the peaks occurring during the El Niño years of 1982–83 and 1986–87 clearly stand out. It is the El Niño pattern that is captured by the CPC's of Figs. 2a–c. A low frequency component of about 4.5 to 5 years appears to be present in all cases. It cannot be determined from this limited time series whether this is a real phenomenon or an artifact of the short time sample. In general the agreement between the model and the observations is not quite as good as between the analysis and observations but in both cases the ENSO events are clearly captured. The agreement for the second CPC, Figs. 3c–d, is not as good, but the amplitude of this component is reduced from the first (note the scale change on the ordinate between Figs. 3a–b and 3c–d). The correlograms for the model and analysis, Figs. 4a–b,

Fig. 4. (a) Correlogram of the time series of the projection of the model and observed data onto the first CPC of the model and observations. The solid line is the observed data. The 95% simultaneous confidence bands for white noise autocorrelations are also displayed on the figure. (b) Correlogram of the time series of the projection of the analysis and observed data onto the first CPC of the analysis and observations. The solid line is the observed data. The 95% simultaneous confidence bands are also displayed on the figure. (c) As in (a) except for the second CPC. (d) As in (b) except for the second CPC.
show opposite tendencies, in that the models have greater autocorrelations, Fig. 4a, and the analysis has smaller autocorrelations. Thus, for their respective first CPC modes, the model has more persistence, and the analyses less than observed. This is consistent with the inference drawn before that the model has less complex structure in the spatial domain. This relationship is reversed for the second CPC mode, Figs. 4c–d, at least for the autocorrelations above the 95% confidence interval. In general, the second modes, Figs. 4c–d, exhibit somewhat less persistence than the first, Figs. 4a–b.

The results of the model identification/intercomparison procedure for the time series corresponding to the first two common principal components of the model/observation and analysis/observation pairs are shown in Tables 1–2. The analysis/observation intercomparison for the first CPC shows the same (p,q) estimates (p=1, q=24). The estimated coefficients also are close in value. This indicates that the first principal components in the analysis and the observations for the region under consideration are nearly identical. However, the ARMA order structures are different for the principal components corresponding to the model/observation pair. In CPC 2, the model/observation pair shows the same MA order (q=0) but slightly different autoregressive order (p=1 for the model compared to p=2 for observation), whereas, the analysis/observation pair show little resemblance in their respective orders. It should be noted however that the ARMA estimates of the orders and coefficients are not unique and hence a more appropriate intercomparison should be based on the predictability of one series by the evolutionary characteristics of the other as indicated in section 6. This approach although not shown here will be used in our future work.

9. Conclusions and Further Research

An appropriate representation of the spatio-temporal data derived from the observations or as model outputs is a necessary first step in model validation/intercomparison. Several possible representations have been considered in this report. Of these, two are particularly attractive for GCM models on a global scale. The first is the bilateral autoregressive model restricted to a fixed latitude band, with perhaps a time-varying trend and a seasonal component added to it (Niu and Stein, 1990). The second starts with a reduced data set in the form of a MTS consisting of a few orthogonal common principal components for the fields under comparison. The use of CPC's
are not limited to model intercomparisons only. In fact, it is a powerful tool in detecting coupled patterns involving several simultaneous spatio-temporal fields and meteorological variables. This last feature makes it a potentially valuable tool in understanding the physical processes associated with these fields. Some of our future effort will be directed towards this aspect of the applications of CPC's.

Time series model identification methodology applied to the CPC time series has been indicated as the next step in the model intercomparison process. This identification, which is not necessarily unique, need not however be carried out explicitly. We have indicated briefly a method based on ANN that is capable of being used for model intercomparison purposes, bypassing the need for explicit ARMA model identification. Developing this method further will be a part of our future work.
Appendix A

We provide here the mathematical formulation of the statistical hypotheses referred to in the levels III and IV of the hierarchy introduced in section 5. These are respectively the CPC and PCPC hypotheses regarding the covariance structures of the space-time fields. We use the same notations introduced in section 5.

$$\Sigma_i = B M_i B', \ i = 1, 2, \ldots, k.$$  

where $B_{pxp}$ is an orthogonal matrix of order $p$,

$$M_i = \text{diag}(\mu_{i1}, \mu_{i2}, \ldots, \mu_{ip})$$  
is a diagonal matrix for $i = 1, 2, \ldots, k$. In other words, the covariance matrices are simultaneously diagonalizable. The common principal vectors then provide us with a common frame of reference for the fields under comparison. The model so derived is thus called the Common Principal Components (CPC) model.

The Partial Common Principal Components Model (PCPC)

In this model, we assume that there are $q$ common principal vectors, $\beta_1, \beta_2, \ldots, \beta_q$ for all covariances $\Sigma_i$ and $(p-q)$ field-specific principal vectors $\beta_j^{(i)}$, $j = q+1, \ldots, p$; $i = 1, \ldots, k$.

$$\Sigma_i = \sum_{j=1}^{q} \mu_{ij} \beta_j \beta_j' + \sum_{j=q+1}^{p} \mu_{ij}^{(i)} \beta_j^{(i)} (\beta_j^{(i)})^t$$  

$i = 1, 2, \ldots, k; \ q < p-1.$

Statistical Hypotheses

In III, the log-likelihood statistic for testing the null hypothesis of common principal vectors ($H_{CPC}$) against the hypothesis of arbitrary $\Sigma_i$ s is asymptotically chi-square distributed with $(k-1)p(p-1)/2$ degrees of freedom and is formally given by
\[ \chi^2 = \sum_{i=1}^{k} \frac{\det \hat{\Sigma}_i}{n_i \det S_i} \]

where \( S_i \) is the \( i \)th sample covariance matrix and \( \hat{\Sigma}, \hat{\mu}, \text{and} \hat{\Sigma}_i \) are respectively the maximum likelihood estimates of \( \Sigma, \mu, \) and \( \Sigma_i \) under the restrictions of the hypothesis \( H_{CPC} \) of common principal components. Note that \( \hat{\Sigma}_i = \hat{\mu}_i \hat{\mu}_i^t. \)

Numerical algorithms for estimating \( \Sigma \) and \( m_i \) are available (Flury and Gautschi, 1986) and FORTRAN executable codes can be found in the IMSL statistical package (IMSL, 1991).

The hypothesis corresponding to the level IV (PCPC of order \( q \)) of the hierarchy can be written in matrix notation as

\[ H_{IV}(q) : \Sigma_i = B_i M_i B_i^t, \quad i=1,2,...,k \]

where \( \Sigma_i \)'s are positive definite symmetric matrices of order \( p \), \( M_i = \text{diag}(m_{i1}, m_{i2}, \ldots, m_{ip}) \) and \( B_i = (B_C, B_i) \). Each \( B_i \) is a \((p \times p)\) orthogonal matrix sharing a common part \( B_C \) with \( p \) rows and \( q \) columns independent of the group \( i \) and a group-specific part \( B_i \) with \( p \) rows and \((p-q)\) columns. The test statistic for testing \( H_{IV}(q) \) against arbitrary \( \Sigma_i \) can again be based on the likelihood ratio principle and its asymptotic distribution turns out to be chi-square. Clearly there are more parameters estimated in this model under this null hypothesis than under the null hypothesis of level III. This makes for fewer degrees of freedom of the chi-square statistic viz. \((k-1)(2p-q-1)/2\). Furthermore, the numerical algorithm to solve the system of equations for the MLE is highly involved. In fact, the proof of convergence of this algorithm is nonexistent. There is, however, an approximate procedure to find the ML estimates of the parameters involved which in turn can be used in a conservative manner to test the null hypothesis. It is conservative in the sense that the approximate test can be used only for the purpose of accepting the null hypothesis when the computed chi-square is less than the corresponding critical value. One cannot however reject the null hypothesis in the opposite case. We have not used either of these versions in this work. Instead we have used the full CPC version of common principal components extraction in IMSL (1991)
subroutine KPRIN in which the columns of B (common principal vectors) are arranged in increasing order of the sums of the corresponding eigenvalues over the k groups under consideration. Depending on the relative magnitudes of these sums, only a few of these common principal vectors are retained for the comparison study. In our case we retained only those principal vectors where contribution from each group in a sum exceeded 5% of the total of the eigenvalues for that group.
Appendix B
List of Symbols

<table>
<thead>
<tr>
<th>Roman</th>
<th>Greek</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>$\alpha_k$ spatial AR parameters</td>
</tr>
<tr>
<td>A</td>
<td>$\beta_k$ temporal AR parameters</td>
</tr>
<tr>
<td>$A_i$</td>
<td>$\delta_k$ temporal MA parameters</td>
</tr>
<tr>
<td>$A_i$</td>
<td>$\sigma$ error standard deviation</td>
</tr>
<tr>
<td>$A_i$</td>
<td>$\epsilon_t$ error vector at time $t$ in a MTS</td>
</tr>
<tr>
<td>B</td>
<td>$\theta$ $(x,y,t)$, the three dimensional index parameter in a STSP</td>
</tr>
<tr>
<td>$H$</td>
<td>$\Gamma$ covariance matrix</td>
</tr>
<tr>
<td>$K$</td>
<td>$\tau$ correlation matrix</td>
</tr>
<tr>
<td>$K$</td>
<td>$T$ finite index set of a time series</td>
</tr>
<tr>
<td>$K$</td>
<td>$w$ a single realization of a time series</td>
</tr>
<tr>
<td>$M$</td>
<td>$x$ a vector representing the grid location</td>
</tr>
<tr>
<td>$N$</td>
<td>$X(x,t)$</td>
</tr>
<tr>
<td>$p$</td>
<td>$Y_t$ discreet time MTS</td>
</tr>
<tr>
<td>$q$</td>
<td>$Z_t$ white noise</td>
</tr>
<tr>
<td>$R^K$</td>
<td>time instant</td>
</tr>
<tr>
<td>$t$</td>
<td>number of grid points</td>
</tr>
<tr>
<td>$T$</td>
<td>number of horizontal grid points</td>
</tr>
<tr>
<td>$w$</td>
<td>number of vertical grid points</td>
</tr>
<tr>
<td>$x$</td>
<td>auto-regressive order in an MTS</td>
</tr>
<tr>
<td>$X$</td>
<td>moving average order in an MTS</td>
</tr>
<tr>
<td>$X$</td>
<td>$K$-dimensional euclidean space</td>
</tr>
<tr>
<td>$X$</td>
<td>$t$ time instant</td>
</tr>
<tr>
<td>$X$</td>
<td>$T$ finite index set of a time series</td>
</tr>
<tr>
<td>$X$</td>
<td>$w$ a single realization of a time series</td>
</tr>
<tr>
<td>$X$</td>
<td>$x$ a vector representing the grid location</td>
</tr>
<tr>
<td>$X$</td>
<td>$X(x,t)$</td>
</tr>
<tr>
<td>$X$</td>
<td>$Y_t$ discreet time MTS</td>
</tr>
<tr>
<td>$X$</td>
<td>$Z_t$ white noise</td>
</tr>
<tr>
<td>$a$</td>
<td>$K$-vector</td>
</tr>
<tr>
<td>$A$</td>
<td>Rectangular column-orthogonal matrix</td>
</tr>
<tr>
<td>$A_i$</td>
<td>$Kx K$ matrix</td>
</tr>
<tr>
<td>$B$</td>
<td>orthogonal matrix</td>
</tr>
<tr>
<td>$H$</td>
<td>vector lag: $(x,y,t)$</td>
</tr>
<tr>
<td>$K$</td>
<td>number of grid points</td>
</tr>
<tr>
<td>$M$</td>
<td>number of horizontal grid points</td>
</tr>
<tr>
<td>$N$</td>
<td>number of vertical grid points</td>
</tr>
<tr>
<td>$p$</td>
<td>auto-regressive order in an MTS</td>
</tr>
<tr>
<td>$q$</td>
<td>moving average order in an MTS</td>
</tr>
<tr>
<td>$R^K$</td>
<td>$K$-dimensional euclidean space</td>
</tr>
<tr>
<td>$t$</td>
<td>time instant</td>
</tr>
<tr>
<td>$T$</td>
<td>finite index set of a time series</td>
</tr>
<tr>
<td>$w$</td>
<td>a single realization of a time series</td>
</tr>
<tr>
<td>$x$</td>
<td>a vector representing the grid location</td>
</tr>
<tr>
<td>$X$</td>
<td>$(x,t)$</td>
</tr>
<tr>
<td>$Y_t$</td>
<td>discreet time MTS</td>
</tr>
<tr>
<td>$Z_t$</td>
<td>white noise</td>
</tr>
</tbody>
</table>
Operators

\(L_x\) Lag operator along x-direction
\(L_y\) Lag operator along y-direction
\(L_t\) Lag operator along time axis
\(\Phi\) Polynomial
\(\Sigma\) Covariance matrix
\(\mu_i\) Eigenvalue

Acronyms

AMIP Atmospheric model intercomparison project
ANN Artificial neural network
AR Auto-regressive
ARMA Auto-regressive moving average
BARMA Bi-directional auto-regressive moving average
CPC Common principal components
CPV Common principal vector
ECMWF European center for medium range weather forecasts
ENSO El Niño southern oscillation
EOF Empirical orthogonal function
GCM General circulation model
IP Image processing
MA Moving average
MSU Microwave sounding Unit
MTS Multiple time series
NID Normal and independently distributed
PCA Principal components analysis
PCPC Partial common principal components
PR Pattern recognition
RMTS Reduced multiple time series
SST Sea surface temperature
STSP Space - time stochastic process
TSM Time series model
VAR Vector auto-regressive
<table>
<thead>
<tr>
<th>VARMA</th>
<th>Vector auto-regressive moving average</th>
</tr>
</thead>
<tbody>
<tr>
<td>WGNE</td>
<td>Working group on numerical experimentation</td>
</tr>
<tr>
<td>WN</td>
<td>White noise</td>
</tr>
</tbody>
</table>
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