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We describe a naturalistic behavioral model for the simulation of small unit combat. This model, Klein’s recognition-primed decision making (RPD) model[1], is driven by situational awareness rather than a rational process of selecting from a set of action options. We argue that simulated combatants modeled with RPD will have more flexible and realistic responses to a broad range of small-scale combat scenarios. Furthermore, we note that the predictability of a simulation using an RPD framework can be easily controlled to provide multiple evaluations of a given combat scenario. Finally, we discuss computational issues for building an RPD-based behavior engine for fully automated combatants in small conflict scenarios, which are being investigated within Sandia's Next Generation Site Security project.
1. Introduction

Computer generated forces (CGF) are computer representations of combat entities that are used in simulation environments. The ultimate goal of CGF is to achieve realism while minimizing human intervention in the simulation process. Whether the simulation stands alone, links with other simulators, or interacts with humans, the accurate modeling of behavior is a significant challenge [1, 3, 4].

A number of approaches to modeling human behavior in combat simulation exist today, most of which can be criticized for lacking flexible, autonomous behavior [2, 3, 4]. Interaction and control on the part of subject matter experts (SMEs) plays a large role in some approaches to behavior simulation (eg. ModSAF). The human supervised approach has the obvious drawback of requiring a human to run the simulation, but it may also be criticized for its inherent limitation to that human’s own knowledge, experience, and skill in incorporating desired factors into the simulation. Another approach is to rely upon the processing of prepackaged rules (eg. CCTT SAF). Like the human-supervised approach, rule based knowledge representation has had significant success in addressing the needs of the simulation community. However, systems that draw heavily upon a static set of preset rules lack any underlying model of human behavior [2]. Responses to situations are limited to what has been incorporated in the rule sets, and are difficult to make realistically flexible when novel situations are encountered. Rule based systems receiving rule sets from SME-run simulations have the additional drawback of being rather predictable. Any group of SMEs may have biases in terms of tactics or situations deemed to be important. These biases can easily be reflected in the simulation and enable an unacceptable level of predictability in a training system or result in a scenario model that omits certain variations on known situations as well as novel situations.

New approaches to human behavior modeling for CGF need to do a better job of modeling the human cognitive functions for assessing and recognizing situations, drawing upon past experience, and considering novel solutions. Naturalistic Decision Making (NDM) models accommodate these. Klein [1] cites four characteristics of decision-making that NDM is designed to address:

1. Tasks and settings present poorly structured problems, uncertain and dynamic environments, competing or incompletely defined goals, action/feedback loops, time pressure, high stakes, multiple players, and organizational goals.

2. The entities being modeled possess experience.

3. Desirable features of the model include situation awareness, diagnosis, and plan generation rather than fixation on the moment of choice between options.

4. The purpose of the approach is to describe the strategies people use rather than prescribing the strategies they might be expected to use.

Modeling the way reasonably experienced people actually make judgements and decisions in realistic settings is the goal of NDM. Klein’s four characteristics are all important to modeling human behavior in small-unit combat situations. From the perspective of the individual combatant being modeled, the environment is quite dynamic and requires quick recognition of local situations and
identification of actions that match those situations based upon experience or training. It is also desirable for these simulated combatants to have the capacity to generate short term local plans in support of the broader strategic plan being followed by all team members. The ability to realistically cope with novel situations is also important if the simulation is to remain accurate under all possible simulated conditions. This emphasizes the usefulness of the ability to mentally simulate actions under consideration when a situation is not recognized.

We consider the NDM model known as Recognition-Primed Decision Making (RPD).

In this paper we describe the advantages offered by RPD for simulation projects that require the realistic modeling of human behavior in small-scale combat. First we define RPD in terms of its characteristics and briefly discuss options for its implementation. Finally, we present some of the implementation challenges associated with RPD and identify directions the implementation of RPD should take next.

2. Recognition-Primed Decision Making

Over the past decade, a relatively rich literature has developed describing the process by which decisions are made in naturalistic settings. A variety of domains have been studied (e.g., firefighters, commercial airline and military pilots, surgeons, military commanders, corporate managers, etc.) and similar findings have emerged for each domain. When faced with a novel problem, expert decision-makers focus their attention on comprehending the situation. Using critical cues, the objective is to attain a match between the current situation and past situations. Very little time is devoted to developing and evaluating alternative strategies. Instead, resources are committed to understanding the situation and once understood, the course of action is relatively clear. This tends to be a very robust finding and is supported by research suggesting that in long-term memory, expert knowledge is pattern-indexed in relation to domain-specific tasks. The RPD model describes these kinds of situations, incorporating three levels of decision making.

2.1 Overview

Figure 1 illustrates the first level of decision making in RPD. A situation is experienced and the products of this recognition are expectations, knowledge of relevant cues, plausible goals and typical actions. Implicit within this recognition is an appropriate course of action for the current situation. Level 1 recognition is illustrated by the following example. Driving on a multi-lane expressway, a driver notices an illuminated indicator light on their dashboard. The initial response is to assess the situation. Does the indicator provide a word or icon communicating the nature of the problem? Are any of the gauges in the red zone? Are there noises or other abnormal cues emanating from the engine? How close is the nearest shoulder? How is traffic? Assume this assessment leads to recognition that the engine is overheating. Recognition of this situation implies certain expectations. The engine may catch on fire. It indicates relevant cues: the temperature gauge, the presence of steam or smoke. With the engine still running, moving to the shoulder becomes a plausible goal and a typical action might be to activate the hazard lights. In summary, once the driver recognizes that there could be a problem, attention is focused on situation assessment.

The second level of decision-making, Diagnose the Situation, is shown in Figure 2. This level captures an important characteristic distinguishing expert and novice decision-makers. During situation assessment, experts are adept at realizing when they do not have sufficient information to adequately assess a situation. The situation is diagnosed using techniques such as feature matching and story
building, each of which require that more information be extracted from the situation. Experts are also adept at recognizing anomalies between current and past situations.

The third level of decision-making, Evaluate Course of Action, occurs when there is uncertainty concerning a course of action. It should not be inferred that the decision-maker compares alternative courses of action. Instead, as illustrated in Figure 3, a course of action is evaluated using mental simulation to confirm that it will work. If there is doubt, the course of action is modified, or when necessary, the situation is reassessed.

Figure 1 Simple Match (Level 1 Recognition) [9]
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Figure 2 Diagnose Situation (Level 2 Recognition) [9]
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Figure 3 Evaluate Course of Action (Level 3 Recognition) [9]
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2.2 Evaluation

As we noted earlier, existing simulations place an excessive reliance on doctrine and consequently fail to exhibit sufficient flexibility or adaptability. Features of the RPD model enable development of a simulation that does not suffer these shortcomings. Instead of doctrine, the recognition of situations, as well as knowledge derived from this recognition, may be based on the experience of subject-matter experts with past situations. Furthermore, through machine learning approaches such as genetic programming [5], an RPD implementation can continually learn and adapt as experiences are accumulated. Thus RPD provides a highly flexible simulation that readily adapts in response to varying situational factors.

The RPD model provides an empirically valid foundation upon which representations of human behavior may be based [1]. Combat scenarios involving humans in tactical roles acting as a group working toward a strategic goal squarely fit within the themes Klein set out for the RPD model. Short distances and battle duration contribute to both high stakes and time pressure, and local decision imperatives can conflict with mission goals. Close combat of this nature represents a case in which real human combatants typically do not have time to perform extensive analysis of their circumstances. Instead experience is used both to recognize aspects of the situation that have been dealt with before as well as call forward the course of action that succeeded in that past instance.

Another central attribute of RPD is the mental simulation of various options in order to identify whether or not their outcome is desirable. Through this mechanism the behavioral model supports the development of solutions for only partially recognized problems as well as novel approaches to situations that are entirely new. This kind of situation-driven consideration of action consequences differs considerably from merely selecting actions from a list of options or decomposing problems into basic elements that are then processed to produce an action.

Finally, it is desirable for simulations to account for psychological factors leading to variability in decision-making (e.g., stress, fatigue, fear) [2, 8]. RPD does not explicitly address such factors, but it does offer empirically sound mechanisms for representing their effects. For instance, factors causing decrements in performance, such as fatigue, could be simulated through the misinterpretation of cues, failure to detect cues, or mistaken recognition of situations. Each of these manifestations is consistent with reported observations.

3. RPD for Simulation

Figure 4 describes how the three essential elements of an RPD-based simulation fit together. There must be a representation of the environmental cues required for situation assessment, a pattern matching mechanism that allows situations to be recognized on the basis of environmental cues, and a collection of situations that embody the knowledge gained through accumulated experience. The following sections describe these aspects as they relate to agent-based combat simulation.

3.1 Environmental Cues. Agents simulating individual members of opposing teams may be modeled as continuously processing environmental data. At each time unit, they assess either the entire suite of environmental cues or a designated subset. Situations are recognized on the basis of patterns present within combinations of these cues. Environmental cues can include variables explicitly represented within the simulation (e.g., x, y, z coordinates of agents) and variables derived through computational processes. Agents continually monitor environmental cues
using pattern matching to recognize the situation, as well as changes to the situation.

3.2 Pattern Matching. Recognition of situations is a pattern matching process. Each known situation has a pattern of environmental cues associated with it. Pattern matching involves a continuous process of matching environmental cues with known situations. Where environmental cues form a pattern resembling that of a known situation, agents behave in accordance with that situation. Ambiguous patterns of environmental cues are anticipated. Consequently, it is necessary to develop mechanisms that enable situations to be inferred on the basis of ambiguous environmental cues. This process would be akin to undertaking Level 2 recognition wherein there is insufficient familiarity with the pattern of environmental cues to recognize the situation through Level 1 Recognition.

3.3 Collection of Situations. The recognition of situations described in the preceding sections implies formation of an association between immediate experience and one of a collection of cognitive schema, each the codification of accumulated knowledge gained from a set of similar past experiences. These cognitive schemas are described here as “Situations.” They are knowledge structures developed over time and continually refined in accordance with new experiences. The collection of situations does not represent a complete memory of previous experiences. Situations and their associated schemas are analogous to that portion of human experience that supports action based upon recognition of previously encountered situations. Close-combat tactics provide a basis for specifying a collection of situations. Tactics can be identified that are appropriate to our scenarios. These tactics are being associated with a pattern of environmental cues that specify their appropriate conditions. When agents recognize the pattern of environmental cues associated with a given tactic, it may be inferred that the situation is one in which that tactic offers an appropriate course of action.

4. Implementation Challenges. We now turn our attention to discussing implementation issues. In order to realize the full benefit of a human behavioral model within an intelligent simulator, the software must be structured and the behavioral model should incorporate machine learning. These concerns lead to some significant challenges, which we discuss in the following sections.
Figure 4. The Three Elements Essential to an RPD-Based Simulation
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4.1 Modularity, Flexibility, and Scalability

Modularity, flexibility, and scalability are important concerns in simulator implementation as they are in many software efforts. Modular components not only support software engineering but also contribute significantly to the capacity to verify successful implementation of key components of the RPD model. For example, different tasks associated with expected behaviors can be learned separately using different techniques. This modular independence facilitates the independent development and analysis of finer-grained aspects of the machine intelligence (e.g. holding navigation component constant while refining the shooting behavior, or testing the automatic recognition of situations). Flexibility in applying domain knowledge to the simulation is also highly desirable. Using a layered design, any subtask module developed in software can be replaced by a hard-coded driver or even human interaction as automated components are developed or improved. Finally, scalability is a key concern because simulation fidelity needs may change or additional kinds of behavior may be desired. Hence, we advocate a design that does not assume small numbers of simulated combatants, strict numbers of environmental cues, or a set number of situations to be recognized rather than improvised. Expanding the suite of learned behaviors is made less difficult by the kind of architecture described here, since new modules can be developed independently and incorporated into the existing learning structure at the appropriate level. These factors are important to the implementation of RPD since some
environmental cues may best be processed differently or separately from others for use in situation recognition and decision-making. We also expect to benefit from the ability to isolate and combine environmental cues as we refine the models that drive pattern matching for situation recognition.

4.2 Machine Learning

Multiple learning approaches can be used to correlate environmental cues with realistic agent actions. Genetic programming [5], neural networks [6], and reinforcement learning [7] are among many possible approaches to learning agent behavior within the framework provided by RPD. For example, a dedicated simulator can be used to learn scenario recognition by using multiple iterations of training scenarios for the learning methods of choice. Hybrid learning approaches can be used along with combinatorial optimization algorithms as a part of an agent’s overall toolkit. Even for opposing teams that have qualitatively different objectives within the simulation, the learning tasks involved may overlap significantly. Initially it may be appropriate to develop a single team’s behaviors within manually controlled training scenarios. Subsequent training of the opposition could then utilize those behaviors in an alternating fashion.

4.3 Prediction

Development and exploitation of predictive capabilities will be very important to the implementation of RPD. An example of predictive capability is the projection of an opposing agent’s location at some future point in simulated time based upon that agent’s current speed and heading or based upon that agent’s perceived intent. The modular development of this part of the architecture not only supports the independent development of predictive mechanisms but also enables the parallel development of agent capability to use predictive information. With respect to the RPD model, this capability will be of particular importance in Level 3 recognition where a major feature is the mental simulation of actions under consideration in response to unrecognized situations.

4.4 Independence of Agents

While agents may need to act as members of groups and have their actions coordinated by tactical or strategic modules, agents act independently within the constraints of the roles they fill within the overall tactical implementation. Because roles can be reassigned, agent behavior may display varying degrees of independence. An isolated agent may take action based primarily on its own local situation and the requirements of its current tactical role. An agent that is assigned to a leading role within a group may also have its actions tightly coupled with the actions of other group members or use communications received from them. Supporting the full realistic range of agent independence will demand appropriate communication between agents and higher-level situational variables to accompany the low-level environmental cues described earlier.

4.5 Situational Variables

Deciding upon a set of situational variables and relevant cues is an important step in this and similar approaches to simulation [4]. The development and use of situational variables is key to the function of multiple components within RPD implementation. One area of concern is that of increasing problem complexity and, subsequently, computational cost. The machine learning is an off-line task, but the development of behaviors that rely upon costly real-time operations could result in unacceptable simulator performance. Similarly, the proliferation of decision criteria can also impede the success of learning. This proliferation may not only increase the amount of logic a learning algorithm must discover but may also negatively impact robustness of the learned behavior. These issues should not
discourage effort in developing and exploiting situational variables. Instead, these issues suggest that the careful consideration of variable count and variable interrelationships is merited as this model is implemented and tested.

4.6 Coordinating Levels of Decision Making

Providing training input that allows a learning algorithm to develop the capability of switching between recognition modes and their attendant activities is a nontrivial task. RPD’s level 2 decision making involves further diagnosis of situational data when insufficient information is present. Given the vast range of situations possible within realistic situations, endless cycles of reevaluation can develop or inappropriate choices to deliberate may be made when immediate action is essential. Level 3 recognition requires the agent to evaluate the expected outcome of a course of action prior to carrying it out. It is unclear what the time penalty for such action should be or how accurately the agent should be able to project hypothetical outcomes. We expect that RPD’s first level of decision-making, the relatively straightforward response to environmental cues, may be the least difficult level to enable. Pattern matching capability is critical in supporting transitions between levels of recognition.

4.7 Coordinating Tactical and Strategic Goals

Enabling the definition and pursuit of both tactical and strategic goals is another objective of RPD-based simulation. To accomplish this, agents need to learn how to recognize their local situation and take actions leading to the achievement of multiple goals that may be nontrivially related. For example, surviving the onslaught of an opponent may require a change in movement or activity that conflicts with the strict definition of an agent’s role within a tactic. Also, agents may need to switch roles over the course of a simulation. Similarly, tactics may need to shift temporarily or permanently during the implementation of a broader strategy due to attrition or some other change in a local situation or change in available tactical resources.

5. Conclusions

We have described RPD as a human behavioral model that supports key aspects of effective small combat simulation. Mechanisms built around the components of this model can provide behavior that more resembles that of real humans because they use situational cues the way humans do to drive decisions. RPD is a broadly endorsed cognitive model, and we have begun to identify an appropriate architecture for representing it in computer software.

Using current methodologies, we are working toward the goal of representing RPD’s levels of recognition. In order to extend this work, several aspects of the approach must be addressed. Our consideration of the current effort in autonomous agent research and in CGF suggests that we investigate the following:

- Identification of relevant situation cues.
- Representation of situations for recognition.
- Automatic identification and representation of tactical and strategic goals for agents.
- Integration of RPD’s levels of recognition within group and individual behaviors.

This list of obstacles is clearly not exhaustive, but it does illustrate the nature of the model’s initial challenges.
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