Gamma irradiator facilities can be used in a wide range of applications such as biological and chemical researches, food treatment and sterilization of medical devices and products. Dose mapping must be performed in these equipments in order to establish plant operational parameters, as dose uniformity, source utilization efficiency and maximum and minimum dose positions. The isodoses curves are generally measured using dosimeters distributed throughout the device, and this procedure often consume a large amount of dosimeters, irradiation time and manpower. However, a detailed curve doses identification of the irradiation facility can be performed using Monte Carlo simulation, which reduces significantly the monitoring with dosimeters. The present work evaluates the absorbed dose in the CDTN/CNEN GammaCell Irradiation Facility, using the Monte Carlo N-particles (MCNP) code. Dose measurements using TLD and FRICKE dosimeters were also performed to validate the calculations. The good agreement of the results shows that Monte Carlo simulations can be used as a predictive tool of irradiation planning for the CDTN/CNEN Gamma Cell Irradiator.

1. INTRODUCTION

The industrial irradiator Gammacell 220 was originally manufactured by Atomic Energy of Canada Limited (AECL) which is now part of MDS Nordion International. It was developed for high dose rate gamma radiation researches and studies. It can be used in a wide variety of research areas, like food irradiation, geology, medical area, material research, radiation effects on biological systems, sterilization of organisms and soils, changing and improving properties of polymers, and others. This equipment uses $^{60}$Co doubly encapsulated in aluminum and stainless steel tubes, fixed within a lead shield, and the operator is not exposed to the emitted radiation. The GammaCell exposure chamber has a cylindrical geometry with
20.3 cm height and 7.5 cm radius. The manufacturer’s calibration certificate states a dose rate of \((4.43 \pm 0.16) \times 10^5\) rad/h on 08/28/1962 in the center of the exposure chamber. The present activity can be calculated any time through the decay law. It’s a standard procedure since the equipment is calibrated only by the manufacturer. Figure 1 shows the isodoses provided by the manufacturer in 1962 [1].

![Figure 1. GammaCell 220 certified isodoses (1962).](image)

Isodose curves are generally measured using dosimeters distributed throughout the device. This procedure consumes a large amount of dosimeters, irradiation time and manpower [2]. The use of mathematical methods and radiation transport codes can reduce significantly this problem, although complex and time-consuming codes might be necessary [3,4]. Monte Carlo methods make possible to calculate various parameters like flux, fluence, energy spectra and absorbed dose [1,5,6,7].

The Monte Carlo code requires an input file with information such as the geometry specification, description of materials, selection of cross-section reactions, location and characteristics of the radiation source, type of answers desired and variance reduction techniques [4,5,8]. The aim of this work is to perform a dose mapping simulation for the CDTN/CNEN Gammacell 220 using this code. The results of the simulation will be validated with experimental results obtained by FRICKE and TLD dosimetry.
2. METHODOLOGY

2.1 The MCNP Simulations

The simulations of the industrial irradiator Gammacell 220 were carried out by the MCNP-4B radiation transport code. The irradiator geometry was simulated as closely as possible to reproduce the experimental setup. Figure 2 shows the simulated geometry.

The input file contains 240 surfaces and 90 cells. There are 54 $^{60}$Co cylindrical sources of 0.3594 cm radius and 24.6276 cm length doubly encapsulated in aluminum and stainless steel tubes. Radioactive decay was taken into account in the simulation, and nickel concentration was introduced in the material definition of the sources. The cylindrical sources are separated from the exposure chamber by an aluminum and stainless steel shell of 0.2 cm thick with 7.5 and 7.7 cm inner radius, respectively. Outside the sources, a structure constituted by a lead shield was designed.

The sources were simulated using the sdef card, where the photon emission starting points are centered in the 54 cylinders. The extension and emission spectrum was defined as a Maxwellian distribution, appropriated for this problem, together with the efficiency specification. The two energy peaks of $^{60}$Co: 1.17321 and 1.332491 MeV with 0.9986 and 0.9998 probabilities were also considered in the simulation.
The tally cards used were F4 (flux in a cell, measured in photons/cm$^2$), being modified by a dose function using the $de$ and $df$ cards. These recorded tallies quantities, $C$, can be represented as,

$$C = \int \phi(E) f(E) dE$$

with $\phi(E)$ the energy-dependent fluency and $f(E)$ the product quantities in the cross-section libraries. The ring detectors are positioned at half height and a bigger importance in the central detectors was also adopted.

### 2.2 Experimental Dosimetry

**Thermoluminescent Dosimetry**

In this work, a disc shape acrylic sample-holder was constructed to accommodate 49 TLD-800, as shown in Figure 3. Each TLD crystal has approximately 3×3×1 mm$^3$. The sample-holder was loaded with the TLD’s and accommodated in the GammaCell exposure chamber at half height. The set was irradiated with a nominal dose of 4.0 Gy. The nominal dose value in the experiments corresponds to the expected dose calculated with the certificated dose rate and the radioactive decay law. The TLD’s analyses were done in a Harshaw TLD reader model 4500. This procedure was repeated four times.

![Figure 3: TLD's sample-holder diagram; dimensions in millimeters.](image-url)
Fricke Dosimeter

The Fricke dosimeter is a chemical dosimeter consisting of an aqueous solution of sulfuric acid and ferrous sulfate in the following composition: 1 mM FeSO₄ + 0.8 N H₂SO₄ + 1 mM NaCl. The irradiation of the Fricke solution causes radiolysis of water and as a secondary reaction, oxidize the ferrous ions to ferric ions, which in turn have a strong optical absorption with peaks at wavelengths 224 nm and 304 nm [9]. The Fricke dosimeter is an absolute dosimeter, i.e., it can be used to measure the absorbed dose deposited in its own sensitive volume without requiring calibration in a known field of radiation, however, calibration offers certain advantages like traceability to an authoritative standardization laboratory [10]. The absorbed dose is determined from the yield of ferrous ions, determined by spectrophotometers. This study used a Shimadzu UV1240 spectrophotometer. The Fricke dosimeters were placed in cylindrical glass containers with internal dimensions of 40 mm in height and 10 mm in diameter. Five measurements were performed with the dosimeters placed in the central portion of the chamber, with nominal doses of 50, 90, 150, 200 and 250 Gy. Subsequently seventeen samples were irradiated in a circular arrangement at the half height: eight samples were placed at maximum radius of the exposure chamber, other eight in half of the radius, and one in the center. This sample set was irradiated with nominal dose of 160 Gy.

3. RESULTS AND DISCUSSIONS

3.1 Thermoluminescent Dosimetry

The dose results measured using TLD’s are shown in Figure 4. In this representation the doses were normalized in relation to the dose measured at the central position. The TLD’s results indicate that along the B direction there is a greater symmetry in the doses distribution than along the A direction. The observed asymmetry was not expected considering the isodose curves supplied by the equipment manufacturer (see Fig. 1).
Figure 4: TLD experimental doses. Arrows A and B indicate reference directions.

3.2 FRICKE Dosimetry

The results obtained with the Fricke dosimeters, at the central volume of the irradiation chamber for different doses are shown in Figure 5. The dependence observed between the evaluated doses and the nominal doses is linear, with evaluated values 7% higher than nominal values in average.
The results obtained for the circular arrangement with a nominal dose of 160 Gy are shown in Figure 6.

Figure 6. Experimental doses (Gy) at the plan in the half height of GammaCell 220 exposure chamber for a 160Gy nominal dose. Yellow circle is in the central position; blue circles are placed at half radius and green circles at radius.
From Figure 6, it is observed that at the center, the measured dose 172.8 Gy is 8% higher than the nominal dose 160 Gy, which agrees with the results showed in Figure 5. The average values measured for gamma doses at half radius and radius are (189 ± 2) Gy and (225 ± 3) Gy respectively. These values are 9% and 17% higher than the expected ones (173 and 192 Gy) according to the Certificate and the decay law. These results are resumed at Table 1.

Table 1. Comparison of nominal doses and measured doses

<table>
<thead>
<tr>
<th>Delivered Dose</th>
<th>Position</th>
<th>Nominal Dose</th>
<th>Measured Dose</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>160</td>
<td>Center</td>
<td>160</td>
<td>172.8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>R/2</td>
<td>173</td>
<td>189 ± 2</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>192</td>
<td>225 ± 3</td>
<td>17</td>
</tr>
</tbody>
</table>

The difference between the expected and the measured doses increases with the radius. This behavior is not well understood yet. It indicates the need of performing further experiments to verify if there is a systematic measurement error or if there is a real difference between the delivered doses and the certified ones.

In the representation of Figure 6 the doses were not normalized in relation to the dose measured at the central position. When the normalization is done, the dose delivered at half radius is 109% while the dose at radius is 130%.

3.3 Monte Carlo Simulations

Isodose curves simulation of the GammaCell 220 irradiator was performed using ring detectors with 1 cm height, 0.5 cm thickness and variable radius, as presented in Table 2. They were positioned at half height in the exposure chamber and 1x10^6 particle histories were considered in the simulation. The relative doses with respect to the central point are also presented in Table 2.
Table 2. Ring detector radius and simulated relative doses.

<table>
<thead>
<tr>
<th>Ring detector radius / cm</th>
<th>% dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,25</td>
<td>100</td>
</tr>
<tr>
<td>0,75</td>
<td>102</td>
</tr>
<tr>
<td>1,25</td>
<td>103</td>
</tr>
<tr>
<td>2,75</td>
<td>104</td>
</tr>
<tr>
<td>3,25</td>
<td>106</td>
</tr>
<tr>
<td>3,75</td>
<td>108</td>
</tr>
<tr>
<td>4,25</td>
<td>109</td>
</tr>
<tr>
<td>4,75</td>
<td>113</td>
</tr>
<tr>
<td>5,75</td>
<td>117</td>
</tr>
<tr>
<td>6,25</td>
<td>119</td>
</tr>
<tr>
<td>6,75</td>
<td>123</td>
</tr>
</tbody>
</table>

The accuracy of the MCNP calculations is mainly related to the input and can be verified by the experimental relative errors. For these ring detector positions, the evaluated relative errors in comparison with the GammaCell 220 certified isodoses curves (1962) are presented in Table 3.

Table 3. Certified and Simulated GammaCell 220 isodoses comparison.

<table>
<thead>
<tr>
<th>Radius / cm</th>
<th>% Certified isodoses (1962)</th>
<th>% Simulated dose</th>
<th>% Relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>3,00</td>
<td>105</td>
<td>104</td>
<td>0.95</td>
</tr>
<tr>
<td>4,55</td>
<td>110</td>
<td>109</td>
<td>0.90</td>
</tr>
<tr>
<td>5,81</td>
<td>115</td>
<td>117</td>
<td>1.74</td>
</tr>
<tr>
<td>6,90</td>
<td>120</td>
<td>123</td>
<td>2.50</td>
</tr>
</tbody>
</table>

A valid confidence interval for dose calculation can be represented by a smaller value of standard deviation, S, and variance $S^2$, which is evaluated in its usual meaning. The variance is a convenient parameter to represent statistical accuracy. It was empirically verified in MCNP calculations that it should be less than 0.1 for reliable detectors. This value takes into account the contributions near to the detectors that are usually extremely important and difficult to sample. The variance evaluated for dose curves in each position is acceptable for this problem, being less than 0.05 for all detectors.

The MCNP simulated results were also compared with the Fricke and TLD results. Figure 7 plots values for the GammaCell 220 certified isodoses from 1962 and the MCNP, TLD’s and FRICKE normalized doses in function of the radius.
Figure 7. GammaCell 220 certified isodoses (1962) and the MCNP, TLD’s and FRICKE normalized doses in function of the radius.

The TLD’s and Fricke dosimetry were also verified in the present work. Both were tested and compared to the GammaCell 220 certified isodoses (1962). The TLD’s and FRICKE dosimeters indicated incoherent relative doses in comparison with simulated results, with relative errors varying from 1 to 9%. This result is neither in agreement with the GammaCell certificate and further studies have to be performed to understand this experimental behavior. Nevertheless, the good agreement in the simulated and certified results indicates the potentiality of the simulation method.

3. CONCLUSIONS

In this work experimental and simulated isodoses of GammaCell 220 was obtained. The simulation was performed using the Monte Carlo methodology and the experimental curves were obtained by GammaCell 220 Certificate, Thermoluminescent and FRICKE dosimeters. The simulation results showed a good agreement with the GammaCell 220 certificates, and except in one position (with relative error of 9%), the relative error with the experimental data is less than 3%, indicating that the simulation methodology can be used as a routine predictive tool of irradiation planning.

Dose evaluation is generally referred to a mass of air that occupies the entire chamber of gamma irradiator facilities. This routine does not take into account the peculiarities of each sample, especially with respect to volume, composition and density, which are essential...
parameters to determining the actual accumulated energy dose. The MCNP code developed here can also contribute to bring a significant improvement in the irradiation planning.
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