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What can primary standards do for you?

H.M Kramer

Physikalisch-Technische Bundesanstalt, Braunschweig Germany

E-mail address of main author: Hans-Michael.Kramer@ptb.de

In virtually all fields of high-level technology enormous advances have been achieved by continuously perfecting the methodologies. As a result we are offered completely new products or products with a performance which not too long ago had been judged as utterly unrealisable. One impressive example is the enormous increase in circuit density of electronic devices realised over the last two decades or so. This progress was achieved by uniting forces of many disciplines successfully. In this context metrology, the science of measurement plays an indisputably vital role. Without the development of a rugged dimensional metrology chain down to the sub-micron regime the development experienced in electronic circuitry could not have taken place.

Also in other fields of metrology, many national laboratories have actively endeavoured to develop primary standards tailored to the needs of the end user. This process applies to the full extent and may be even especially to the field of dosimetry of ionising radiation. Traditionally, metrology institutes provide calibrations for reference conditions that were largely selected by themselves. For performing external radiotherapy the user is provided with a 60Co-calibration in spite of the fact that he uses in the overwhelming majority of cases fields produced by linear accelerators. By what could be termed a change of paradigm, metrology institutes attempt increasingly to provide standards well matched to clinical needs. The driving forces behind this development are at least two-fold: The ever increasing sophistication of diagnostic and therapeutic methods, like e.g. IMRT to name just one, requires both new measurement techniques and reduced measurement uncertainties in order to realise fully the advantages of new radiological procedures. Secondly, new technical developments appear on the market, demanding for completely new kinds of dose measurements. An example of this kind are miniature x-ray tubes for brachytherapy. With the main emphasis on radiotherapy an overview will be given on the efforts undertaken by metrology institutes in order supply the medical physicist in the clinic with dosimetric tools suitable and adequate for the complete range of current radiological procedures.
Primary water calorimetry for clinical electron beams, scanned proton beams and $^{192}$Ir brachytherapy
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The aim of this paper is to develop and evaluate a primary water calorimeter-based standard in clinical high energy electron beams, proton beams, and $^{192}$Ir brachytherapy. Currently, for all these beams, a widely used primary standard is non-existent. A water calorimetric standard will allow for the direct measurement of absolute absorbed dose to water $D_w$.

A transportable Domen-type water calorimeter has been developed in-house at McGill University (FIG 1, FIG 2). The calorimeter consists of a 30x30x20 cm$^3$ Lucite water tank that is surrounded by a sophisticated system of temperature cooling and temperature control. A Pyrex parallel plate calorimeter vessel was used to house two glass-coated bead thermistors (nominal resistance of 10 kΩ at 4 °C) which were positioned with a nominal 2.4 mm separation centered on the central axis of the beam (FIG 2A). The thermistors act as extremely accurate point temperature detectors. The calorimeter was validated in high energy photon beams against Canada's national standard at the National Research Council of Canada (NRC).

In water calorimetry, $D_w$ at a point is determined through a 'point' measurement of local temperature rise $\Delta T$ through: $D_w = c \cdot \Delta T \cdot \prod k_i$, where $c$ is the specific heat capacity and $k_i$ represent several correction factors. Heat transfer correction factor $k_h$ is defined as the ratio of the ideal temperature rise (a temperature rise solely due to locally deposited absorbed dose in the absence of heat transfer) to the actual temperature rise (with the effects of heat transfer taken into account) at a given point. It is the largest correction factor in water calorimetry and was calculated with the help of COMSOL MULTIPHYSICS™ numerical heat transport simulations. It was determined in electron and proton water calorimetry that the temperature gradients formed in water as a result of radiation are too small to cause large convective currents to form. As such, conduction is the dominant mode of heat transfer, and was the only effect that was numerically modeled. In scanned proton dosimetry, the exact details of the scanning procedure was also input into the model. In $^{192}$Ir brachytherapy calorimetry, the temperature gradients formed in water primarily due to source selfheating are too large to be ignored. As such, in COMSOL, the 'conduction/convection' module was coupled with the "Navier-Stokes incompressible fluid" module to accurately model the conduction as well as convection modes of heat transfer at nominal temperature of 4 °C both inside and outside the calorimeter vessel.

In clinical ELECTRON beams, the measurement were performed for 5 energies spanning 6-20 MeV, while the point of measurement was taken to be at $d_{ax}$. In PROTON beams, dose was measured for both double scattering and scanning delivery. In the scattered mode, the dose was measured at the isocenter in a relatively flat portion of the Spread Out Bragg Peak (SOBP) produced by 250 MeV protons, while in scanned beam, the dose was measured at the center of a relatively flat dose distribution painted with 15 layers of proton energies ranging from 128-150 MeV. In $^{192}$IR BRACHYTHERAPY, an additional holder (see FIG 2B) was mounted onto the vessel to facilitate accurate positioning of the source with respect to the thermistors. A nominal 55 mm source-to-detector
separation was used. For all beams, water calorimetry measurements were made over a variety of different irradiation times.

The results of this work are summarized in Table I. The magnitude of $k_{ba}$ as well as the 1-sigma uncertainty on $D_{w}$ are noted. The percentage different between calorimetric $D_{w}$ results with those obtained using some of the currently used protocols for each beam type is also noted; these include: AAPM TG-51[1] for clinical electrons, IAEA TRS-398[2] for protons, and AAPM TG-43[3] for $^{192}$Ir brachytherapy. We have shown experimentally and numerically that water calorimetry is feasible in all three radiation/beam types. The uncertainty on absolute $D_{w}$ measurements are comparable if not smaller compared to currently practiced indirect $D_{w}$ measurement protocols.

**TABLE I - THE SUMMARY OF CALORIMETRIC RESULTS FOR VARIOUS BEAM TYPES STUDIED.**

<table>
<thead>
<tr>
<th></th>
<th>Electron</th>
<th>Proton</th>
<th>$^{192}$Ir Brachy</th>
<th>Photon</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 MeV</td>
<td>1-2 %</td>
<td>0.3 %</td>
<td>0.4 %</td>
<td>4 %</td>
</tr>
<tr>
<td>20 MeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scattered</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scanned</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{ba}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1σ uncertainty on $D_{w}$</td>
<td>0.6 %</td>
<td>0.6 %</td>
<td>0.4 %</td>
<td>0.6 %</td>
</tr>
<tr>
<td>% diff b/w calorim. and protocols</td>
<td>1%</td>
<td>0.4%</td>
<td>0.1%</td>
<td>0.3%</td>
</tr>
</tbody>
</table>

FIG 1 (left)- A schematic diagram of the McGill water calorimeter with its various components labeled.

FIG 2 (middle)- The parallel-plate vessel used in this work (A). A close-up view of the spring-loaded brachytherapy catheter holder mounted onto the vessel solely for $^{192}$Ir brachytherapy measurements.

FIG 3 (right)- A model of the calorimeter vessel/thermistor numerically solved for a 6 MeV electron beam. Only one quarter of the full geometry is modelled due to symmetry.
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The BEV graphite calorimeter is in operation since 1983 as an absorbed dose to water primary standard for $^{60}$Co radiation fields [1], [2]. After an extended refurbishment process the energy range was enhanced for application in accelerator fields. For this purpose a set of conversion and correction factors was required. They were obtained utilising Monte Carlo simulations and measurements.

To verify the results of the refurbishment and the enhancement process a project was proposed for the direct comparison of primary standards for absorbed dose to water of BEV, METAS and PTB, in $^{60}$Co gamma ray beams and high-energy photon beams. The primary standards used for this comparison were the BEV graphite calorimeter and two water calorimeters (METAS, PTB).

The measurements were carried out in the $^{60}$Co gamma ray beams and in high-energy photon beams (4 MV, 6 MV, 10 MV and 15 MV) of METAS and PTB. The BEV transported the graphite calorimeter primary standard to PTB (in September 2008) and METAS (in November 2008).

This was the first time that an absorbed dose primary standard calorimeter of one National Metrology Institute (NMI) was transported to a different NMI for the purpose of a direct comparison in accelerator high-energy photon beams.

The project was connected with a huge logistic effort (transportation and setup of the calorimeter system including graphite phantom, measurement- and evaluation device, vacuum pump, ionization chamber measurement system etc.) and with a lot of expected and unexpected challenges. The main concept of the comparison is shown in the following figures.

* This synopsis appears also as a poster (page 239)
Measurements in high-energy photon beams:

- Determination of absorbed dose to water at the accelerator at PTB, respectively METAS and calibration of an ionization chamber.
- Calibration of the same ionization chamber using an ionization chamber of PTB respectively METAS, calibrated with the water calorimeter of PTB, respectively METAS.

The graphite calorimeter was used in quasi-adiabatic mode to obtain the absorbed dose to graphite. The conversion to absorbed dose to water were done by two methods based on the photon fluence scaling theorem [3]: conversion by calculation (applied for 60Co measurements) and conversion with an ionization chamber (applied for accelerator beam measurements). The use of the first method at the accelerator is affected by two problems:

- The effective (virtual) point of source of an accelerator beam is not well known
- There are backscatter influences to the monitor chamber from the graphite phantom as a result of the small distance according to the photon fluence scaling theorem

For 60Co a deviation of -0.3 % (PTB) and 0.2 % (METAS) was obtained. At the METAS accelerator deviations between 0.3 % and 0.7 % for the four energies were obtained. Only the results for the PTB accelerators are problematical. Deviations between 1.5 % and 2.2 % were obtained. The reason for the discrepancy seems to be clear. The measurements with the ionization chamber in the graphite phantom were made immediately after the graphite calorimeter measurements with a working temperature of 27 °C. Therefore a temperature effect – which influences the ionization current measurement – is assumed. Considering these circumstances one obtains a shift in the right direction. Unfortunately a retrospective correction is not possible.

Nevertheless, and especially under consideration of the very short measuring time at PTB, respectively at METAS the project was very successful. Only five days were scheduled and necessary for five energies including setups of the graphite calorimeter and calibration of the ionization chambers and of course solving of some of the unexpected problems. The mobile application of the BEV graphite calorimeter was shown impressively. Within a very short time very satisfactory results can be obtained. The results obtained by the different NMI’s are widely in agreement. Comparing the ionization chamber calibration coefficients of PTB and METAS for the four considered high-energy photon beam qualities deviations between 0.2 % and 0.9 % were obtained.

REFERENCES

The LNE-LNHB water calorimeter:
Measurements in a $^{60}$Co beam
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Calorimetry is the best technique available to perform absolute measurement of absorbed dose [1]. The energy imparted by ionizing radiations to the matter by mass unit is directly measured, matching the definition of the absorbed dose quantity. Graphite or water calorimeters are mainly used as reference for absorbed dose in water in most of the national metrology laboratories involved in ionizing radiations. LNE-LNHB has a long experience with graphite and tissue-equivalent calorimeters [2][3]. Graphite calorimeter is still the reference for photon and electron beams dosimetry. Associated with a transfer procedure from graphite to water, it leads to the reference of absorbed dose to water which is the reference quantity for radiotherapy.

The new water calorimeter built mainly consists of a water filled acrylic glass container enclosed in a thick layer of polystyrene. The double wall container is regulated in temperature at 4°C to avoid convection in the water volume. The temperature rise is measured with a thermistor probe positioned inside a quartz vessel containing high purity water.

Heat transfers inside the calorimeter were simulated with a finite elements software in order to improve the design of the different elements ensuring thermal control of the water acrylic phantom. Thermal simulation and absorbed dose distribution simulation by Monte-Carlo method have been used to evaluate the correction factor due to thermal conduction. The perturbation factor of the radiation field caused by the calorimeter materials has been determined both by ionization chamber measurement and Monte-Carlo calculations.

In water, all the energy deposited by radiation is not converted in thermal heat, depending of the content in gases and impurities (heat defect of water). In order to obtain a zero heat defect, high purity water saturated with N$_2$ gas is used to fill the measurement quartz vessel. Simulations of the water radiolysis, based on real measurements, have been used to estimate the uncertainty on the heat defect which is the major term of the uncertainty budget.

The new LNE-LNHB water calorimeter has been used in $^{60}$Co beam [4]. Measurements under irradiation will be exposed in details and the related uncertainties will be analyzed. The results are compared with the reference of absorbed dose to water established with other primary methods. Absorbed dose to water measured by water calorimeter (FIG 1) presents a dispersion between 1 and 2% but the automation of measurements allows to reduce the uncertainty on the mean value to 0.07% by carrying a large number of irradiations (N=420). The results are in good agreement with the present reference based on graphite calorimetry [5]. The final combined relative standard uncertainty on absorbed dose to water is 0.49% (TABLE 1).
FIG 1: Absorbed dose to water measured by water calorimeter (black dots), the present reference value in the $^{60}$Co reference beam of the laboratory, based on graphite calorimetry is drawn on same figure (red line).

**TABLE 1: UNCERTAINTY BUDGET.**

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Value</th>
<th>Relative uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature probe calibration</td>
<td>-</td>
<td>0.1</td>
</tr>
<tr>
<td>Temperature probe positioning</td>
<td>-</td>
<td>0.3</td>
</tr>
<tr>
<td>Specific heat of water (J.kg$^{-1}$.K$^{-1}$)</td>
<td>4204.8</td>
<td>0.1</td>
</tr>
<tr>
<td>Thermal conduction correction factor $k_c$</td>
<td>*</td>
<td>0.1</td>
</tr>
<tr>
<td>Radiation field perturbation correction factor $k_r$</td>
<td>1.0032</td>
<td>0.15</td>
</tr>
<tr>
<td>Heat defect of water $h$</td>
<td>0</td>
<td>0.3</td>
</tr>
<tr>
<td>Density of water correction factor $k_p$</td>
<td>1.00032</td>
<td>0.01</td>
</tr>
<tr>
<td>$\Delta T$ measurement reproducibility (N=420)</td>
<td>-</td>
<td>0.07</td>
</tr>
<tr>
<td>Quadratic summation</td>
<td>0.19</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Combined relative standard uncertainty on $D_w$ = 0.49

* Thermal conduction correction factor ($t_{pr} = 240$ s) :
  
  $k_c = 1.0043, 1.0012, 1.0004, 0.9997$

The new water calorimeter allows a measurement of the absorbed dose to water with a relative standard uncertainty lower than 0.5% complementary to the existing graphite calorimeters. This instrument permits to check the consistency of the laboratory dosimetric references by two independent methods. It is very valuable to operate both graphite and water calorimetry at LNE-LNHB to have a different approach in photon and electron beams for radiotherapy purposes. It will now be used to participate to the new references on accelerator high energy X-ray and electron beams, medium X-ray and proton beams.
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Dose conversion for the BIPM graphite calorimeter standard for absorbed dose to water
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Introduction

The existing standard for absorbed dose to water in $^{60}$Co gamma radiation at the BIPM is a parallel-plate cavity ionization chamber [1]. The present paper describes a new standard for use in $^{60}$Co and in accelerator photon beams based on a graphite calorimeter.

The realization of the standard can be divided into three major stages: a measurement of the specific heat capacity of the graphite used for the calorimeter construction, as described in [2]; the design and construction of the graphite calorimeter itself, as described in [3]; the conversion from the mean graphite absorbed dose to the calorimeter core, $D_c$, to the absorbed dose to water at the reference point in a water phantom, $D_w$. The dose conversion makes use of the Monte Carlo code PENELOPE [4] and experimental measurements using a transfer ionization chamber tailored to the specific needs of the dose conversion.

Principle of the technique

The governing equation for the determination of $D_w$ is

$$D_w = Q_w N_{D_c} k_m [N_{D_w,MC} / N_{D_c,MC}], \quad (1)$$

where $Q_w$ is the ionization charge measured using the transfer chamber positioned with its centre at the reference point in water, $N_{D_c}$ is the measured graphite absorbed-dose calibration coefficient for the transfer chamber and $k_m$ is a measured correction for the radial non-uniformity of the beam. The term in parenthesis is a ratio of calculated ‘calibration coefficients’. Expanding the measured and calculated calibration coefficients,

$$D_w = D_c (Q_w / Q_c) k_m [(D_{w,MC} / D_{w,MC}) / (D_{c,MC} / D_{cav})], \quad (2)$$

where $Q_c$ is the ionization charge measured using the transfer chamber in the calorimeter phantom. The parameters $D_{w,MC}, D_{c,MC}, D_{w,cav}$ and $D_{cav}$ are the calculated equivalents of $D_w, D_c, Q_w$ and $Q_c$, respectively. Adopting the notation $C_{w,c}$ for the total calculated conversion:

$$D_w = D_c (Q_w / Q_c) k_m C_{w,c}. \quad (3)$$

An important component of the dose conversion is the similarity of the dimensions and materials of the calorimeter and the transfer chamber. Additionally, the chamber has a relatively simple and precisely-known construction, allowing accurate modelling.

Monte Carlo simulations

The calculations are divided into four distinct simulations labelled I, II, III and IV, evaluating $D_{c,MC}, D_{cav}, D_{cav,w}$ and $D_{w,MC}$, respectively. The geometric models for these are represented schematically in Figure 1.
FIG 1. A schematic representation of the four models used for the Monte Carlo calculations. The radiation field is incident from the left and is indicated by the dashed lines. Model I represents the calorimeter core in its small graphite phantom positioned in an evacuated PMMA phantom. A graphite build-up block centres the core at the reference depth, a mirror at the back reflects radiative heat loss back to the calorimeter. In model II, the calorimeter core and vacuum gap are replaced by the transfer chamber and the PMMA phantom is open to the atmosphere. In model III, an open-topped PMMA phantom with the same PMMA window thickness is filled with water and the transfer chamber is positioned in a thin waterproof envelope. In model IV, the chamber is removed and the mean absorbed dose to water is calculated for a disc of the same dimensions as the air cavity.

Results and uncertainties

Results for $C_{w,c}$ will be presented for the reference $^{60}$Co beam at the BIPM. In the context of a programme of key comparisons of $D_w$ standards for high-energy photon beams, the new standard was transported to the accelerators of the NRC in June 2009 and the PTB in March 2010, and is scheduled to be used at the NIST in September 2010. Results will be presented for these beams, evaluated using phase-space information supplied by each laboratory.

A detailed analysis has addressed uncertainties associated with simulated geometries, radiation transport mechanics, interaction coefficients and phase-space spectra. The results suggest a standard uncertainty for $C_{w,c}$ below 0.25 %. Additionally, in connection with the comparison at the NRC, calculations of $C_{w,c}$ for the BIPM standard were made by the NRC [5] using the EGSnrc code [6]. Agreement between the BIPM and NRC calculations at the 0.2 % level strongly supports the uncertainty analysis and the view that the symmetry of the method results in a low sensitivity to the details of the Monte Carlo calculations.
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Radiation Measurement Standards for Imaging and Therapy II
What colour is ‘your gray’?
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The quantities air kerma and absorbed dose to water are both measured in terms of J/kg which for dosimetry has been allocated the special name of gray. However, unless these measurements are traceable to the SI, there is no way in which a gray measured in one laboratory or hospital for a given quantity can be shown to be equivalent to another measurement of the same quantity. The International Committee for Weights and Measures (CIPM) recognizing this fact for all SI units, established in 1999 a Mutual Recognition Arrangement (MRA) [1] whereby all signatory national metrology institutes (NMIs) could demonstrate such equivalence through the participation in international key comparisons and thereby be able to claim equivalence for their calibration and measurement capabilities. To date, 77 institutes from 48 Member States, 26 Associate States of the General Conference and 3 international organizations, including the IAEA, have signed the CIPM MRA.

The Bureau International des Poids et Mesures (BIPM) being the laboratory set up under the Metre Convention in 1875 for the traceability of the SI, established an ionizing radiation laboratory in 1960 with the strong support of the NMIs and in particular the International Committee on Radiation Units and Measurements (ICRU). Radiation dosimetry comparisons were started in the early 1960s and a continuing series of BIPM on-going comparisons [2] enables every Member State to claim traceability to the SI either directly through the BIPM, through another NMI that holds equivalent primary standards or via the IAEA Dosimetry Laboratory programme for the SSDL Network [3].

The presentation will demonstrate the degrees of equivalence of the gray held by the Member States and Associate States through BIPM and other international comparisons run by the Regional Metrology Organizations (RMOs) into which the IAEA dosimetry capabilities are linked. An example as at April 2010 is given in Figure 1. The CIPM MRA key comparison database (KCDB) contains up to date details of all degrees of equivalence [4].

Other ionizing radiation dosimetry quantities also require traceability, such as ambient or personal dose equivalent and these are often compared by supplementary comparisons as the uncertainties are generally larger than for key comparisons [5].

Activity measurements also need to be traceable to the SI and so key comparisons are held for the determination of the becquerel, for a large number of different radionuclides. The BIPM operates the Système International de Référence (SIR) for gamma-emitting radionuclides [6]. The SIR enables any NMI to submit an ampoule of a radioactive solution or gas to the SIR and obtain a normalized value of equivalent activity that can be instantly compared against all other such measurements for the same radionuclide. Figure 2 shows a snapshot as at April 2010 for activity measurements of $^{60}$Co. Comparisons of radionuclide activity within the RMOs can be linked via the SIR comparisons, as will be shown.
FIG 1. A snapshot of degrees of equivalence for $^{60}$Co air kerma measured by BIPM Member States and some Associate States that have taken part in BIPM or RMO comparisons. The NMI acronyms are given in the key comparison database of the CIPM MRA.

FIG 2. A snapshot of degrees of equivalence for $^{60}$Co activity measurements made by BIPM Member States that have taken part in the BIPM SIR comparisons. The NMI acronyms are given in the key comparison database of the CIPM MRA.
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Design and principles of a graphite calorimeter for brachytherapy

T. Sander, H. Palmans, S. Duane, M. Bailey, P. Owen

National Physical Laboratory, Hampton Road, Teddington, TW11 0LW, United Kingdom

E-mail address of main author: thorsten.sander@npl.co.uk

The use of high dose rate (HDR) brachytherapy has increased worldwide over recent years with $^{192}$Ir now being the most commonly used radioisotope for HDR brachytherapy [1]. Brachytherapy dosimetry for gamma ray sources is currently based on source calibrations in terms of reference air kerma rate (RAKR) or air kerma strength (AKS) [2]. However, the quantity of interest is the absorbed dose rate to water at a distance of 1 cm from the source centre, $D_w$, which is currently calculated from RAKR or AKS by applying the formalism described in the AAPM Task Group 43 protocol [3] and update TG-43U1 [4]. Like for external beam radiotherapy dosimetry, there is now growing need for accurate brachytherapy source dosimetry traceable to national absorbed dose primary standards.

A novel absorbed dose graphite calorimeter for the measurement of HDR $^{192}$Ir brachytherapy sources was designed and built at the National Physical Laboratory (NPL). Calorimetry is based on the assumption that all or a known fraction of the absorbed radiation energy appears as heat, so that the measurement of absorbed dose reduces to a measurement of a temperature change. Compared to existing external beam calorimeters, the design of the brachytherapy calorimeter was optimised in order to deal with large dose gradients close to the source and the self-heating of the radioactive source. Monte Carlo (MC) simulations (EGSnrc, version V4-r2-2-5) [5] and heat transfer simulations (COMSOL Multiphysics version 3.3a) [6] were used to derive the basic design of the calorimeter. The initial heat transfer simulations showed that the calorimeter should be operated under vacuum.

The graphite calorimeter comprises an annular core (minimum radius = 24 mm, maximum radius = 26 mm, height = 5 mm) and four graphite cylinders providing build-up and full scatter conditions at the point of measurement. The annular core is surrounded by a 1 mm vacuum gap in order to reduce the heat transfer from the point of measurement to the outer graphite phantom, and together with two further 0.25 mm wide vacuum gaps in the graphite cylinder, this shields the core from the self-heating of the source. Each of the five graphite pieces contains four sensing thermistors and four heating thermistors, allowing the operation in adiabatic or thermostatic mode. Various types of HDR brachytherapy sources can be located at the geometric centre of the cylindrical graphite phantom (radius = 10 cm, height = 14 cm) and the sources can be inserted through an aluminium tube which is connected to a vacuum housing which fully encloses the graphite calorimeter.

The new brachytherapy calorimeter realises absorbed dose to graphite at a reference distance of 2.5 cm. In this work, correction and conversion factors were determined by MC simulations based on the final design. These factors include the graphite-to-water conversion factor, and perturbation correction factors which are the volume averaging correction factor ($1.0024 \pm 0.0008$), the impurity correction factor ($0.9997 \pm 0.0003$), the vacuum gap correction factor ($0.9992 \pm 0.0004$), the inhomogeneity correction factor ($1.0008 \pm 0.0004$) and the full scatter correction factor ($1.0060 \pm 0.0005$).

An MC-calculated dose map of the final design of the calorimeter and a Nucletron microSelectron v-1 ‘classic’ HDR $^{192}$Ir source was used in a refined heat transfer model where both the heat flow due to the source self-heating and the distributed radiation heating were investigated. The heat transfer model was validated by measuring the response of the calorimeter using a dummy heat source.
Progress on the commissioning of the calorimeter and the likely impact on future brachytherapy dosimetry will be reported. NPL’s new brachytherapy calorimeter offers the possibility of a direct measurement of $D_w$ and a potential reduction in the overall uncertainty associated with brachytherapy dosimetry.
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Development of a primary standard in terms of reference air kerma rate for $^{125}\text{I}$ brachytherapy seeds
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The LNE-LNHB is currently developing the French primary standard in low dose rate brachytherapy. The method is based on a free-in-air ionization chamber for $^{125}\text{I}$ seeds. Such sealed radioactive sources are used for treatment of ophthalmic and prostatic cancers. Low dose rate brachytherapy seeds are of small size, about 0.8 mm in diameter and 4.5 mm in length, cylindrically shaped and of complex internal design. This causes an anisotropy of emission in both planes, longitudinal and transverse. The reference air kerma rate is theoretically defined in this latter plane at a point positioned in a small volume of air at a one meter distance from the source center, the source and the air volume being surrounded by vacuum. To overcome the difficulties linked to a transversal anisotropic emission and to an expected low signal-to-noise ratio, a circular ring-shaped free-in-air ionization chamber has been designed. The $^{125}\text{I}$ source seed is placed at the center of this ring detector in a tube of a low attenuated material, as shown on figure 1.

![Image of a primary standard device](image)

**FIG 1. Primary standard device developed to assess the reference air kerma rate**

This paper presents an extended characterization of the circular ring-shaped free-in-air ionisation chamber. This one deals with the signal-to-noise ratio optimization, the detection volume assessment (taking into account the electric field distribution within it) and the sensitivity of the measurement linked to the source positioning. Furthermore, the correction factors to apply to the measurement results are described and their estimation using Monte Carlo codes of particle transport are presented for the Bebig iodine seed sources, referenced I125 S16.
Analysis of the tandem calibration method for kerma-area product meters via Monte Carlo simulations
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The kerma-area product $P_{KA}$ is defined as

$$P_{KA} = \int_{\text{area}} K_{\text{coll}} \, dA,$$

where $K_{\text{coll}}$ is the air collision kerma, and $A$ is the integration area at a reference plane perpendicular to the beam axis. The kerma-area product is measured by KAP-meters. The calibration coefficient of a KAP-meter is affected by the choice of the reference plane and integration area [1]. A procedure standardizing the measurement of the calibration coefficient was proposed in [2]. In this beam area method, the reference KAP-meter is placed at the distance of 100 cm from the focal spot. The field KAP-meter is placed between the reference KAP-meter and the focal spot; its precise location is not critical. The main advantage of this method is that the field KAP-meter measures $P_{KA}$ at a plane close to the patient. The disadvantage is that photons scattered in the field KAP-meter and collimator housing may pass beside the relatively small reference KAP-meter. To mitigate the problem, the tandem calibration method was proposed, see [3]. In this method, the reference KAP-meter is placed at an optimal distance from the field KAP-meter so that (i) it registers most of the radiation passing through the field KAP-meter, and (ii) the amount of radiation backscattered from the reference KAP-meter does not significantly affect the signal of the field KAP-meter. A suitable distance was found to be 30-40 cm for the Diamentor M4 (PTW) KAP-meters, and the distance of 30 cm was recommended in general. Measurements showed that the difference between the beam area and tandem calibration methods is relatively small. The aim of our work was to obtain more detailed information about this difference via computer simulations.

The MCNP Monte Carlo code was used to calculate $P_{KA}$ values for an ideal reference KAP-meter placed at (i) the distance of 30 cm from the field KAP-meter and (ii) the patient plane 100 cm from the focal spot; these positions correspond to calibrations via the tandem and beam area methods, respectively, see Fig. 1a. The VacuTec’s type 70157 field KAP-meter was modelled using a set of cylinders with radii of 8 cm, see Fig. 1b. X-ray spectra were taken from the catalogue of x-ray spectra and filtered with 5 mm of Al. Beam radius was 5.24 cm at 100 cm from the focal spot.

Fig. 2a shows that the tandem calibration method underestimated $P_{KA}$ values at the patient plane by approximately 2.5% for the tube voltage of 40 kV. A larger integration area ($r > 8$ cm) resulted in a smaller relative difference, about 1.5% for the radius of 20 cm. Variations between results for different x-ray tube voltages were mostly caused by attenuation of the beam in air; this follows from a comparison of Fig. 2a with Fig. 2b. The latter contains results calculated in a geometry where air surrounding the field KAP-meter was replaced with vacuum. Also note that although the relative difference in figure 2b is less than 1% for the radius of 32 cm, the function $P_{KL}(r)/P_{KB}$ is known to diverge to infinity for large $r$ in vacuum [1].
FIG. 1: (a) Schematic view of the simulation geometry. The ideal reference KAP-meter was positioned 30 cm from the field KAP-meter. The kerma-area product, $P_{KAp}$, at the patient plane was expressed as a function of the integration area radius $r$. (b) The cylindrical field KAP-meter consisted of air cavities, and inner and outer walls covered with conductive coating. (The figures are not to scale).

FIG. 2: The ratio $P_{KAp}(r)/P_{KAr}$, where $P_{KAp}(r)$ is the kerma-area product at the patient plane as a function of the radius $r$, and $P_{KAr}$ is the kerma-area product measured by the ideal reference KAP-meter at the position used for tandem calibration. (a, left) The field KAP-meter was placed in air. (b, right) The field KAP-meter was placed in vacuum.
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The Fricke dosimeter solution is a dilute aqueous system formed by adding sulfuric acid and ferrous ammonium sulfate to aerated, high-purity, water. The concentration of Fe^{3+} ions is proportional to the absorbed dose deposited in the solution and is usually measured using UV absorption spectroscopy. Contaminants can significantly affect performance and therefore great care must be taken during preparation and readout. Traditionally, Fricke solution has been irradiated in solid vials, usually made of quartz or glass, but this can lead to significant corrections for the holder. The innovative approach taken here is to irradiate the Fricke in sealed polyethylene bags. This eliminates any wall correction and allows one to custom design the dosimeter shape to the application. For the measurements in electron beams the bag size was approximately 40 mm x 40 mm x 3 mm, with a Fricke volume of 4 cm$^3$.

Irradiations were carried out using the Elekta Precise linac at the NRC, which produces electron beams with nominal energies of 4, 8, 12, 18 and 22 MeV. The dosimeters were placed at $z_{ref}$ (according to TG-51) in a water phantom and doses in the range 7 Gy to 50 Gy were delivered to investigate signal-to-noise and any dose dependence. The irradiations were carried out over a period of five months to evaluate the long-term repeatability of the system.

It was found that the contaminating effect of the polyethylene bag on the absorbance signal was small and could be accurately corrected for using unirradiated controls and carefully controlling the time from filling each bag to readout. The average repeatability on a single dosimeter was 1.1%. Figure 1 shows the variation in absorbance with dose delivered for the 18 MeV beam. In this case the reference is the primary standard water calorimeter [1]. As can be seen the relation is linear and the standard uncertainty in the gradient is estimated to be 0.2%.

The hybrid nature of the system is that a Fricke calibration factor is obtained using the NRC primary standard water calorimeter in a high energy electron beam (>18 MeV) and then we use the results of Stucki et al. [2] on the energy-independence of the absorbed dose dependence of the Fricke dosimeter to determine the dose in low energy electron beams. This gives us a system that can determine the absolute absorbed dose over the complete range of energies available from a clinical linear accelerator. As a first test we determined experimental $k_0$ factors for a number of ionization chambers. Figure 2 shows the results of this investigation for the PTW Roos parallel-plate chamber, comparing measurement to the TG-51 protocol. The data are normalized at the 18 MeV beam point ($R_{50} = 7$ cm). The standard uncertainty in the experimental determination of the energy dependence ($k'_{SSO}$) is estimated to be 0.5%. The experimental energy dependence deviates from that predicted by TG-51 at low energies and is in good agreement with recent Monte-Carlo investigations of chamber perturbation corrections.
**FIG 1.** Calibration curve for Fricke dosimeter. The inset plot shows the deviation from a straight line.

**FIG 2.** Energy dependence in electron beams for PTW Roos chamber.
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Ten years after the publication of the IAEA TRS-398 Code of Practice for reference radiotherapy dosimetry in 2000 [1] is a reasonable period to analyze the impact of the research made in this field. The use of experimentally determined $N_{\text{DiW}}$, $o$ calibration coefficients and $k_{Q,o}$ beam quality factors for the user chamber, the preferred option in TRS-398, is a practice becoming more common each day, following the increased availability of absorbed dose to water national primary standards [2]. It is also the most suitable procedure to verify the calculated $k_{Q,0}$ values in TRS-398 using perturbation correction factors derived between 15 and 30 years ago and those which would result from the adoption of recent Monte Carlo calculations. It is emphasized that the new MC results available are restricted to a few cylindrical and plane-parallel chambers. Furthermore, most results are still based on the classical approach of assuming independent perturbation correction factors due to different chamber components, rather than simulating in detail real ionization chambers and deriving an overall correction.

In the case of megavoltage photon beams, new MC data agree quite well with the values in TRS-398 with the exception of the NE-2571 Farmer-type chamber. Experimentally determined beam quality correction factors $k_{Q}$ for this chamber as a function of beam quality are shown in Fig. 1, where data compiled in ref. [3] have been updated and complemented according to new publications; a sigmoid weighted fit is included in the figure. Data for the $p_{\text{din}}, p_{\text{wall}}$ and $p_{\text{cel}}$ of a NE-2571 chamber have been calculated by several authors using the EGSnrc MC system. For each factor, we have fitted the set of data available using robust techniques (MatLab) which minimize the influence of outliers, and derived corresponding $k_{Q}$ values. A comparison with the $k_{Q}$ data in TRS-398 (Fig. 2) shows that the difference between the two $k_{Q}$ datasets is very pronounced at the highest energies, and that experimental results fall between TRS-398 and the new MC data. Overall uncertainties in calculated $k_{Q}$ would not decrease by more than 0.1%-0.2%, as both $s_{\text{wall}}$ and $W_{\text{air}}$ dominate the overall uncertainty with their estimates of 0.5% [1]. Considering the small differences involved between the new data for some chambers and TRS-398, the lack of experimental and calculated data for most commercial chambers, and the additional uncertainty caused by the need of adopting new I-values and stopping powers, it can be concluded that time has not arrived yet for recommending changes in TRS-398. Fully detailed simulations of ionization chambers, verified experimentally, would be preferred to the use of independent perturbation correction factors, as well as data for a larger set of commercial chambers, preferably using other MC systems too, to avoid potential bias.

For electron beams substantial differences with TRS-398 have been found for pp-chambers, particularly NACP at low energies. TRS-398 assumed $p_{\text{cell}}$ to be unity for "well-guarded" plane parallel (pp) chambers; despite evidence that wall effects introduce a non-negligible $p_{\text{wall}}$, the lack of reliable data led to recommend this factor to be unity too. Using MC calculations, mostly simulating NACP pp-chambers with EGSnrc, several publications have concluded that both perturbation correction factors differ from unity. The evidence for $p_{\text{wall}}$, including its energy dependence, appears to be consolidated, varying approximately between 1-2% for $R_{50}$ between 8 cm and 1 cm respectively. There is, however, a considerable spread in the data for $p_{\text{air}}$ (discrepancies larger than 1% at some energies are shown in Fig. 3) despite having used the same MC code and chamber geometry, which
precludes a trustworthy analysis. It is stressed that some conclusions based on varying MC transport cut-offs, as well as chamber dimensions, are contradictory or cannot be confirmed. Notwithstanding these constraints, robust fits have been performed on the available theoretical datasets and values of \( k_{Q,Om} \) have been calculated.

**FIG 1.** Experimentally determined beam quality factors \( k_Q \) of NE-2571 Farmer chambers for high-energy photon beams, as a function of TPR\(_{200/10}\): the line is a weighted sigmoid fit of published data.

**FIG 2.** Overall comparison of theoretical and experimentally determined \( k_Q \) data for a NE-2571 Farmer chamber for high-energy photon beams, as a function of TPR\(_{200/10}\) (TYA stands for Ten Years After TRS-398).

**FIG 3.** Compilation of MC calculated perturbation correction factors \( p_{om} \) for a NACP plane-parallel chamber in electron beams by different authors. The dashed line is a robust fit of the data.

**FIG 4.** Overall comparison of theoretical and experimentally determined \( k_{Q,Om} \) data for a NACP plane-parallel chamber in electron beams, as a function of \( R_{om} \).

The set of experimentally determined \( k_{Q,Om} \) for NACP pp-chambers at Primary Standard Labs [4] have been included in our analysis and a robust fit made. Results are compared in Fig. 4, which shows a much better agreement between TRS-398 and the experimental data than the results obtained with the new available MC data. Significant discrepancies can be observed only at the lowest energies, whereas remarkable agreement exists at the high-energy end. Fig. 4 also includes results of very detailed simulations of the overall response of a NACP chamber performed with Penelope which, while deviating at low energy, in general are closer to TRS-398 than the independent perturbations-based MC determinations analyzed above. The comparison points at an apparently overestimated overall perturbation factor \( p_Q \) with the new MC data, probably related to the assumption of independent perturbation effects.
Data for $^{60}$Co γ-ray beams play a fundamental role in electron beam dosimetry, both using cylindrical and pp-chambers, as the data enter into $k_0$ calculations and whenever pp-chambers are cross-calibrated against cylindrical chambers. An important achievement for the $P_{adj}$ of NACP pp-chambers is that the value recommended in TRS-398 has practically been confirmed with independent MC calculations using both EGSnrc and Penelope at an uncertainty better than 0.1%. It is then remarkable that the uncertainty in $k_0$ becomes considerably reduced, eliminating the major constrain for the use of $^{60}$Co-calibrated NACP chambers, and thus its $k_0$ factors, for electron beam dosimetry as well as for other charged particle beams (protons and carbon ions).

The use of a cylindrical chamber in electron beams, either for a direct $D_w$ determination or for pp-chamber cross-calibration, acquires particular relevance if the new MC calculated values of perturbation correction factors for Farmer chambers in $^{60}$Co would be taken into account. It is emphasized that the suggested overall increase of 1.5% of $P_Q$, compared with TRS-398, would appear in the denominator and therefore decrease $k_0$ (of electrons) by the same amount. As a result, the $D_w$ used for a cross-calibration and all relevant $k_0$ factors for pp-chambers would also decrease by approximately the same amount, as the new electron perturbation factors discussed above do not compensate for such large increase. Only for very low electron energies where $P_Q$ approximates 1% there would be a partial balance, but the large difference would persist at medium and high energy. In addition, excellent experimental agreement (at the level of 0.2%) exists between electron dosimetry based on NACP chambers which have been either cross-calibrated or calibrated directly in $^{60}$Co at a standards laboratory. The decrease in absorbed dose of about 1.5% discussed here would yield a considerable discrepancy with such current evidence, which is not likely to be in error by such large amount. The need for finding a solution which provides consistent dose determination in the entire electron (and photon) energy range, irrespective of the procedure used, remains as a major priority.
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Beam quality correction factors for plane parallel chambers in photon beams
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According to modern dosimetry protocols for external beam radiotherapy (e.g. \textsuperscript{a}) the absorbed dose to water \(D_{w,0}\) in a photon beam of beam quality \(Q\) can be obtained by

\[
D_{w,0} = M_Q N_{D,w} k_Q.
\]

Here \(M_Q\) is the reading of an ionization dosimeter in the photon beam of quality \(Q\) (which has already been corrected for all other influence quantities except the beam quality), \(N_{D,w}\) is the calibration factor in terms of absorbed dose to water obtained in a \textsuperscript{60}Co beam, and \(k_Q\) is the beam quality correction factor which corrects for the different response of the ionization chamber in the \textsuperscript{60}Co beam and the photon beam of quality \(Q\). For cylindrical ionization chambers values of \(k_Q\) are tabulated in dependence on the type of the ionization chamber \cite{1}.

For plane parallel ionization chambers, however, no chamber-type specific \(k_Q\) values are given in dosimetry protocols and consequently those chambers cannot be used for absorbed dose measurements in high-energy photon beams according to Eq. (1). The rationale for this is an unacceptably large variation of the \(k_Q\) values for different plane parallel chambers of the same type of up to 4\% which has been reported in early studies \cite{2}. Due to this variation, no reliable chamber-type specific values for the correction factor \(k_Q\) could be tabulated.

However, from some more recent studies (see e.g. \cite{3} and the references therein) there is evidence that for modern plane-parallel chambers the \(k_Q\) factors might vary much less than the 4\% reported earlier, which is probably due to an improvement in the manufacturing process of modern plane-parallel chambers yielding more uniform chambers with smaller tolerances.

To clarify this we investigated the variation of the beam quality correction factors \(k_Q\) for two types of modern plane parallel chambers, namely IBA PPC05 and IBA PPC40. Ten chambers of each type (taken from different manufacturing batches) were cross calibrated in three high-energy photon beams by comparing their reading with the reading of a cylindrical chamber of type NE2561. Assuming that the absorbed dose rates measured with the plane parallel and cylindrical chambers are the same, the beam quality correction factor of the plane parallel chamber \(k_{Q,pp}\) can be obtained by

\[
k_{Q,pp} = \frac{N_{D,w}^{\text{ref}} \cdot M_Q^{\text{ref}}}{N_{D,w}^{\text{pp}} \cdot M_Q^{\text{pp}}} k_Q^{\text{ref}}.
\]

The superscripts “pp” and “ref” denote the plane parallel chamber under test and the chamber used as a reference (NE2561), respectively. The variation of the \(k_{Q,pp}\) values is determined only by the quantities \(N_{D,w}\) and \(M_Q\) which can be measured; the factor \(k_Q^{\text{ref}}\), which has been taken from \cite{1}, is a constant and does not influence the chamber-to-chamber variation of \(k_{Q,pp}\). The calibration factors \(N_{D,w}\) of all chambers were determined in the \textsuperscript{60}Co reference beam of the Physikalisch-Technische Bundesanstalt (PTB), the chamber readings \(M_Q\) were obtained in the 4 MV, 8 MV, and 25 MV photon...
beams available at one of the Elekta Precise linear accelerators of the PTB. The individual $k_Q^P$ factors obtained for all plane parallel chambers are shown in FIG. 1.

![Graph showing kQ factors for PPC05 and PPC40 chambers](image)

**FIG. 1.** Experimentally obtained kQ factors for the chambers of types PPC05 (left) and PPC40 (right). Some of the measurements with PPC40 chambers were repeated after a few days in order to check the reproducibility of the results. The error bars shown on the data do not include the uncertainty of $k_Q^P$ from Eq. (2), they denote only the uncertainty attributed to the ND,w and MQ measurements.

The variation of the $k_Q$ values observed here is less than 0.7% for both chamber types at all beam qualities; the relative standard deviation of the individual $k_Q^P$ values is about 0.2% for each chamber type and beam quality. These values correspond well with the variations observed in similar experiments for other types of modern plane parallel chambers [3].

From the results presented here it can be concluded that chamber-type specific values for the beam quality correction factor $k_Q$ for modern types of plane parallel chambers could be tabulated in dosimetry protocols with an uncertainty which is not much larger than the uncertainty stated for the $k_Q$ factors of cylindrical chambers. This would allow for the use of plane parallel chambers for absorbed dose measurements in photon beams using the same formalism as for cylindrical chambers (see Eq. (1)).
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It is now more than ten years since the TG-51 protocol was published. The AAPM has set up a Working Group to review TG-51 (authors listed above) and provide some much-needed information on the present situation of reference dosimetry for megavoltage photon and electron beams. The two modalities are being discussed separately, and this presentation deals only with photon beams. An addendum to TG-51 has been drafted and the highlights are described here.

Photon beam addendum highlights

i) Calculated $k_0$ factors for new chambers developed after the publication of TG-51

$k_0$ factors for all chambers currently available were calculated using the approach of TG-51. Example data are shown in Figure 1.

FIG 1. Calculated $k_0$ factors for a) a range of IBA chambers and b) chambers of a similar design from different manufacturers.
ii) A comparison of these (and similar) calculations with measured \( k_Q \) factors obtained at primary standards laboratories.

Absorbed-dose beam-quality conversion factors were obtained for 27 different types of cylindrical ionization chamber. The objective was to determine if each chamber met the requirements of a reference-class instrument. Chamber settling, leakage current, ion recombination and polarity, and waterproofing-sleeve effects were investigated, and absorbed dose calibration coefficients were obtained for \(^{60}\)Co and 6, 10 and 25 MV photon beams (%dd(10) \( \leq 84 \) %). As might be expected, 0.6 cm\(^3\) thimble chambers showed the most predictable performance, and experimental \( k_Q \) factors were obtained with a relative uncertainty of 0.1 %. The performance of scanning and micro chambers was somewhat variable. Some chambers showed very good behaviour but others showed anomalous polarity and recombination corrections that are not fully explained at present. For the well-behaved chambers, agreement between measured and calculated \( k_Q \) factors was within 0.4 %; for some chambers differences of more than 1 % were seen.

![Image](image.png)

**FIG 2.** a) Comparison of measured \( k_Q \) factors for the NE2571 ion chamber obtained at different times at the NRC. b) Comparison of measured and calculated \( k_Q \) factors for Exradin ion chambers (6-25 MV photon beams). Other manufacturers’ chambers show similar results.

### iii) Best-practice recommendations to minimize errors and ensure consistent dosimetric reporting

**Reference chambers** – based on the experimental evidence reviewed, the specification for a reference-class ionization chamber is proposed, which will minimize the error in using a dosimetry protocol with calculated beam-quality conversion factors. This specification eliminates the majority of micro-ionization chambers and a number of other chambers (mainly due to anomalous polarity and recombination characteristics). All 0.6 cm\(^3\) Farmer-type chambers and their derivatives are included in the recommended list.

**Polarizing voltage** – two requirements are necessary for correct measurement of the ion recombination correction: i) users characterize any chamber adequately, and (ii) users select the correct polarizing voltage. This Working Group recommends an upper limit of 300 V for thimble chambers used for reference dosimetry.

**Uncertainty** – an analysis showed that the overall uncertainty in the reference dose determination depends on the assumptions made in the clinic and the procedure followed by the physicist. The standard uncertainty in the measurements of absorbed dose to water could range between 0.9 % and 2.4 %, a significant variation.

It is expected that the addendum to TG-51 for photon beams will be published in 2011.
Application of a new dosimetry formalism to IMRT head and neck radiotherapy
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The purpose of our study is to investigate the application of a dosimetry formalism proposed by Alfonso et al [1] to head and neck (H&N) IMRT in the clinic. The aim is to design a representative $f_{pcsr}$ for H&N treatments using IMRT, and evaluate the corresponding correction factors $k_{Q_{pcsr}}$ and $k_{Q_{pcsr}}$ for a Farmer and IBA cc13 chamber and Electronic Portal Imaging Device (EPID) dosimetry used in the clinic.

IMRT treatments at the Royal Marsden Hospital, Sutton are delivered on Elekta Precise® linear accelerators equipped with Synergy cone beam CT systems, EPID and either 1cm or 4mm leaf width (at isocentre) multi-leaf collimators. IMRT treatment planning is performed using a DMPO algorithm on a Philips Pinnacle treatment planning system (TPS).

To establish a representative $pcsr$ field, ten clinical head and neck plans were chosen. A Rando phantom (head and shoulders) was scanned with a cc13 chamber inserted. Based on the clinical protocol a $pcsr$ field was then devised for the Rando phantom, using 7 beams and collimator angle close to zero. The high dose PTV was chosen around the chamber so that the dose was uniform within 1% across the chamber. The plan was inverse planned according to normal clinical protocol. (see FIG 1)
It was thought that this approach was not practical for a code of practice so a second simpler pcsr field was designed for the Rando phantom. This pcsr field was forward planned with 7 fields each at 50 collimator angle. For each field the same 3 rectangular segments were used, making a wedge effect and giving a uniform dose over the chamber. Figure 2 shows the segments for one gantry angle.

**FIG 2 Simplified pcsr field**

For the full manuscript we will determine \( k_{\text{pcsr}}^{f_{\text{clinical}} - f_{\text{ref}}} \) using the clinical and simplified pcsr fields for a Farmer and an IBA cc 13 chamber and EPID. Then we will obtain \( k_{\text{pcsr}}^{f_{\text{clinical}} - f_{\text{pcsr}}} \) for each of our ten clinical plans. In doing this we will gain valuable experience on how to adopt the new formalism in the clinical situation.
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The use of small photon fields has been an established practice in stereotactic radiotherapy/radiosurgery (SRT/SRS) for many years and a lot of work has been published on their use. Nevertheless, when small fields have been included in the delivery of significant patient doses, there have been serious dosimetric errors reported in patient treatment. Recent technological advances in conventional linear accelerators have improved their mechanical accuracy, stability, dosimetric control and there has been an increasing availability in the clinic of standard-, mini- and micro- multi-leaf collimators (MLCs). Small fields are nowadays being used on treatment equipment (machines and treatment planning systems (TPS)) not originally designed for their delivery and modelling. Furthermore specialised systems specifically designed for intensity modulated radiotherapy (IMRT) are in use for patient treatment (e.g. TomoTherapy and Cyberknife). The main aim of this report is to assist the medical physicist in understanding the potential for error, identifying areas to focus on to minimise these, enable the clinic to identify the field size limit where treatment planning and delivery systems can be commissioned with confidence.

An MV photon field is defined as ‘small’ when either of the following conditions is met:

1. The field size is not large enough to provide CPE at the position of measurement. That is, when the field dimensions are comparable or less than the lateral range of secondary electrons for the beam energy under investigation;

2. The collimating device obstructs part of the direct beam source, as viewed from the point of measurement.

The first challenge in narrow field dosimetry is the definition of field size because the conventional approach of classifying fields based on the full width half maximum (FWHM) breaks down at small collimator settings. The second challenge is that most commonly used detectors are simply too big for the determination of dosimetric parameters in a small field. In addition to this, detector size and perturbation effects can be substantial for small fields as opposed to larger fields where they are in general small and manageable. The third challenge is ensuring accurate dose modelling by the TPS. Lastly, changes in the beam spectrum as the field size decreases and the deviation from the conventional reference field size mean that there is no established protocol for absolute or reference dosimetry in small fields and this has implications in the measurement of reference dose based on existing dosimetry protocols.

The large amount of published information on the subject of small field dosimetry is presented in twelve chapters. Attention is drawn to relevant aspects of quality assurance for the treatment machine...
and collimating jaw. The characteristics of commercially available detectors for small field applications are summarised. The majority of the report presents established or newly proposed methodologies on the determination of dosimetric parameters (profiles, depth functions and output factors) for single narrow collimated fields, because it is data on these that are needed to configure fluence and dose calculation models in TPSs and independent monitor unit (MU) verification software. The challenges in absolute, reference and relative dosimetry are addressed in detail. Although dose calculations for treatment planning are not the main focus of this report, a discussion is included on necessary elements in fluence and dose calculation methods that are needed to model the drop in beam output and narrowing of the penumbra at small collimator settings in order to achieve the requirement of a computational accuracy of at least 3%.

The report provides, where possible, recommendations of good working practice on all aspects of small field MV photon dosimetry with the hope that these would be consulted and used alongside the clinical experience, scientific judgement and existing expertise. The areas where solutions are not yet established or would benefit from supporting work to validate existing publications are identified. The report ends suggesting future directions along with future work and research efforts that are needed to reduce uncertainty in the determination of dose in small MV photon fields. This publication shows that these need to be treated as a new modality as far as commissioning is concerned and, that previous assumptions on all aspects of planning, dosimetry, commissioning, delivery and validation should be questioned.
Parallel Session 3b

Internal Dosimetry: Computational Phantoms and Radiobiological Modelling
Computational phantoms and skeletal dose models for adult and paediatric internal dosimetry

W. Bolch, M. Wayson, D. Pafundi

The University of Florida, Gainesville, FL, USA

E-mail address of main author: wbolch@ufl.edu

Dose estimates of internal organs and tissue structures in nuclear medicine have been performed since the early 1960s using 3D representative models of human anatomy constructed from geometric surface equations. This early generation of computational anatomic model is referred to as a stylized (or mathematical) phantom and was first introduced to the research community through the work of Walter Synder at the Oak Ridge National Laboratory and through the Medical Internal Radiation Dose (MIRD) committee of the Society of Nuclear Medicine [1]. In the early 1980s, a series of refined stylized models were introduced by Mark Cristy and Keith Eckerman at ORNL, and these have hence been referred to as the ORNL series of phantoms [2]. With the increasing use of 3D medical imaging – CT and MR – through the mid-to-late 1980s, a second generation of phantom was introduced based upon detailed image segmentation – the so-called voxel (or tomographic) phantom. Efforts to create voxel phantoms covering a wide range of adult and even pediatric sizes continued through the 1990s and into the present day. Recently, however, a third generation of phantom technology has been introduced providing the flexibility / scalability of stylized phantoms, yet retaining the anatomic realism of voxel phantoms [3]. These so-called hybrid phantoms use polygon mesh and non-uniform rational B-spline (NURBS) surfaces to describe both internal organ surfaces and outer body contours of the virtual patient being represented (see Fig 1). Hybrid phantoms uniquely allow one to both standardize internal anatomy, yet develop libraries of phantoms that cover ranges of body heights and weights as might be seen in a given patient population. In this presentation, we will review these various formats and categories of anatomic models available for use in nuclear medicine dosimetry.

Of the many tissues of dosimetric interest in virtual patient phantoms, one of the more challenging to model are the tissues of the skeleton – active bone marrow and skeletal endosteum. Present day models of bone marrow dosimetry utilize extensively a unique but limited set of linear pathlength distributions acquired in the late 1960s to early 1970s at the University of Leeds using contact radiographs of bone histological sections and an optical scanning device. Recent work at the University of Florida has pioneered the use of microimaging techniques of both whole cadaveric bone and cored samples of spongiosa to yield a truly 3D presentation of the bone marrow cavities and bone trabeculae in different skeletal regions and for different subject ages. In this presentation, we will review the progress in providing more realistic models of electron, photon, and alpha particle dosimetry for skeletal tissue dose assessment using Paired-Image Radiation Transport (or PIRT) modeling techniques that couple both a macroscopic model of cortical bone and trabecular spongiosa, with a microscopic model of individual marrow cavities and bone trabeculae. These techniques allow for significant improvements over existing skeletal dose models as they (1) allow for particle escape from spongiosa regions and from small skeletal sites, (2) allow for cortical to spongiosa cross-fire, (3) allow for a ICRP revised 50-micron definition of the skeletal endosteum, and (4) allow for bone-specific reporting of marrow dose (see Figure 2 regarding variations in marrow self-dose within the adult male).
FIG. 1. NURBS-based family of UF hybrid reference phantoms.

FIG. 2. Skeletal site variation in active marrow self-absorbed fraction under PIRT simulations.
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The University of Florida has developed a set of computational phantoms which originated from real human anatomy in the form of computed tomography (CT) image sets. The organ shapes, orientation, and placement of the internal anatomy were directly determined from these image sets, imported into a 3D graphics program Rhinoceros™, and scaled to ICRP reference values [1]. Rhinoceros™ employs a method of volume description called non-uniform rational B-spline (NURBS) surfaces. Any given volume is described by the boundary created by these surfaces. The surfaces themselves are easy to manipulate, so non-reference body morphometries are readily modeled. The majority of the gross human anatomy was created using NURBS surfaces, but the skeleton was treated separately due to its complexity. A skeletal model with delineated cortical bone and spongiosa/medullary cavity regions was created and imported into Rhinoceros™ and left in polygon mesh format [2]. Surfaces are initially in polygon mesh format when imported. They are subsequently converted to NURBS surfaces. The result was a model which combines the anatomic realism of actual human anatomy with the simple deformability of stylized models. This class of phantom was termed the “hybrid” phantom. Male and female models were created for the ICRP reference ages of newborn, 1 year, 5 years, 10 years, and 15 years.

The process for performing internal dosimetry for non-skeletal anatomy is relatively straightforward. Using MCNPX 2.6, radiation transport is performed, and the energy deposited in any given target organ is tallied and divided by the total energy emitted from any given source organ and the target organ’s mass. This calculation yields the specific absorbed fraction or SAF, which contains the critical geometric information needed to perform accurate dose calculations for any nuclear medicine procedure. Coupled with the total number of transformations in the source organ and the radionuclide’s radiation energies and yields, a whole body effective dose can also be assessed.

The process for performing internal dosimetry for skeletal anatomy is not as straightforward. Since the skeletal microstructure is so small and intricate, explicit trabecular bone and marrow cavities are unable to be modeled with NURBS surfaces. Therefore, an alternate method was developed to determine the radiation dose from an external source of photons to red bone marrow and endosteum, the radiosensitive targets of the skeleton. This method is referred to as the photon “dose response function” (DRF). Pre-computed electron absorbed fractions (AF) were used in conjunction with photon mass interaction coefficients to calculate the absorbed dose to the radiosensitive cells of the skeleton per unit fluence of photons incident on the subsegmented spongiosa and medullary cavities [3]. To calculate the SAF, the fluence of photons emitted from any given source organ reaching the spongiosa and medullary cavities was tallied. Then, the total energy emitted from the source organ was used to compute an SAF for red bone marrow and endosteum. The results could then be combined with results from the general organ dosimetry to produce a whole body effective dose for any nuclear medicine procedure.

The objective for this project is to produce a comprehensive set of photon and electron SAFs for all 10 University of Florida pediatric hybrid computational phantoms. The SAFs are calculated for 21 photon and electron energies, more than the current standard dataset. They are calculated for a...
complete index of source and target organ combinations of interest. The results from these calculations are imbedded in a software program capable of producing dose estimates from user input. The user is able to specify the radionuclide of interest and the total number of transformations in each source organ. The software gives dose estimates to all target organs of interest in addition to the whole body effective dose per unit injected activity. A representative sample of the results from a preliminary simulation of a uniform photon source in the liver of the UF female hybrid newborn phantom (UF00F) is shown in Fig. 1. Back-extrapolation and inverse Monte Carlo were used to improve data original subjected to poor Monte Carlo sampling statistics.

**FIG. 1.** Photon specific absorbed fractions from a uniform photon source in the liver for the UF00F phantom.
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A method for inverse treatment planning was developed for targeted radionuclide therapy, taking into account the fact that the efficacy of targeting radionuclide therapy is affected by nonuniformity dose and dose rate distributions in tumors. We introduce the equivalent uniform biologically effective dose (EUBED) concept on treatment planning for targeting radionuclide therapy [1]. The EUBED model converts the spatial biologically effective dose (BED) distribution into an equivalent uniform biologically effective dose value that would produce a biological response similar to that expected from the original BED distribution. According to this, the treatment planning must quantify the relationship between administered activity and the absorbed dose distribution that expressed in terms of biological effect maximizing the EUBED in tumor while the mean dose in dose-limiting normal organs is maintained within accepted values. The method is based on calculation of the absorbed dose distribution using patient-specific imaging data, incorporating radiobiologic modeling to account for effects of dose rate distribution for better prediction of tumor response. For BED calculation, we use a BED model based on cell repair and proliferation during the internal irradiation at low dose rate with beta emitters [2].

The inverse planning process consists in the estimation of activity to be administered from treatment prescription in terms of tumor control probability (TCP), assuming that each amount of administered activity produces the same biological effect, for treatment schemes that use multiple activity administrations equally time-spaced [1]. From SPECT images of absorbed dose distribution at voxel level in Gy/GBq, the differential dose volume histogram is obtained and used together with the mean absorbed dose of the dose-limiting organ as input parameters. From prescribed TCP, the corresponding EUBED is calculated and divided by the number of activity administrations to determine the partial EUBED for one administration. The amount of activity, that produces an EUBED equal to the previously calculated partial EUBED, is determined by an iterative method, from the differential dose volume histogram (DVH). In this algorithm, the constraint condition is that the estimated amount of activity must be lesser than maximum tolerate activity (MTA) by the dose-limiting organ. The optimization process consist in to maximize the EUBED, while the mean dose to limiting-dose organ is maintained within the accept values varying the number of activity administrations. This process is based on the fact that in presence of nonuniform dose distribution, the treatment is less effective as the activity increase [3] and the dose fractionation is better tolerated by patients and may help to alleviate the effects of nonuniform dose distribution on treatment efficacy [1].

The method was validated using a clinical case data for different treatment schemes with different numbers of equal amount of administered activity. The total activity was the same for each selected treatment scheme from which the TCP was estimated by direct treatment planning from SPECT images. Because of, the DVH comprise in one single graph the spatial absorbed dose distribution, the results of inverse treatment planning using the TCP obtained from direct planning were compared with the results of direct planning. The comparison showed no significant differences for both methods. These results validate the method of inverse planning dosimetry proposed in this work.
The obtained results also were compared with the treatment planning based on mean BED to explore the impact of nonuniform BED distribution on treatment efficacy. This analysis demonstrates an important reduction on achieved EUBED for each selected treatment scheme which contribute to reduce the therapeutic effect.

A more detailed description of the method will be published elsewhere [4].

The inverse treatment planning is useful for estimation of the amount of activity to produce an expected effect in terms of prescribed TCP for treatment schemes based on multiple activity administrations and could be applied in clinical routine if radiobiologic parameters of tumor are available. The analysis of results of treatment planning based on mean BED shows an important reduction of likelihood to achieve the tumor control when dose distribution is nonuniform.
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Validating activity prescription schemes in radionuclide therapy based on TCP and NTCP indexes calculation
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In this work a formulation for evaluation and acceptance of activity prescription schemes (single or multiple administrations) in radionuclide therapy based on the calculation of Tumor Control Probability (TCP) and Normal Tissue Complication Probability (NTCP) is presented. The Poisson model was used for TCP calculation and NTCP by using the Lyman-Kutcher-Burman’s (LKB) model [1]. All calculations for biological evaluation of the activity prescription schemes are made from the absorbed dose in mGy/MBq of injected activity calculated from the gammagraphic images. The input data for calculations are activity (MBq) per administration, the number of administration proposed and time interval between administrations (equally spaced).

The TCP (Poisson model) calculation was made by determination of Biological Equivalent Dose (BED) using a formulation of linear-quadratic (LQ) model in which cell repair and proliferation during the irradiation at low dose rate (LDR) were considered [2]. Similarly, NTCP (LKB’s model) calculation was also done from BED determination, but those calculated for LDR were converted to 2Gy-equivalent dose at high dose rate in order to use the tolerance values tabulated [8] and because it is more understandable for physicians. Kidneys, bone marrow and whole body were considered as critical organs. Proliferation was considered only for bone marrow during the BED calculations. The BED model for LDR reported in [2] was extended for multi-exponential dose rate function with any number of terms. A formulation for multiple administrations, equally time-spaced where cumulative dose effects are included, is also tested [3].

The dose distribution was considered homogeneous in tumor volume, keeping in mind that some dose distribution parameters, like equivalent uniform dose (EUD), could be used for description of irradiation effects for non-homogeneous dose distribution [4], as we could find in applications of radionuclide therapy in real clinical situation. Similarly dose distribution in normal tissue is considered as uniform. The tolerance values used where those for whole-volume irradiation of the organ [5]. As acceptance criteria was considered NTCP<0.05; the treatment is not accepted if the critical value is overcame for any critical organs for the proposal.

The evaluation/verification of prescription could be done by two ways: (a) direct evaluation in the expression obtained for TCP and NTCP or (b) determination of optimal activity value by iterative methods for given values of time inter-administration and number of administration. The results obtained for two examples (based on clinical data) are discussed where alternative treatment schemes should be evaluated because of toxicity in critical tissues. Nevertheless, the tolerance (maximum tolerable activity) in radionuclide therapy is established considering the absorbed dose in whole body (below 2Gy), other critical organs (kidneys, bone marrow or any other) should be carefully controlled.
The whole body absorbed dose may be below the tolerance limit, but the critical limit in critical tissues may be exceeded if lesion uptake is reduced. Although the formulation presented here consider a uniform dose distribution in tumour and normal tissues, it could be easily used with dose distribution parameters that describes more realistically the effects of non-uniform dose distributions more realistically.
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Isoeffective dose specification of normal liver during radioembolization using $^{90}$Y microspheres
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Background and Purpose

Although normal tissue tolerance doses for liver undergoing conventional 2 Gy daily fractionated radiotherapy has been well-described (1), the organ tolerance to normal liver (NL) during radioembolization (RE) remains under investigation (2). Injection of Y-90 microspheres into the hepatic artery for targeting of metastatic lesions results in the concurrent delivery of highly heterogeneous pattern of exponentially decaying absorbed dose to the NL. Current methods of specifying dose limiting toxicity to NL by the manufacturer include activity nomograms based on the assumed delivery of 70–130 Gy uniformly to the whole liver at an arbitrary dose rate (3, 4). Dale (5) and O’Donoghue (6) describe how to relate BED (Biological Effective Dose) and EUD (Equivalent Uniform Dose) for radionuclide therapy. Cremonesi (2) has applied the BED model for the NL irradiation using 64 Gy BED as a clinical dose toxicity limit with a cohort of 20 patients. Degree of heterogeneity was not specified and multiple administrations were permitted. No radiation-related toxicities were observed which was consistent with reported dose escalation schemes (3) and the Sirsphere package insert (4). Clearly, absorbed dose non-uniformity must be taken into account when analyzing therapy delivered by RE in order to set a meaningful limits to NL toxicity (7) relative to external beam experience.

Methods

We propose to use the Isoeffective Dose Model (8) which relates the biological effect of a test (unknown) radiation given at various dose-rates, non-uniformity of deposition and/or particle type (RBE) to a standard uniform photon irradiation given in daily 2 Gy fractions. The biological effect of the absorbed dose given by the test irradiation compared to the reference irradiation would be scaled by weighting factors (e.g. $W_{BED}$, $W_{EUD}$, $W_{RBE}$). As an illustrative example for application to radionuclide therapy, absorbed dose to a patient heterogeneously delivered to the normal liver by RE is shown in the DVH data (Fig.1). The DVH data was generated from Tc- 99m – MAA SPECT images to check the post-therapeutic distribution. These distribution data are typical for the results of Y-90 Sirsphere irradiation reported by Cremonesi (2) and consistent bremsstrahlung imaging. Average voxel size was approximately 0.08 ml for a 1500 g liver or 19,000 dose calculation volumes. To compute the BED and EUD for Figure 1 data, an $\alpha/\beta$ ratio of 2.5 Gy and $T_{\text{repair}}$ of 2.5 h was used with the BED (5) and basic EUD model (9). As a first approximation, weighting factors were assumed to be linearly related, resulting in BED and EUD weighting factors to be calculated separately. The weighting factor for BED is expressed as:
\[ W_{\text{BED}} = \frac{\text{Equivalent dose to NL in 2 Gy daily fractions}}{\text{Mean Absorbed dose to the NL}} \quad \text{(Eq. 1)} \]

The weighting factor \( W_{\text{EUD}} \) is computed as:

\[ W_{\text{EUD}} = \frac{\text{EUD for DVH data of absorbed dose}}{\text{Mean Absorbed dose to the NL}} \quad \text{(Eq. 2)} \]

The weighting factor \( W_{\text{RBE}} \) is taken as simply the RBE, since it is already scaled to a reference radiation. Finally, the Isoeffective dose (8) would be expressed as:

\[ D_{\text{isoE}} = W_{\text{BED}} \times W_{\text{EUD}} \times W_{\text{RBE}} \times \text{Mean Absorbed dose to the NL} \quad \text{(Eq. 3)} \]

**Results**

For the sample data provided in Table 1, a mean absorbed dose to the NL was computed to be 27.4 Gy. BED value was 41.0 Gy and corresponding EUD for the NL was 16.9 Gy. To determine the Equivalent Dose (Eq 1), the BED is divided by \((1 + 2.0/(\alpha/\beta))\) or the relative effectiveness for 2 Gy fractions. Using these values to substitute into equations 2 and 3, resulting \( W_{\text{BED}}, W_{\text{EUD}}, W_{\text{RBE}} \) were 0.83, 0.62, 1.0, respectively. Final \( D_{\text{isoE}} \) was computed to be 13.9 Gy. Analysis of other DVH data associated with this clinical trial shows similar results. NL surviving fraction has also been shown to be sensitive to \( T_\text{Vz rep} \). Alpha particle irradiation by RE may be advantageous by increasing the dose/dose rate to the target tissues if minimally irradiated normal tissues are spatially segregated from high dose targeted areas. The Isoeffective Dose Model can be used to relate biological effects of the alpha emitter using voxelized RBE's if dose rate dependence is specified.

**Discussion and Conclusion**

The novel application of the Isoeffective Dose Model was shown to provide a direct association between RE dosimetry and external beam normal organ dose toxicity data through the use of BED, EUD and RBE weighting factors. Non-linear relations between weighting factors over a practical range of clinically relevant parameters (e.g. \( T_\text{Vz rep}, T_\text{dose rate} \) and tissue radiosensitivity) warrants further study. Based on these models assumptions for this sample patient, the \( D_{\text{isoE}} \) of 13.9 Gy is 2.5 times lower than the NTCP reported for NL (\( T_{\text{D50}} = 35 \) Gy) for external beam irradiation. The MIRD committee (Society of Nuclear Medicine) has recommended that \( D_{\text{isoE}} \) be reported in barendson Bd (a biologically weighted absorbed dose unit). Using administered activity nomograms, Y-90 therapy is expected to be safely administered but not optimized for maximum organ tolerance dose nor effectiveness. A practical scanned-based, dosimetric approach may lead to a superior method which results in increased clinical effectiveness. Since these models have limited predictability for small volumes at high dose for a parallel organ architecture, a minimum volume of 700 ml of NL receiving a dose < 20 Gy may be an important determinate for the onset of toxicity. For such macro-regions of inactivity, volume estimate are easily generated and quantified by routine scanning procedures.
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Small and Non-Standard Fields
Small and composite field dosimetry: The problems and recent progress
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While reference dosimetry for broad external beams has been well established [1, 2] the increased use of small fields in intensity modulated radiotherapy (IMRT) and stereotactic radiosurgery (SRS) has revealed that there are many remaining questions about the accuracy of small field dosimetry and what constitutes best practice. Various incidents reported recently demonstrate the need for clear guidelines and recommendations for small field dosimetry.

Some treatment units, such as GammaKnife, CyberKnife and TomoTherapy, cannot establish the broad beam reference conditions prescribed in conventional dosimetry [1, 2]. Ionisation chambers, most commonly used and recommended in reference dosimetry, are too voluminous for use in small fields causing perturbation corrections to become unmanageably large. For many other detectors, the energy dependence and its influence in going from large to small field dosimetry is not well known. While there are some indications that beam quality is not greatly affected by field size (based on the small variation of the water to air stopping power ratios), it is not a priori obvious how to measure beam quality for small fields especially if a broad beam cannot be established at the same unit. Even the definition of field size itself becomes ambiguous due to the apparent beam widening compared to the collimator setting as a result of overlapping penumbrae or lateral charged particle disequilibrium in small fields.

Concerning composite IMRT plans, it is common practice to verify a clinical plan by calculating the dose distributions it will deliver to a homogeneous phantom and verify it by 2D- or 3D-dosimetry methods. However, with the use of more and more complex IMRT plans in order to achieve homogeneous target dose coverage whilst optimally sparing critical organs, dose distributions in homogeneous phantom conditions become increasingly inhomogeneous and accurate dosimetry becomes very difficult if not impossible. This is exemplary of the huge leap between the static fields used for reference and relative dosimetry on the one hand and the way a clinical IMRT treatment is actually delivered on the other hand. There is also an increased tendency of treatment planning systems to be based on fluence calibrations rather than on dosimetric data for a range of field sizes. For those situations reference dosimetry in a composite reference plan would be more relevant.

Several national and international working groups have been established in recent years to provide literature review, guidelines and recommendations for small and composite field dosimetry (IPEM, DIN, NCS, IAEA/AAPM...). An international working group on small and composite field dosimetry formed by the IAEA in collaboration with the AAPM, published a proposed formalism extending the recommendations from IAEA TRS-398 to fields that cannot establish conventional reference conditions as well as to composite fields [3]. This formalism introduces the concepts of machine specific or intermediate reference fields for static small fields and plan-class specific reference fields for composite fields, which both deviate from conventional reference fields and bridge the gap with smaller fields and clinical composite fields, respectively. The dosimetry for both types of fields

1 On behalf of an international (IAEA and AAPM endorsed) working group on small and composite field dosimetry consisting of: Rodolfo Alfonso, Pedro Andreo, Roberto Capote, M Saiful Huq, Joanna Izewska, Jonas Johansson, Warren Kilby, Rock Mackie, Ahmed Meghzifene, Hugo Palmans, Karen Rosser, Jan Sennijens and Wolfgang Ullrich.
requires dosimeter perturbation correction factors that can be evaluated using Monte Carlo simulations or experiments.

This presentation will review the problems associated with small and composite field dosimetry and recent solutions that have been proposed for various of the above mentioned problems. Concerning beam quality measurement for example, several authors have proposed an equivalent field size method combined with generic tabulated data of depth dose characteristics. Others have demonstrated that dose-area-product measurements combined with lateral distributions can offer an alternative. Dosimeter volume averaging can within certain limits be corrected for by high-resolution 2D- or 3D-dosimetry methods such as film and gel dosimetry. Others have proposed abandoning the concept of measuring dose at a point but rather measure dose over a volume coinciding with the detector’s sensitive volume, an approach particularly useful for plan-class specific reference fields. The energy dependence of dosimeters like diodes can be dealt with by cross-calibrating them against ion chambers at an intermediate field, small enough to contain negligible head scatter contribution but large enough to exhibit lateral charged particle equilibrium and minimal volume averaging for the ion chamber.

The second part of the presentation will deal with the proposed formalism [3] and review the status of data collection from the literature and recent experimental and Monte Carlo work to derive the necessary correction factors for its application. Based on a discussion of uncertainty requirements of small and composite fields the significance of perturbations emerging from those data is evaluated. The general observation is that for most machine specific or intermediate reference fields and plan-class specific reference fields the correction factors are within 1-2% from unity while for relative field output factors in small fields down to 5 mm field size perturbations are still within a manageable limit of 5% for detectors that exhibit sufficiently low volume averaging and are not too much affected by e.g. high-Z metallic electrodes and cable currents. In general these observations indicate that it is well feasible to apply the formalism but that more data are needed for pinning down correction factors within uncertainty levels of a few tenths of a percent.
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On the implementation of a recently proposed dosimetric formalism to a robotic radiosurgery system
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This work seeks to implement a recently proposed dosimetric formalism for the reference dosimetry of small and non-standard fields [1] in a CyberKnife\textsuperscript{a} Robotic Radiosurgery System.

Calibration dosimetry measurements were performed in the non-standard, 60 mm diameter, machine specific reference (msr) field using a Farmer ion chamber (PTW-31013), five cylindrical chambers with cavity lengths ranging from 16.25 mm down to 2.7 mm and alanine dosimeters. Comparison of the Farmer dose response with corresponding results using the alanine pellets was performed to establish the chamber’s msr correction factor according to the proposed dosimetric formalism. The Farmer chamber dose response was also compared against corresponding results of the smaller cavity length cylindrical chambers to assess the volume averaging effect.

Output factor (OF) measurements were performed for the 5 mm, 7.5 mm, 10 mm and 15 mm diameter small fields using two microchambers, three diode detectors, alanine dosimeters, TLD microcubes and EBT Gafchromic films. Appropriate correction factors were calculated for the ion chamber and diode detector OF measurements using, a published Monte Carlo-based method [2]. Corresponding volume average correction factors were calculated for the alanine output factor measurements using the 3D dose distributions measured with polymer gel dosimeters. These correction factors were applied to diode, microchamber and alanine OF measured results to account for the changes in detectors response according to the new dosimetric formalism. The accuracy of the calculated correction factors was validated by comparing the diode, microchamber and alanine dosimeters corrected OF values and the corresponding results measured using TLD and EBT film water equivalent dosimeters.

Farmer chamber and alanine reference dosimetry results were found in close agreement, yielding a correction factor of $k_{ref, OF} = 0.999 \pm 0.016$ for the chamber readings. These results were also found to be in agreement within experimental uncertainties with corresponding results obtained using the shorter cavity length ionization chambers. The mean measured dose values of the latter however, were found to be consistently greater than that of the Farmer chamber. This finding, combined with an observed inverse relationship between the mean measured dose and chamber cavity length that follows the trend predicted by theoretical volume averaging calculations in the msr field [3], implies that the Farmer $k_{ref, OF}$ correction is greater than unity. Regarding the output factor results, deviations as large as 33\% were observed between the different dosimeters used. These deviations were
substantially decreased when appropriate correction factors were applied to the measured microchamber, diode, and alanine values. After correction, all diode and microchamber measured output factors agreed within 1.6% and 3.1% with the corresponding alanine and TLD measurements, respectively. The weighted mean output factors were 0.681 ± 0.001, 0.824 ± 0.001, 0.875 ± 0.001 and 0.954 ± 0.001 for the 5 mm, 7.5 mm, 10 mm and 15 mm beams, respectively.

In conclusion, this work showed that the Farmer chamber can be used for reference dosimetry in the msr field of this treatment delivery system. The reference dosimetry results of this work obtained using chambers with different cavity lengths, combined with previous literature findings [4], suggest that a Farmer chamber dose response correction factor of 1.01 may improve calibration measurement accuracy. The correction is less than 0.5% for ion chambers with cavity lengths less than 10 mm. Substantial improvements in small field output factor measurement accuracy can be obtained when using microchambers and diodes by applying appropriately calculated correction factors to the detector measurements according to the proposed dosimetric formalism, and their routine use is therefore recommended.
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Small field dosimetric measurements with TLD-100, alanine and ionization chambers
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In an effort to develop a code of practice (CoP) for reference dosimetry for small and nonstandard fields, an IAEA working group has been formed which has published a new formalism for small and non-standard fields (Alfonso et al; 2008). An investigation of the formalism as they apply to intensity-modulated radiation therapy (IMRT) treatment fields was undertaken using multiple measurement techniques. An attempt to derive calibration coefficient corrections for ionization chambers was the desired outcome to provide a basis for comparison with the secondary accredited dosimetry calibration laboratory’s (ADCL) \(^{60}\)Co standard. Beam quality conversion factors, \(k_{Q_{0}}^{new}\), are determined using equation 1; where beam quality \(Q_{0}\) is \(^{60}\)Co and the beam quality \(Q_{small\; fields}\) corresponds to a static 6 MV photon beam. Measurements for \(k_{Q_{0}}^{new}\) were made for field sizes ranging from (1.6x1.6) cm\(^2\) to (10x10) cm\(^2\). Absorbed dose to water (D\(_w\)) was determined using both TLD-100 provided by the University of Wisconsin ADCL and alanine dosimeters provided by the National Institute of Standards and Technology (NIST). Ionization chamber readings (M) were measured using three different ionization chambers.

\[
k_{Q_{0}}^{new} = \left(\frac{D}{M}\right)_{\text{lin}} \left(\frac{D}{M}\right)_{6}\]

(1)

The Exradin A12 chamber (Standard Imaging, Inc., Middleton, WI), used for measurements, displayed volume averaging effects as the field size decreased (Figure 1). Both the Exradin A16 and A1SL chambers displayed a statistically flat dependence with decreasing field size (Figure 2 and 3). The \(k_{Q}\) correction factor used in the standard TG-51 CoP for (10x10) cm\(^2\) fields was found to be within the k=1 total uncertainty for the majority of the TLD determined small field beam quality conversion factors.

![FIG 1: TLD determined small field correction factors for Exradin A12 farmer ionization chamber (0.65 cm\(^3\)).](image1)

![FIG 2: TLD determined small field correction factors for Exradin A1SL ionization chamber (0.057 cm\(^3\)).](image2)
The TLD-100 chips were found to have an average standard deviation (reproducibility) of ∼1.5%. Error bars in Figures 1 to 3 represent the dose to water uncertainty at k=1. The combined standard uncertainty is ∼3-4%. Alanine pellets provided by NIST were irradiated with the same method as the TLDs. They were each given a dose of 40 Gy and returned to NIST to be read. The results are shown in Table 1 and show a discrepancy of up to 4.9% between the measured and delivered doses, with the largest discrepancies for the (16 × 16) mm$^2$ field. (Table 1). We can conclude that TLDs and alanine do not have the precision required to measure the ionization chamber beam quality conversion factors with the desired precision of less than 1%.

Future work will include measurements for composite small field treatments or Plan Class Specific Reference Fields (PCSR) as outlined in the proposed IAEA small field dosimetry protocol. The precision of TLDs and alanine in composite fields as opposed to single static field is not expected to differ much. Measurements will be made to verify this hypothesis and results from these measurements will also be used in future research as benchmarks for Monte Carlo simulations. A small phantom was developed for these measurements (Figure 4). A head and neck IMRT plan will be used as the example treatment field. The plan will be designed such that the central region of the composite field where the detectors are located will receive a uniform dose. Measurements will be taken at every step in the calibration transfer process (Figure 5). This chain starts at standard chamber calibration procedures of 5 cm depth in water for a (10x10) cm$^2$ field in $^{60}$Co and ends with the chamber in phantom in a PCSR field.
Application of a new formalism for dose determination in Tomotherapy HiArt
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Tomotherapy HiArt (TTHA) is a machine designed for image guided intensity modulated radiation therapy for cancer patients. TTHA radiation delivery modality is very complex, being a combination of rotation of the source, translation of the couch and fast binary movement of 64 pairs of leaves producing a very high number of beamlets (~10\(^7\)).

The application of international Codes of Practice for absolute dose determination for TTHA is a challenge because of the machine architecture that makes not feasible the recommended reference conditions. It cannot provide a 10 cm x 10 cm field and absolute dose determination in water is difficult because of the small diameter of the bore, forcing the user to perform absolute calibration in non standard geometric conditions. Moreover, the lack of flattening filter leads changes in lateral profile of the photon fluence compared to a conventional linear accelerator (Linac), adversely affecting the homogeneity of the dose profile along the length of detector sensitive volume and making critical the choice of the ionization chamber with the appropriate sensitive volume. In addition, energy spectrum modification in Linacs without flattening filter has been demonstrated [1] to have an effect on the strength of relationship between beam quality indexes TPR\(_{20,10}\) and \(\%dd(10)\) and the beam quality correction factors \(K_{Q_{100}}\) and \(K_Q\) for IAEA398 [2] and AAPMTG51 [3], respectively.

Some authors carried out Monte Carlo simulation to determine correction factors for limited number of ionization chambers in order to apply the conventional Cops to TTHA for absorbed dose measurements [4, 5]. Some authors used those data for absolute dose determination [6], whereas other authors measured chambers correction factors by direct calibration against alanine dosimeters [7].

Recently, a new formalism for absolute dose determination in non standard field was proposed by IAEA group [8]. It provides a comprehensive and effective extension of IAEA398 [2] for the dose determination in complex radiotherapy machines.

The aim of this paper is to investigate the dosimetric effects on several ionization chambers due to specific modality of TTHA radiation delivery. The application of the new IAEA formalism to absolute dose determination at static and helical IMRT fields of TTHA is reported and compared the other methods proposed in literature [4, 5].

At our knowledge, a complete and systematic application of the new formalism at TTHA has not been yet addressed, although some authors [9] are carrying out MC simulation to compute correction factors suggested by Alfonso.

In this work \(K_{Q_{100}}, K_Q\) factors, as defined in the new formalism, were determined with an experimental approach, performing measurement in water phantom using, as reference dosimetry, alanine/EPR system operating at the Istituto Superiore di Sanità, Italian National Institute of Health, and traceable to the Italian Primary Standard Dosimetry Laboratory (INMRI-ENEA) [10]. Pinpoint, Farmer and A1SL Exradin ionization chambers were investigated.
According to the new formalism, a machine specific reference field was defined and the correction factor, \( K_{\text{ref},s}\ ), for ionization chambers was determined to account for the beam variations due to the non-conventional reference conditions at TTHA with respect to a Siemens Linac IAEA reference conditions (see Table 1). In addition, a set of composite plan class specific reference fields, pcsr, close to typical clinical treatment was defined (varying field dimension and pitches values) and the corresponding \( k_{\text{pscr-ref}} \) were found out. Finally, for an actual treatment, dose was determined in water with alanine and compared to that evaluated with ionization chamber applying the new formalism. Preliminary results for Farmer chamber are reported in Tables 2 and 3 for static and dynamic fields, respectively.

**Table 1. Reference conditions for dose determination at Linac and at TTHA.**

<table>
<thead>
<tr>
<th></th>
<th>Siemens LINAC</th>
<th>TTHA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field dimension</td>
<td>10x10 cm²</td>
<td>5x10 cm²</td>
</tr>
<tr>
<td>SSD; SCD</td>
<td>90 cm; 100 cm</td>
<td>75 cm; 85 cm</td>
</tr>
<tr>
<td>Nominal energy</td>
<td>6 MV (TPR20,10 =0.674)</td>
<td>6MV (‘TPR20,10’ =0.613)</td>
</tr>
<tr>
<td>Nominal Dose rate</td>
<td>200 cGy/min</td>
<td>800 cGy/min</td>
</tr>
</tbody>
</table>

**Table 2. Dose determination at TTHA reference field with different methods compared with alanine route.**

<table>
<thead>
<tr>
<th></th>
<th>Dose (Gy) (Jeray2005)</th>
<th>Dose (Gy) (Thomas 2005)</th>
<th>Dose (Gy) (alanine)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Farmer chamber</td>
<td>9.90</td>
<td>9.94</td>
<td>10.15</td>
</tr>
</tbody>
</table>

**Table 3. Correction factors \( K_{\text{pscr-ref},s}\) and \( k_{\text{pscr-ref}} \) for static and composite beam reference dosimetry.**

<table>
<thead>
<tr>
<th></th>
<th>( K_{\text{pscr-ref},s})</th>
<th>( k_{\text{pscr-ref}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Farmer chamber</td>
<td>1.018</td>
<td>0.982</td>
</tr>
</tbody>
</table>

\( k_{\text{pscr-ref}} \) per

\( K_{\text{pscr-ref},s}\) and \( k_{\text{pscr-ref}} \) per

\( K_{\text{pscr-ref},s}\) and \( k_{\text{pscr-ref}} \) per

\( K_{\text{pscr-ref},s}\) and \( k_{\text{pscr-ref}} \) per

\( K_{\text{pscr-ref},s}\) and \( k_{\text{pscr-ref}} \) per
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Advanced dosimetry techniques for accurate verification of non-standard beams
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The purpose of this work is to apply established reference dosimetry techniques \cite{1} for the verification of various nonstandard field deliveries.

A cylindrical polymethyl methacrylate (PMMA) phantom filled with water was constructed in the center of which absorbed dose to water was measured. Two candidate plan-class specific reference (pcsr) fields \cite{2} for (i) linear accelerator (a Varian\textsuperscript{e} Clinac\textsuperscript{TM} 6 EX linear accelerator)-based and (ii) TomoTherapy\textsuperscript{e}-based typical head and neck IMRT deliveries were planned. The absorbed dose to water in each pcsr field normalized to that in a reference 10x10 cm\textsuperscript{2} field was measured using: (i) Gafchromic EBT films, a diamond detector, and a guarded liquid-filled ionization chamber \cite{3} for the linac-based IMRT delivery and (ii) a PTW microLion chamber for the TomoTherapy\textsuperscript{e}-based IMRT delivery. Based on the new dosimetry formalism \cite{2}, pcsr correction factors \(k_{\text{pcsra},j}\) were measured for five air-filled ionization chambers (Exradin A12, NE2571, Exradin A1SL, Exradin A14 and PinPoint\textsuperscript{e} 31006) in fully rotated and collapsed deliveries for the linac-based IMRT delivery and only in a fully rotated delivery for the TomoTherapy\textsuperscript{e}-based IMRT delivery. For each ionization chamber, the expected correction factor \(k_{\text{pcsra},i}^{\text{ideal}}\) in idealized (gradient-free) conditions was also determined. Details of calculating the expected theoretical correction factor have been published elsewhere \cite{1,4}.

For the linac-based IMRT delivery, the correction factor \(k_{\text{pcsra},i}^{\text{ideal}}\) in the fully rotated delivery was the same (0.9955-0.9986) within the measurement uncertainty of 0.3 % \cite{1}, as plotted in Fig. 1(a). However, the measured correction factor is systematically lower than that in ideal conditions. This suggests that the dose distribution of the pcsr field is not perfectly uniform over the measurement region. In the collapsed delivery, the correction factor is more chamber-type dependent (0.9960-1.0048). This is attributed to the effect of systematic residual gradient effects on the smaller chambers, i.e., Exradin A12, Exradin A14 and PinPoint\textsuperscript{e} 31006.

As shown in Fig. 1(b), the correction factor \(k_{\text{pcsra},i}^{\text{ideal}}\) for the TomoTherapy\textsuperscript{e}-based IMRT delivery is very similar for the Exradin A12 and NE2571 Farmer-type chambers (1.0043 and 1.0037, respectively) and the smaller chambers (1.0071-1.0076) with a measurement uncertainty of 0.3 %. However, the correction factor differs by 0.33 % between the Farmer-type and smaller chambers. The measured correction factors for the Farmer-type chambers agree well with the predicted ones, whereas those for the smaller chambers are 0.5-0.6 % greater than the expected correction factors. We speculate that the lower gradient integration effect to the smaller chambers may lead to more significant and variable correction factor.

Further study is required to investigate the difference of the pcsr correction factors between the measurement and expectation in idealized conditions, especially for the smaller chambers.
The four independent dosimetry techniques demonstrated in this work carried out the relative dose measurement in the pcr fields to within 0.3 % 1σ uncertainty level. These nonstandard field dosimetry techniques will be helpful to improve dosimetric accuracy for other nonstandard beams.

FIG. 1. Measured correction factor $k_{Q_{meas}}^{Q_{ref}}$ of each air-filled ionization chamber for candidate plan-class specific reference fields of (a) linear accelerator-based and (b) TomoTherapy®-based head and neck IMRT deliveries. The figure also includes the $k_{Q_{meas}}^{Q_{ref}}$ data extracted from Tessier et al. work [5] and Wang et al. study [6] using the equation derived by Bouchard et al. [4] for ideal pcr correction factor.
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Internal Dosimetry: Patient Specific Methods
Imaging based, patient specific dosimetry
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The prognosis of achieving longtime remission for disseminated cancer disease is in many cases poor. A systemic treatment is required and therefore external beam radiation therapy is less suited. Treatment with radiolabeled pharmaceuticals, so called radionuclide therapy is such a systemic treatment. In radionuclide therapy, the absorbed dose is delivered by administration of radionuclides that emit electrons or alpha particles. It is here assumed that the released kinetic energy is transferred by interactions to sensitive parts of the cells activating cell death, and thus an accurate dosimetry is important. However, absorbed dose planning for radionuclide therapy is a real challenge in that the source cannot be turned on or off (as in external beam therapy) but decays exponentially with characteristics depending on the biokinetics and the radionuclide half-life. On a small-scale, the radiopharmaceutical is also heterogeneously distributed which means that the energy deposition is generally nonuniform. The biokinetics may also change over time which means that activity measurements need to be made at several time points to estimate the total amount of released energy in an organ or tumour. Practical issues regarding the number of measurements and patient mobility may therefore limit the accuracy in this calculation. The dose-rate for radionuclide therapy is also much lower than in external beam therapy. Since the treatment is systemic, circulating activity may result in absorbed doses to normal organs and tissues. Often this poses a problem and puts a limit on the amount of activity to can be administered. This is one of the major reasons for the requirement of an accurate patient-specific dosimetry.

One of the major problems is that the biokinetics varies between patients and the activity uptake and clearance should therefore be measured for each individual patient in order to estimate the total number of decays in a particular organ/tissue. The way that this can be performed is either by sequential planar scintillation camera measurements or by SPECT methods. Scintillation cameras generally have a low spatial resolution and sensitivity (cps/MBq) due to the collimator. The resolution is in order of 1-2 cm depending on the source location and radionuclide characteristics. Image noise is also a major problem since only a small activity is given for pre-planning which can degrade the image quality.

Dosimetry using 2D planar imaging and the conjugate-view activity quantitation method have been used for many years. The quantification of the activity includes several approximations. In a planar acquisition the source depth in the patient is not resolved which makes the correction for photon attenuation and unwanted contribution from scattered photons to the image less accurate and consistent. Furthermore, contributions from activity uptakes that overlap the volume of interest in the image is a major problem. For calculation of the absorbed dose, the organ mass also needs to be determined, which can be made using patient CT images, or, using less accurate estimations from standardized phantom geometries. The energy deposition and transport is done based on pre-calculated dose factors from standardized phantom geometries. Despite these problems, the conjugate-view method has been the major choice for many dosimетrical studies.
SPECT provide a possibility for 3D activity measurements. In this method, correction for non-homogeneous photon attenuation, scatter and loss of spatial resolution due to the collimator are today quite accurate when incorporated in iterative reconstruction methods. SPECT also allows for an accurate 3D absorbed dose calculation in that the patient's geometry can be taken into conseration if a co-registered CT study of the patient is available. Modern hybrid SPECT/CT cameras make such calculations relatively straight-forward. A major advantage using SPECT imaging is also that the absorbed dose calculation is on a voxel-level which may reduce the need for an accurate organ delineation and problems due to partial-volume effects. Dose-volume histograms are possible to obtain. However, a limitation with the SPECT based method is the small axial field-of-view (about 40 cm) of a SPECT camera.

Image-based absorbed dose calculations can be made either by convolution methods using pre-calculated dose kernels for photons and electrons or by implementing full Monte Carlo calculations where each individual particle is simulated until termination and the energy released in each interaction site is scored in individual voxels. Here, a quantitative accurate SPECT study of the activity distribution an and registered CT study describing the patient's specific geometry are used as input. The main advantage of Monte Carlo simulations as compared to convolution methods is that non-homogeneities and boundary is included in the calculation. However, such simulations take considerable longer time to perform.

This presentation with focus on describing the different methods that today is used for 2D and 3D image-based patient specific dosimetry calculations and link the description of these methods to examples of clinical studies that are ongoing at the Lund University Hospital.
Good practice of clinical dosimetry reporting
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A lot of recent publications in Nuclear Medicine contain data on dosimetric findings for existing or new, diagnostic or therapeutic agents. In many of those articles, however, the description of the methodology applied for dosimetry is lacking or omitting important details.

Our intention is to guide the user through a series of suggestions for reporting dosimetric approaches. The authors are aware of the large amount of data required to report the way a given clinical dosimetry procedure was implemented. Another aim of this guidance document is to provide comprehensive information for preparing and submitting publications and reports containing data on internal dosimetry.

The items addressed in this guidance document on good practice of clinical dosimetry reporting could also be used as a checklist by reviewers of manuscripts submitted to scientific journals or grant applications. In addition, this document could be used to decide which data are useful for a documentation of dosimetry results in individual patient records. This may be of importance whenever the approval of a new radiopharmaceutical by official bodies such as EMEA or FDA is envisaged.

In detail the following items are addressed:

a) Equipment

This includes but is not limited to summarize the kind of equipment used for the study and the appropriate quality control measures taken.

b) Image Quantification

This includes acquisition settings and the corrections performed (e.g. attenuation, scatter, dead time, processing parameters for SPECT or PET, background) in addition to the calibration of the devices used.

c) Biokinetics

The number of data points per patient needs to be documented as well as the integration and fitting procedure of the time-activity curves. The way the data are extrapolated after the last measured data point also needs to be documented.

d) Dosimetry calculations

All the steps leading to a final calculation of the absorbed dose should be given for individual patients. If results are expressed in Gy/MBq, then the injected activity should also be reported. Care should be taken that the significant numbers of digits in the resulting values for absorbed doses do not exceed the errors of the underlying process. If possible, errors margins including the results of a propagation of error calculation should be included.
e) Miscellaneous items

In some cases confounding factors such as the use of recombinant human TSH in the case of differentiated thyroid cancer or renal protection agents (e.g. sometimes used during treatments with radiolabelled peptides) might alter the biokinetics of a given radiopharmaceutical. This information should be provided.
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Pitfalls in patient specific dosimetry
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Introduction: \textsuperscript{131}I is used to treat patients with Differentiated Thyroid Cancer after thyroidectomy to eliminate the malignant tissue. The dose was calculated by the MIRD dosimetry.

The aim of this paper was to analyze the pitfalls that occurred while calculating the lesion tumoricidal dose with the objective to minimize the damage to normal organs (lung and bone marrow).

Radionuclide therapeutic activity was calculated after image quantitative analysis and treatment planning taking into account the radiobiology of the patient.

Material and methods: 30 patients with Differentiated Thyroid Cancer were studied determining whole body \textsuperscript{131}I retention after 3 mCi administration of this radiotracer with a planar gamma camera during 5 days or until the retained activity was less than 1\%. Images of the target and risk tissues were acquired to procure \textsuperscript{131}I uptake and biological half life. Blood concentration of the same isotope (\% Dose/liter) was also measured at different times after the isotope ingestion.

Additional organ and metastatic tissue kinetic analysis was carried out. Accurate determination of the retained activity in the lesions is not easy to obtain on account of different factors that introduce important errors which have to be corrected: a) tissue Attenuation, b) Scattering, c) Collimator Septal penetration and d) Partial Volume Effect.

The quantification of the activity in the lesions was performed by determining the uptake in a region of interest (ROI) corresponding to the tissue to be evaluated and comparing its activity with a known standard.

From the isotope “Residence Time” in the whole body, the blood kinetic data and the application of the MIRD software, the maximum treatment dose that could be administered to the patient without producing injury to normal tissues, was established.

Influence of other factors were also evaluated: a) Instrument dead time contribution on whole body uptake determination, b) Amount of \textsuperscript{131}I administered activity to avoid stunning effects, c) Correct organ activity determination after instrument sensitivity stability, attenuation, scattering, collimator penetrating effect of the radiation and partial volume effect correction, d) correct blood sample anticoagulation to keep the blood homogeneity, e) Time choice for correct kinetic curve parameter determination, f) Image processing filters affecting organ volume size and ROI border limits determination, g) Choice of the standard sample for comparison with 100\% of the administered activity.

Experimental measurement errors were assessed to estimate the maximum possible error that could be accepted.

Results: Corrected and uncorrected whole body uptake images, blood sample curves and experimental error estimation are shown. The results indicate which errors have to be considered at the most.
Those are also the main teaching factors to be taken into account when the technique is set up in a Nuclear Medicine laboratory. Regrettfully some of them are not easy to correct because they need special elements: 3 window spectrometer to correct for scattered radiation and septa penetration; phantom to determine the k factors corresponding to the scatter and septal penetration contribution in the photopeak, phantom with inserts to determine the Contrast Recovery curve to correct for Partial Volume Effect. In addition it is necessary to process the images data with the Mathlab software.

**FIG 1 shows the Whole Body**

**FIG 2: A: Patient measured in Photopeak window, B: Same patient with Scatter contribution and Septal penetration subtracted**

**Quantification Error Estimation:** It was carried out with a “Data Spectrum Torso Phantom” including small known volume lesions (3 ml). Images were acquired with the same technology as for patients (3 window method attenuation correction, Partial Volume Effect correction). Determined errors were 3%.

**Conclusion:** As a consequence of this study a training programme was written in an attempt to make useful and appropriate dosimetric studies. In the future, hybrid instruments (SPECT/CT and PET/CT) will be widely available increasing image spatial resolution, attenuation / scatter correction and processing techniques that will turn this methodology simpler.
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Towards patient-specific dosimetry in nuclear medicine: Associating Monte-Carlo and 3D voxel-based approaches
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In nuclear medicine, radiopharmaceuticals are incorporated into the body and distributed through biokinetic processes. Thus, each organ can become a source of radiation delivering a fraction of emitted energy in tissues. Therefore, internal absorbed dose must be calculated accurately and realistically to ensure the patient radiation protection. Until now, the absorbed doses were derived from standard mathematical models, in which different regions are defined by complex equations. To offer more realistic geometries of the human morphology, an alternative class of anatomical models called voxel phantoms was then developed and adopted by the International Commission on Radiological Protection (ICRP) and the International Commission on Radiation Units and Measurements (ICRU) to represent the reference adult [1].

In this context, the Internal Dose Assessment Laboratory (IRSN, France) has developed the software OEDIPE, French acronym for “tool for personalised internal dose assessment” [2,3]. This user-friendly graphical interface written using the Interactive Data Language (ITT Visual Information Solutions, USA) enables the dose evaluation in associating voxel phantoms and the MCNPX Monte-Carlo particle transport calculation code (LANL, USA) [4]. It can provide either the mean absorbed dose at the organs’ level or at the voxel level, where the isodose curves are superimposed on the anatomical images.

When internal emitters are involved, the calculation of absorbed dose to radiosensitive tissues is based on the combination of biokinetics, nuclear decay data and the Specific Absorbed Fraction (SAF). This geometric parameter is defined as the fraction of energy emitted from a source organ that is absorbed by a target organ, divided by the mass of the target organ. Thus, SAFs were calculated for monoenergetic photon and electron sources for the new ICRP/ICRU adult reference phantoms using the OEDIPE software. First, the results were validated by comparison with those obtained by the German center for environmental health (HMGU, Germany) using the EGSnrc Monte-Carlo code. They showed overall agreement for photons and high-energy electrons with differences lower than 8%. Nevertheless, significant differences were found for distant organs for low-energy electrons due to large statistical uncertainties and the differences in electron transport algorithms used by EGSnrc and MCNPX. Then, for photon SAFs, the values calculated for the voxel phantoms were compared to the one derived from mathematical phantoms. It showed that for cross-fire, for many organ pairs, voxel phantom SAFs were higher than current values based on stylised models. Indeed, the inter-organ distances are larger in the mathematical phantoms than in reality, due to the simplified organ shapes that were required owing to the limited computational capacities available at the time when these models have been developed. For electron SAFs, it was assumed until now that the energy of the non-penetrating emissions was entirely deposit in the source organ. Calculations realised with Monte-Carlo codes showed that it is worthwhile to calculate electron SAFs, especially for higher electron energies and for small, not distant and walled organs.
In a second step, absorbed doses for different radiopharmaceuticals, currently used in nuclear medicine, were determined for the voxel reference phantoms using OEDIPE and the standard biokinetic described in ICRP publication 53, 80 or 106. They were then compared to absorbed doses for the stylised phantoms. Significant differences were found for some organs, depending on the radiopharmaceutical of interest, due to the differences in weight and distances between organs and the approximations previously used for electrons.

The contribution of reference absorbed dose values is necessary for diagnostic radiopharmaceuticals. However, the anatomical parameters can be far from the reference values, especially in the medical field. Thus, it is of interest to study the influence of the various patients’ morphologies on the absorbed doses. This was achieved for different radiopharmaceuticals using the versatility of the OEDIPE software. To this aim, the biokinetic models of the ICRP were integrated and about 10 specific-patient voxel phantoms were constructed from whole-body PET/CT scans.

Finally, the use of a well-supported radiation transport code such as MCNPX with knowledge of patient anatomy and physiology will result in a significant improvement in the accuracy of personalised dose calculations, in particular in internal radiotherapy.
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Clinical implementation of patient-specific dosimetry: Comparison with absorbed fraction-based methods
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The clinical feasibility and benefit of using 3-D, imaging-based, patient-specific dosimetry on treatment outcome should be assessed to evaluate the potential benefits of this dosimetry approach. As a first step to demonstrating clinical feasibility, we have used the previously described patient-specific dosimetry software package, 3D-RD, for the prospective calculation of the therapeutic activity administration to a pediatric thyroid cancer patient with diffuse lung metastases. The Monte Carlo-based calculation was performed in “real-time” so as to help the treating physician determine the appropriate therapeutic radioiodine activity. In this case, the constraint was on delivering no more than 27 Gy to the lungs of this patient as this has been reported as the maximum tolerated dose for normal lung. The impact of using 3D-RD in this calculation was assessed by comparing the result obtained with a MIRD whole-organ S-value-based dosimetry approach as implemented in the OLINDA dosimetry software. A substantial difference (39%) between the 3D-RD and the MIRD-based value was found when the OLINDA calculation was implemented by selecting a pediatric phantom that matched the patient’s weight. In a retrospective examination of the OLINDA calculation and with the benefit of the 3D-RD analysis we identified the reason for the discrepancy and were able to reconcile the differences. Analysis of additional patient data, including the assessment of differential therapeutic outcome, is essential in evaluating the value of sophisticated but logistically demanding dosimetry approaches such as 3D-RD.
Plenary Session 5
External Quality Audits in Radiotherapy
The IAEA quality audits for radiotherapy
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The IAEA, jointly with the World Health Organization (WHO), for over 40 years has operated a dosimetry audit service for radiotherapy using thermoluminescent dosimeters (TLD). The service is known as the IAEA/WHO TLD postal dose audits and it is one of the oldest dosimetry services in the world [1]. To-date, the calibration of approximately 8000 radiotherapy beams (see Figure 1) in 1700 cancer centres in 120 countries have been audited through this service. An integral part of the auditing process is resolving discrepancies in the beam calibrations that are discovered. The discrepancies are followed-up by the IAEA [2] and local experts, and their causes are traced, understood and corrected.

Significant improvements have been observed in dosimetry practices in radiotherapy centres worldwide. In its early years, the IAEA/WHO TLD postal dose audit service recorded approximately 50% audited centres had the adequate beam calibration used for cancer treatment. The provision of regular auditing programme over long time enables the IAEA to document that several radiotherapy centres have improved their abilities to accurately deliver the radiation dose. The percentage of acceptable results has reached 96% at present. However, 4% of the poor results remain uncorrected either due to a failure to respond to the IAEA/WHO efforts or due to local problems that could not be resolved without allocation of appropriate resources. Some centres work within practical limitations such as insufficient availability of qualified medical physicists or lack of adequate dosimetry equipment, which compromises quality. These inadequacies have to be addressed locally.

FIG. 1. Results of the IAEA/WHO TLD postal dose audits of radiotherapy centres for the delivery of absorbed dose to water under reference conditions during 1969–2009.

\[ \text{FIG. 1. Results of the IAEA/WHO TLD postal dose audits of radiotherapy centres for the delivery of absorbed dose to water under reference conditions during 1969–2009.} \]
Another dosimetry audit programme for treatment planning in external beam radiotherapy, which has been developed by the IAEA, called TPS audit, is based on a semi-anthropomorphic phantom [3]. It assesses the radiotherapy workflow for conformal techniques, from patient data acquisition and computerized treatment planning to dose delivery. The IAEA is supporting national and sub-regional TPS audit activities to improve the quality and safety of radiotherapy in Member States. To-date, two pilot TPS audit exercises have been completed, in the Baltic States and among Hungarian radiotherapy centres. The experience gained in the pilot TPS audits [4] has highlighted the need for careful attention to basic aspects of dosimetry and treatment planning.

The third audit modality operated by the IAEA for radiotherapy is a comprehensive audit [5] that reviews radiation oncology practices in cancer centres with the aim to improve quality. The Quality Assurance Team for Radiation Oncology (QUATRO) audit makes use of high level experts in radiation oncology, medical physics and radiotherapy technology who comprise the auditing team. The QUATRO audits aim to help radiotherapy centres attain the best level of practice possible for their country. Audits assess the radiotherapy infrastructure; patient and equipment related procedures; radiation protection; staffing levels and professional training programmes for the local radiotherapy staff.

By 2010, QUATRO has conducted approximately 50 audits on request, in radiotherapy centres from Central and Eastern Europe, Asia, Africa, and Latin America. Auditors identify gaps in technology, human resources and procedures, allowing the audited centres to document areas for improvement. Some centres have been acknowledged for operating at a high level of competence, while others have received a comprehensive set of recommendations. Overall, the audits have contributed to significant improvements at centres, and to identifying common issues of concern that are being addressed internationally.

To conclude, quality audits in radiotherapy have demonstrated to be a useful tool for the improvement of radiotherapy practices in cancer centres. In particular, it is of importance for centres to have access to dosimetry auditing programmes, especially when installing new equipment and implementing new procedures.
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Credentialed institutions for advanced technology clinical trials

G. Ibbott

UT MD Anderson Cancer Center – Radiological Physics Center, Houston, USA

E-mail address of main author: gibbott@mdanderson.org

The Radiological Physics Center (RPC) is responsible for credentialing institutions to use advanced technologies in radiation therapy clinical trials sponsored by the US National Cancer Institute (NCI). The RPC was founded in 1968 and has functioned continuously for 42 years to support NCI-sponsored clinical trials. The focus of this presentation is on the RPC’s evaluation of advanced technology radiation therapy. The use of the RPC’s benchmarks and anthropomorphic phantoms has revealed a number of interesting observations about the delivery of IMRT and SBRT, some of which have caught the attention of the public and the news media. Medical physicists should be aware of, and understand these results.

At institutions that participate in NCI-sponsored clinical trials, the RPC monitors the basic machine output and brachytherapy source strengths, the dosimetry data utilized by the institutions, the calculation algorithms used for treatment planning, and the institutions’ quality control procedures. The methods of monitoring include on-site dosimetry review by an RPC physicist, and a variety of remote audit tools. During the on-site evaluation, the institution’s physicists and radiation oncologists are interviewed, physical measurements are made on the therapy machines, dosimetry and quality assurance data are reviewed, and patient dose calculations are evaluated. The remote audit tools include 1) mailed dosimeters evaluated on a periodic basis to verify output calibration and simple questionnaires to document changes in personnel, equipment, and dosimetry practices, 2) comparison of dosimetry data with RPC “standard” data to verify the compatibility of dosimetry data, 3) evaluation of reference and actual patient calculations to verify the validity of treatment planning algorithms, and 4) review of the institution’s written quality assurance procedures and records. Mailable anthropomorphic phantoms are also used to verify tumor dose delivery for special treatment techniques. Any discrepancies identified by the RPC are pursued to help the institution find the origin of the discrepancies and identify and implement methods to resolve them. The RPC has recently extended all of the monitoring and credentialing programs to include proton beam facilities.

Institutions are required to irradiate an anthropomorphic phantom to participate in certain clinical trials that involve advanced technologies such as IMRT and SBRT. The institution must handle the phantom as if it were a patient; they perform a CT simulation, develop a treatment plan, and then deliver the treatment according to their plan. The phantom is returned to the RPC where the dosimeters are removed and analyzed. The treatment plan must be submitted electronically to the Image-Guided Therapy QA Center (ITC), a QA center that participates with the RPC to handle digital data. The RPC then compares the institution’s treatment plan with the results of the dosimeter analysis. Criteria for agreement vary with phantom model, but for several phantoms are 7% dose and 4 mm distance to agreement.

The RPC has reported on several occasions that the failure rate with the anthropomorphic phantoms ranges between 20% and 30%. This large failure rate has been commented upon by the American Association of Physicists in Medicine (AAPM) and other organizations, and a topic of concern for several of the clinical trials study groups.
The RPC has investigated the causes of failures and has determined that many causes fall into categories described in Table 1.

<table>
<thead>
<tr>
<th>Explanation</th>
<th>Minimum # of occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>incorrect output factors in TPS</td>
<td>1</td>
</tr>
<tr>
<td>incorrect PDD in TPS</td>
<td>1</td>
</tr>
<tr>
<td>IMRT Technique</td>
<td>3</td>
</tr>
<tr>
<td>Software error</td>
<td>1</td>
</tr>
<tr>
<td>inadequacies in beam modeling at leaf ends (Cadman, et al; PMB 2002)</td>
<td>14</td>
</tr>
<tr>
<td>QA procedures</td>
<td>3</td>
</tr>
<tr>
<td>errors in couch indexing with Peacock system</td>
<td>3</td>
</tr>
<tr>
<td>equipment performance</td>
<td>2</td>
</tr>
<tr>
<td>setup errors</td>
<td>7</td>
</tr>
</tbody>
</table>

While conducting these reviews, the RPC has amassed a large amount of data describing the dosimetry at participating institutions. Representative data from the monitoring programs will be discussed and examples will be presented of specific instances in which the RPC contributed to the discovery and resolution of dosimetry errors. The results of credentialing programs for IMRT, SBRT, brachytherapy, and proton beams will be described.

This work was supported by PHS CA010953 and CA081647 awarded by NCI, DHHS
A dosimetric audit of IMRT in the UK
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The clinical implementation of IMRT in the UK following recommendations of the National Radiotherapy Advisory Group [1] has provided an opportunity for a national audit to determine the general levels of accuracy for this complex technique. While involvement in centralized QA processes is often a prerequisite for participation in clinical trials the protocols are specific and often too time consuming to be applied to all centres using IMRT for their routine clinical practice.

The audit reported here was carried out under the auspices of the NPL/IPEM National Audit Group and was designed to give assurance that this powerful but complex technique has been implemented safely into clinical practice across the UK. 58 centres participated and a total of 78 plans were audited.

Method

The audit was designed to be applicable to most methods of IMRT delivery but excluded rotational techniques. It required measurements of 2D dose distribution and absolute dose at a point within the distribution. This method has been shown to be effective in detecting problems with IMRT modelling / beam delivery. It is more sensitive method of error detection than combined dose distribution measurements which hide errors by averaging them over multiple beams. The method chosen reflected current clinical practice in the way IMRT is actually being delivered at each centre and is applicable to any treatment site. Participating centres were invited to submit 1-3 recently completed typical IMRT treatments.

Each centre recalculated the modulated beams, by projection of each beam onto a flat water-equivalent phantom using a 0° gantry angle. The relative 2D dose distributions were calculated in the isocentric plane at 5 cm depth along with the absolute doses at single points. These points were selected to be in a high dose, low dose-gradient region.

Films, irradiated to measure the distributions, were mailed, unprocessed, to the central analysis centre where they were compared with calculated 2D dose distributions which had been submitted electronically.

Point doses were measured using the NPL's mailed alanine reference dosimetry service. Alanine pellets were irradiated by the participating centres by multiple delivery of the same IMRT beam to give a dose of around 10 Gy and were analysed centrally.

Results

The results of are summarized in the histograms shown below (FIG 1&2).
97.7% (389/398) of the beams submitted achieved >95% of the dose distribution within the appropriate gamma test criterion; typically 3%/3mm for pelvic and breast plans, 4%/4mm for head and neck plans.

The target dose for the alanine measurements was 10 Gy; the results being analysed in terms of the percentage difference between the measured dose and the dose quoted by the participant at the position of the alanine pellet. The majority of results fall on a distribution with mean difference of 0.05% and a standard deviation 1.5%. This is consistent with the uncertainties expected in dose delivery and measurement under these conditions.

Plans which fell outside the tolerance have been investigated and most of the discrepancies resolved satisfactorily.

The audit had shown excellent dosimetric compliance for IMRT in the UK. As such it is a foundation for further work including the clinical aspects of the technique including target delineation during planning and verification of delivery using image guided radiotherapy.
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Preliminary results from a dosimetric audit performed at Swedish radiotherapy centres
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A project was initiated by the Lund group and the Swedish Radiation Safety Authority during 2008-9 to perform audit of the radiotherapy centres in Sweden. The previous inter-institutional audit was performed 28 years ago (Johansson et al 1982). The project started late 2009 and 18 radiotherapy centres in Sweden will be visited by two physicists from Lund to perform this audit which will include several major steps in the radiotherapy process:

1. A plastic phantom with tubes of different electron densities reproducing different tissue properties is scanned in the local CT-scanner and transferred to the local treatment planning system (TPS) in order to analyze the conversion of Hounsfield units to densities (or electron densities)

2. Absorbed dose measurements in reference dosimetry according to IAEA TRS-398.

3. An electronic on-line diode array is used to measure:
   a. A set of standard fields calculated in the local TPS
   b. A simple 3D-CRT plan mirroring a conventional prostate treatment

Step 1 is performed by scanning a CIRS Electron Density Phantom 062 which includes insert covering the most common tissues, see Table 1.

TABLE 1. TISSUE REPLACEMENTS IN THE CT PHANTOM FOR EVALUATION OF HOUNSFIELD UNIT TO DENSITY CONVERSION.

<table>
<thead>
<tr>
<th>Tissue/Material</th>
<th>Physical Density (g/cm³)</th>
<th>Electron Density (electrons/cm² x 10^23)</th>
<th>Rel electron density to water</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂O Syringe</td>
<td>1.00</td>
<td>3.340</td>
<td>1.000</td>
</tr>
<tr>
<td>Lung (Inhale)</td>
<td>0.20</td>
<td>0.634</td>
<td>0.190</td>
</tr>
<tr>
<td>Lung (Exhale)</td>
<td>0.50</td>
<td>1.632</td>
<td>0.489</td>
</tr>
<tr>
<td>Breast (50/50)</td>
<td>0.99</td>
<td>3.261</td>
<td>0.976</td>
</tr>
<tr>
<td>Dense Bone 800mg/cm³</td>
<td>1.53</td>
<td>4.862</td>
<td>1.456</td>
</tr>
<tr>
<td>Trabecular Bone 200mg/cm³</td>
<td>1.16</td>
<td>3.739</td>
<td>1.117</td>
</tr>
<tr>
<td>Liver</td>
<td>1.07</td>
<td>3.516</td>
<td>1.052</td>
</tr>
<tr>
<td>Muscle</td>
<td>1.06</td>
<td>3.483</td>
<td>1.043</td>
</tr>
<tr>
<td>Adipose</td>
<td>0.96</td>
<td>3.179</td>
<td>0.949</td>
</tr>
</tbody>
</table>

This phantom was scanned using a common planning protocol on the local CT-scanner, the images were transferred to the TPS and the imported HU and/or densities were recorded.

For step 2, a water phantom in PMMA was designed and built at the audit group’s workshop with dimensions 25x25x35 cm³ with two tubes for ionisation chambers of Farmer 0.6 cm³ type. One chamber is for the measured charge and the second for monitoring the stability of the beam during the series of measurements. The distance between the chambers is such that the monitor does not influence the measured signal. An arrangement of holder and distance rods are used to assure the correct amount of water for measurements at 10 or 20 cm depth. All measurements by the audit group are performed in the reference geometry of the visited hospital. Both the local and the audit group determine the absorbed dose in the reference geometry at the visit. An additional measurement with the local and the audit group’s ionisation chambers is performed where the chambers are alternated placed in the two positions in the audits water phantom in order to assure the status of the chamber/electrometer combinations. In this way only differences in the calibration coefficient N₀,water from the national SSDL will influence the results.
The pre-determined fields (See Table 2) in step 3 are set up in the local TPS on a cylindrical PMMA phantom mimicking the diode array detector system (Delta4, ScandiDos AB, Uppsala, Sweden). The calculated dose distributions are exported to the Delta4 software, the fields are delivered and the resulting dose distribution is sampled. Modern evaluation methods as e.g. gamma analysis will be used to evaluate the results.

### TABLE 2. LIST OF THE STANDARD FIELDS EVALUATED WITH THE DIODE ARRAY DETECTOR SYSTEM.

<table>
<thead>
<tr>
<th>Field size (cm²)</th>
<th>Gantry angle</th>
<th>Collimator rotation</th>
<th>Open or wedge</th>
</tr>
</thead>
<tbody>
<tr>
<td>10x10</td>
<td>0°, 90°, 270°</td>
<td>30°</td>
<td>Open</td>
</tr>
<tr>
<td>10x10</td>
<td>0°</td>
<td>30°</td>
<td>Open</td>
</tr>
<tr>
<td>5x5, 5x20, 20x5</td>
<td>0°</td>
<td>0°</td>
<td>Open</td>
</tr>
<tr>
<td>10x20</td>
<td>0°</td>
<td>0°</td>
<td>Wedge 20° and 60°</td>
</tr>
</tbody>
</table>

As the final check during this audit a typical 3D conformal plan for prostate is sent to all participating departments, imported into the local TPS onto the PMMA phantom representing the diode array detector. The resulting plans are exported to the Delta4 system and the fields are delivered. Both evaluation of the individual beams and the composite plan is performed.

When this abstract is written four out the 18 institutes have been visited covering five linear accelerator and nine different beams between 4 and 18 MV x-rays. Another two sites are scheduled for early May 2010 and additional 5-7 departments will be visited in June, thus at the presentation in November, a majority of the Swedish institutes will be included in the results.

Preliminary results show:

- For the first nine checked beams the average ratio between the local and the audit reference dose is 1.004±0.006 (k=1) – More data will be added until November when the majority of the departments have been visited.
- First results from our diode array measurements indicate that the five-field prostate treatment can be delivered with rather high accuracy.

**FIG 1. Example of an evaluation of a measurement with the diode array detector.** In the upper panel, the two diode planes are shown with the dose distribution. In the lower, we have from left to right: dose deviation, distance-to-agreement, and gamma distribution with dose and distance criteria of 2% and 2 mm, respectively.
REFERENCE

BELdART: Organization of a quality assurance audit for photon and electron beams based on alanine/EMR dosimetry
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Introduction

The Belgian dosimetry audit in radiotherapy (BELc/ART) project was set up by the Federal Agency of Nuclear Control (FANC) to verify, on a national base, the compliance of the dose stated by the center with the measured dose. The visitation encompasses a basic mechanical test and a dosimetric verification of the dose measured in reference and non-reference conditions, including irregular fields with MLC. Absorbed dose to water is measured with alanine/EMR dosimetry. The number of monitor units (MU) to deliver 4 Gy at the detector is calculated by the participating centre according to the clinical procedure. Dose measurements are traceable to the water calorimeter standard at PTB and in addition alanine/EMR dosimetry is compared at regular intervals against ionometry as part of the auditing performed by the Belgian Hospital Physicist Association (BHPA). The audit started in Feb. 2009 and all photon beams and two electron beams per linac in clinical use will be audited within a period of three years.

Materials & methods

The alanine dosimeters used are cylindrical pellets (Harwell with a diameter of 4.8 mm; height of 2.7 mm, average mass is 59.8 mg). In each experiment, the measured dose to water is expressed as the average reading of four detectors. The alanine detectors are read out in a Bruker EMX\textsuperscript{micro} spectrometer (9\textdegree magnet, X-band) equipped with a high sensitivity resonator ER4119HS-W1. EMR spectra are acquired as the first derivative of the absorption spectrum using the following spectrometer settings: center magnetic field = 348 mT; sweep width = 30 mT; Microwave power = 0.25 mW; field modulation = 0.5 mT; modulation frequency = 100 kHz; 2048 channels each sweep, conversion time = 40.96 ms and a sweep time of 83.89 ms. Five separate spectra were acquired for each detector after subsequent rotation by 72\textdegree. To allow accurate measurements, the spectrometer is operating in a air-conditioned room in which temperature and relative humidity (RIH) are permanently monitored (T=21\degreeC, RIH ≤ 40\%). Temporal variations in the spectrometer sensitivity are taken into account by recording the irradiated alanine spectra simultaneously with a reference substance. Dose to water is determined using the “dose normalized amplitude” (A\textsubscript{D}) methodology developed by Anton\textsuperscript{4}. The pure
alanine base function is obtained from detectors irradiated at 0 Gy and 20 Gy in the Co-60 reference beam at PTB. The readings are corrected for: temperature: (1) \( k_T = (1.9 \pm 0.2) \times 10^{-3} \, K^{-1} \); (2) energy: \( k_Q \) (MV) = 1.003 ± 0.0032, \( k_Q \) (MeV) = 1.0214 ± 0.012 and (3) fading: \( k_{\text{fading}} = e^{-ct_1}, c_1 = 7.10^5 \pm 4.10^5 \, d^{-1} \). The combined standard uncertainty on the amplitude measurement is estimated at \( u(A_{10}) = 30 \, \text{mGy} \) and the relative combined standard uncertainty on a dose measurement under the experimental conditions of BELdART is estimated \( u_r(D_K) = 1.1 \% \).

For high energy X-rays, various dosimetry parameters are checked in reference and non-reference conditions on the beam axis. The audit includes checks of the reference beam output, the beam quality \( QI \) of open and wedged beams, the wedge and tray factor, beam output variation with symmetric collimator openings including the collimator exchange effect and beam outputs for multi leaf shaped fields. For electron beams, the output is measured under reference conditions for one high and one low energy beam.

The relative deviation between measured and stated dose \( \delta = (D_{\text{measured}} - D_{\text{centre}}) / D_{\text{centre}} \) is classified into four levels and reported to the participating center: (1) "within optimal level": \( |\delta| \leq 3\% \), (2) "within tolerance level": \( 3\% < |\delta| \leq 5\% \), (3) "out of tolerance level": \( 5\% < |\delta| \leq 10\% \) and (4) "alarm level": \( |\delta| > 10\% \).

**Results**

Up to now, 31 linacs (Varian, Siemens, Elekta, Novalis, BrainLabAB/MHI “Vero”) have been subjected to a mechanical control: all results are found within the optimal level, except for 1 linac. Dosimetry was checked in 53 photon beams (4MV - 18MV). For a total of 506 experiments in photon beams, the average ratio of measured dose to stated dose \( D_n/D_{\text{centre}} \) was found 0.998 with a spread of 0.020 \((1\sigma)\). The average ratio of (alanine) measured dose to the dose measured with a Farmer Baldwin ionization chamber under reference conditions was \( D_{\text{alanine}} / D_{\text{Farmer Baldwin}} = 0.999 \) with a spread of 0.006 \((1\sigma)\).

For electron beams the output in water was measured in 44 electron beams (4 MeV - 25 MeV). The ratio of measured to stated dose \( D_n/D_{\text{centre}} \) was 1.006 with a spread of 0.02 \((1\sigma)\).

Updated and more specific results will be communicated in detail at the meeting.

The BELdART-project is sponsored 100% by the FANC.
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Dosimetry audits in radiotherapy using radiophotoluminescent glass dosimeters in Japan
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\textbf{Introduction}

Although over 800 linear accelerators have been clinically used about 700 radiation therapy facilities in Japan \cite{1}, for many years, no external audit system existed. Postal dosimetry audit system was established by the National Institute of Radiological Sciences (NIRS; SSDL) \cite{2}. We chose the radiophotoluminescent glass dosimeter (RGD) as a postal detector rather than a TLD. The new RGD system, the Dose Ace (ASAHI GLASS CO.), commercially available in Japan, had stable output, its reproducibility was much improved, and the RGD had almost no fading effects. New audit system using the RGD in Japan was begun on November, 2007. The audit results of the first few years will be presented.

\textbf{Dosimetry audit system}

RGDs and a water equivalent solid phantom (Tough Water Phantom, KYOTO KAGAKU CO.) were sent to radiotherapy hospitals, where the RGDs were irradiated with 1 Gy at the reference condition of the X-ray beam (Field size 10 cm x 10 cm, Depth 10 cm) using the delivered phantom. Irradiated RGDs were then sent back to NIRS and the outputs were read by a RGD reader. The RGD system is shown in FIG. 1. The tolerance level was set to ±5% considering the uncertainty of ±1.6\% (1 standard deviation). The NIRS group conducted the postal audit trial with 106 hospitals from 2006 to 2007 and achieved a 1.3\% standard deviation for 191 beams \cite{2}. Based on this successful trial, the postal dose audit service was initiated in November 2007 and is operated by the Association for Nuclear Technology in Medicine (ANTM). The audit is not mandatory and the hospitals that participate in the audit have to pay a fee of about $966 for reference conditions of 2 beam energies of X-rays. We are recommending participation in the audit every three years.

\textbf{FIG. 1. Three RGDs are contained in the tough water phantom.}
The audit results of past 2 years

From its inception in November 2007 to March 2010, 113 hospitals have participated in the audit. This included a total of 127 linear accelerators and a total of 224 checked beams (60 beams (4 MV), 67 beams (6 MV), 94 beams (10 MV) and 3 beams (15 MV).

The distribution of the results is shown in FIG. 2. The results correspond to ratios of the NIRS RGD read dose to that stated by the user, $D_{RGD}/D_{SMR}$. The mean ratio was 1.005, its standard deviation 0.9%, and the outliers ranged between a minimum of 0.974 and a maximum of 1.036.

Application to non-reference conditions

To make the audit more practical, an audit for non-reference conditions has been studied. This includes checks of dose variations with field size and wedge transmission. Regarding field size variation, slight correction factor was necessary. We started the audit of non-reference conditions from the April, 2010.
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Recent advances in dosimetry in reference conditions for proton and light-ion beams
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Radiotherapy with proton and light-ion beams is a rapidly expanding modality with more than 50 facilities expected to be operational by 2015. Uniformity of dose specification is a prerequisite for comparing clinical data from different institutions and for undertaking collaborative clinical trials. In recent years considerable effort has been devoted to the development and improvement of the accuracy and reproducibility of reference dosimetry and the calibration of proton and light-ion beams taking account of the different beam-delivery techniques used for treatment. This paper reviews the developments in dosimetry under reference conditions of proton and light-ion beams that have taken place since IAEA International Symposium on Standards and Codes of Practice in Medical Radiation Dosimetry in 2002.

Introduction

There is continuously growing interest in the medical community throughout the world in establishing dedicated hospital-based facilities employing proton and light-ion (heavier than protons) beams for radiotherapy. There are more than 30 such treatment facilities currently operational worldwide \cite{1} and there are plans to open at least another 20 within the next five years. Treatment planning of the high-precision conformal therapy with ion beams requires accurate dosimetry and beam calibration in order to ensure delivery of the correct prescribed dose. Exchange of clinical experience and implementation of institutional and collaborative treatment protocols needs to be based on consistent and harmonized dosimetry procedures. This paper reviews the efforts to standardize the dosimetry of therapeutic proton and light-ion beams and summarizes the developments in dosimetry procedures in reference conditions that have taken place since the IAEA International Symposium on Standards and Codes of Practice in Medical Radiation Dosimetry in 2002. Since no national or international dosimetry standards for proton and light-ion beams have been established, the major effort has therefore been devoted to studies of the theoretical framework and practical guidelines for the use of ionization chamber dosimetry.

Recent developments in the dosimetry of proton and heavier ion beams

Currently air-filled thimble ionization chambers with $^{60}$Co calibration factors are recognized as the most practical and reliable reference instruments for proton and light-ion beam dosimetry. The following sections provide an overview of recent developments in absorbed dose determination in proton and light-ion beams with the emphasis on ionization chamber dosimetry.

ICRU Report 78 (2007)

ICRU 78 \cite{2} recommended that TRS-398 \cite{3} be adopted as the standard proton dosimetry protocol as it is very simple to use and harmonizes with other modality’s codes of practice. The energy required to produce an ion pair ($w$-value) in air is a significant factor and potentially the main source of uncertainty in ionometric proton dose determinations. The values used in the various protocols formulated in the past have differed significantly. Based on a comprehensive evaluation of published $w$-values \cite{5} the adoption of a value of 34.2 J C$^{-1}$ ± 0.4 % was recommended in ICRU 78. This value is consistent with the value recommended in TRS-398.
Basic data – w-values
Since calorimetry is the most direct way to determine absorbed dose to water (the reference material for dose specification), a comparison the results of dose measurements using ionization chambers and water calorimeters has always been considered as a standard approach to determine w-values or beam quality correction factors $k_q$. The results reported for protons and light-ions recently are discussed in the paper.

Basic data – stopping powers
Stopping-power ratios are another major source of uncertainty in the dosimetry of protons and light-ions. Whereas in the case of protons TRS-398 [2] included accurate track-length fluence-weighted water to air stopping power ratios \((s_{\text{Wair}})\), for heavier ions this quantity was approximated by simple ratios of collision stopping powers, the basic data originating from rather inhomogeneous datasets. The emphasis in recent years on improving these dosimetry data, notably for carbon ions, is therefore well justified. Whereas an ongoing ICRU working group on key data for dosimetry will provide a final recommendation for $I_{\text{water}}$ and other quantities of interest, an errata to ICRU 73 [4] has been released [6] recommending the use of a tentative value of 78.0 eV, adopted from an internal GSI report. The entire set of available data needs to be analyzed and will probably result in a revision and a re-evaluation of all available stopping-power ratios for electrons, protons and heavier ions.

Basic data – ion chamber perturbation factors
Due to the lack of reliable data, it has been assumed up to now that perturbation correction factors for ionization chambers are negligible (i.e., assumed to be equal to one) both in proton and light-ion beam dosimetry. Notwithstanding the fact that the corrections are small, the current high accuracy sought in light-ion beam dosimetry suggests that further investigations in the field are required to determine appropriate numerical values.

Recombination corrections
Ionization chamber measurements in proton and heavier ion beams should be corrected for the recombination of ions and electrons within the air cavity as this reduces the amount of charge collected [2]. The treatment of recombination corrections for ionization chambers in delivery systems that use uniform beam scanning with energy stacking or small-diameter, high-dose-rate scanned beams are more complex than for systems that use passive beam delivery systems. The charge-collection efficiency of ionization chambers for scanning systems should be determined by calibration against a dose-rate-independent device, such as a calorimeter or a Faraday cup (FC). If a dose-rate-independent device is not available, then the two-voltage method can be used to determine the recombination correction factor. A review of recent studies is presented in this paper.
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Water calorimetry has become an important technique for establishing the absorbed dose under reference conditions also in proton beams. However, the main part of investigations done so far has been performed in passively scattered beams where irradiation conditions are comparable to conventional beams regarding a simultaneous irradiation of the defined field-size. This was, for example, the case in an earlier study performed with the water calorimeter used in the present work, determining experimental beam quality correction factors, kQ,g0, for two types of Farmer ionisation chambers in a 175 MeV clinical proton beam (Medin et al 2006). In scanned pulsed proton beams, one may expect potential issues related to the correct calorimetric determination of the temperature rise caused by high dose gradients in the vicinity of the thermistor probes when the narrow pencil beam is scanned over the defined field size. Also when an ionisation chamber is used in a scanned proton beam, as in the present investigation, one may foresee issues related to ion recombination in the collecting gas due to the high instantaneous dose rate when the narrow beam strikes the chamber volume.

In the present work, water calorimetry was implemented in a 180 MeV scanned pulsed proton beam at the The Svedberg Laboratory in Uppsala, and the absorbed dose determined with a sealed water calorimeter was compared with the results obtained using two NE 2571 ionisation chambers at a depth in water corresponding to R50 = 16.5 cm. The ionisation chambers had been calibrated at 60Co in terms of absorbed-dose-to-water at the Swedish SSDL (secondary standards dosimetry laboratory) traceable to BIPM (Bureau International des Poids et Mesures). The design of the water calorimeter closely follows the NRC (National Research Council) sealed water calorimeter (cf. Seuntjens and Pulmans 1999). The temperature increase due to irradiation is measured at the centre of a cylindrical glass vessel filled with highly purified water (outer diameter = 67.6 mm, average wall thickness = 1 mm) using two thermistor probes connected to a Wheatstone bridge circuit. Measurements were performed at 4°C in order to avoid problems associated with convective heat transfer. The high purity water was saturated with N2 gas in order to remove all other gases, notably oxygen, which would otherwise affect the measured temperature rise.

Measurements with the water calorimeter in the scanned proton beam were performed over a period of 11 months, resulting in five sets of absorbed dose determinations. A new fill of the glass vessel and saturation with N2 gas was done for each set. A total of 169 determinations of the absorbed dose were made. The experimental standard deviation of the mean value for the 169 measurements was found to be 0.11%, including the uncertainty in determination of temperature change and positioning. The two Farmer ionisation chambers included in the study were irradiated on two and three separate occasions, respectively, with the first occasion coinciding in time with the last set of calorimetric measurements. The results (both calorimetry and ionometry) were normalized to the reading of a reference transmission ionisation chamber, positioned immediately upstream from the two bending magnets in the beam line (cf. Lorin et al 2000). The alignment and stability of the beam during each irradiation was simultaneously controlled with a four-segmented transmission ionisation chamber and an independent monitor chamber.
Based on the water calorimetric determination of the absorbed dose, the beam quality correction factor, $k_0$, for the NE2571 Farmer type ionisation chamber in the scanned proton beam was found to be $1.032 \pm 0.013$. This result can be compared with the previous result obtained in the passively scattered proton beam ($1.021 \pm 0.007$), resulting in a 1.1% deviation. Due to large uncertainty in the correction for ion recombination in the scanned beam (approximately 1%), any possible difference in one or more factors affecting $k_0$ between the two proton beams is obscured. Further theoretical and/or experimental work should therefore be conducted in order to refine the determination of the correction factor for ion recombination in pulsed proton beams in order to reduce its uncertainty.
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The reference conditions described in dosimetric measurement protocols like TRS-398 [1] of IAEA are given for large photon radiation fields of 10 cm x 10 cm. However, modern radiotherapy treatment machines generally use small field sizes and - for some of them - the required reference conditions cannot be realized anymore. Thus, new concepts for dosimetry are required. Within the framework of the iMERA-PLUS action of the European Metrology Research programme, investigations were performed at PTB with a water calorimeter to determine $k_Q$ factors of ionization chambers in small photon radiation fields of 6 MV and 10 MV photons.

The water calorimeter is operated at a water temperature of 4 °C and offers essentially the same features as have been described previously [2,3]. Measurements were performed at one of PTB’s new Elekta Precise medical accelerators with 6 MV and 10 MV photons. The field size at a 10 cm depth inside the water phantom of the calorimeter was limited to 3 cm x 3 cm using a fixed external collimator made of lead. This collimator was mounted in front of the radiation head of the accelerator. During the experiments, the output of the accelerator was normalized to a transmission monitor chamber which was mounted in front of the water calorimeter’s radiation entrance window.

For the calorimetric part of the investigation, the influence of the heat transport occurring during and after the measurements in the 3 cm x 3 cm radiation field is of major concern. To study the effects due to the heat transport experimentally, many sequences of four consecutive irradiations with drift periods of 130 s in between were performed for 60 s and 120 s irradiation times, and several calorimetric detectors with temperature sensors having different lateral positions relative to the central axis of the radiation beam were applied. Corresponding heat transport calculations and the determination of heat conduction correction factors $k_C$ for the different measurement conditions were performed on the basis of the finite-element method using a 3-dimensional geometry model, taking into account the calorimetric detector including the real position of the temperature sensors as well as the measured lateral and depth-dose distributions of the 3 cm x 3 cm radiation fields. The calculated correction factors $k_C$ vary between 0.991 and 0.962. Figure 1 presents a comparison of the uncorrected results of calorimetric measurements and the results of the heat conduction calculations. The data shown are the ratios of the first and the second irradiation as a function of the position relative to the central axis of the field. These ratios are mainly affected by the superposition of the heat conduction effects of the consecutive irradiations. The calculated data are in good agreement with the experimental ones, which proves that the calculated correction factors $k_C$ can be adequately used for the calorimetric determination of absorbed dose to water and, hence, for the determination of the $k_Q$ factors for ionization chambers.

For the determination of the $k_Q$ factors, the NE2561 chamber was mounted inside the water phantom of the calorimeter at the same depth in water as the calorimetric detector was positioned before.
FIG 1: For the case of 10 MV photons and for 120 s irradiation time, the solid line shows the ratio of the calculated correction factors $k_c$ of the second and the first irradiation, $k_c(\#2)/k_c(\#1)$, as a function of the position relative to the central axis of the field. The ratios of the mean values of calorimetric results of the first and the second irradiation obtained from different experiments, together with their standard uncertainties are also shown. The results obtained with different detectors are represented by different symbols.

The readings of the chamber were corrected for polarity and recombination effects during the irradiations. For both radiation qualities, the preliminary results of the present investigation offers a ratio of 1.003 +/- 0.004 of the $k_0$ factors in the 3 cm x 3 cm and in the reference field (10 cm x 10 cm). The standard uncertainty only considers the contributions from the experimental determination of the $k_0$ factors in the 3 cm x 3 cm radiation field. No dependence of the $k_0$ factors on the size of the radiation field occurred in the current investigation.

ACKNOWLEDGMENT

The research within this EURAMET joint research project leading to these results has received funding from the European Community's Seventh Framework Programme, ERA-NET Plus, under Grant Agreement No. 217257.

REFERENCES


Conversion of dose-to-graphite to dose-to-water in clinical proton beams

H. Palmans\textsuperscript{a}, L. Al-Sulait\textsuperscript{b}, R. A. S. Thomas\textsuperscript{a}, D. R. Shipley\textsuperscript{a}, J. Martinković\textsuperscript{c}, A. Kacperek\textsuperscript{d}

\textsuperscript{a}National Physical Laboratory, Teddington UK
\textsuperscript{b}University of Surrey, Guildford UK
\textsuperscript{c}Slovak Institute of Metrology, Bratislava Slovakia
\textsuperscript{d}Clatterbridge Centre of Oncology, Wirral UK

E-mail address of main author: hugo.palmans@npl.co.uk

Introduction

The National Physical Laboratory has developed a primary standard level graphite calorimeter for proton dosimetry based on an earlier prototype which was used to measure the value of the mean energy required to produce an ion pair in dry air by protons [1]. One of the largest uncertainties in deriving the desired quantity, absorbed dose to water, from a measurement with a graphite calorimeter is the conversion procedure from dose-to-graphite to dose-to-water [2]. One of the corrections in the conversion procedure is the fluence correction accounting for any difference in proton and target fragment fluence in both phantom materials as a result of non-elastic nuclear interactions. In the present work, the conversion of dose-to-graphite to dose-to-water has been investigated for a low-energy proton beam using experiments in the Clatterbridge Centre of Oncology beam lines and by Monte Carlo simulations using three different Monte Carlo codes: GEANT4, MCNPX and FLUKA.

Experimental method

The experimental set-up is shown in Fig. 1. A collimated pencil beam of 4 mm diameter was monitored by a Roos chamber at collimator exit. An NACP-02 chamber measured ionization behind a series of graphite plates in a fixed source-to-detector configuration with the front window of the NACP-02 at isocentric distance. For the measurements in water phantom the water surface was kept constant at the isocentric distance. It was assumed that both the Roos and the NACP-02 chambers measured a laterally integrated signal covering the entire particle fluence. A small correction, not exceeding 1%, on this assumption was measured by performing the water phantom measurements at various distances. Measurements were performed for a non-modulated 60 MeV proton beam. The 80% dose level at the distal edge was used as a measure of range to correct the depths in graphite to water equivalent depths. A possible ion chamber perturbation was neglected (or considered the same in both phantoms). The ionization measured in the chamber was considered as a measure of the proton fluence and the ratio of readings in water and graphite thus a fluence correction factor.

Monte Carlo simulations

All Monte Carlo simulations were done for a 60 MeV mono-energetic proton beam and in all cases laterally integrated proton fluence was scored. In Geant4 (version 4.9.0) ICRU Report 49 stopping powers are used and the precompound model was used for non-elastic nuclear interactions. The phantom was a 50 mm diameter cylinder and slab thicknesses were 0.05 mm for graphite and 0.07 mm for water. In MCNPX (version 2.5.0) simulations were performed on a cylindrical slab phantom with a diameter of 40 mm and slabs of 0.1 mm thickness. Nuclear cross section data from the LA150H...
library were used. In FLUKA (version 2008.3) the same geometry was used, default settings for the physics models and only the primary protons were considered at this stage.

![Graphite plates](image1)

**FIG. 1** (Left). Experimental set up for measurements in graphite (upper drawing) and for measurements in water (lower drawing). The isocentric distance is indicated with a cross. **FIG. 2.** (right) Fluence correction factors graphite to water from the experiment (symbols) and from the three Monte Carlo codes (full lines).

### Results

Figure 2 shows the fluence correction factors, $k_f$, derived from the experiments and from the Monte Carlo simulations as a function of water equivalent depth. Although there are some differences between the three Monte Carlo codes due to different approaches they use for modelling nuclear interactions, experiments and Monte Carlo simulations all agree within 0.5% (and most of the time much tighter than that) down to 80% of the range. From these data a value of $k_f = 1.000 \pm 0.002$ could be suggested down to 2.5 cm water equivalent depth in a 60 MeV proton beam.
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Flattening filter free beams: Dosimetric characterisation, beam quality and peripheral doses
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Introduction: Recently, there is growing interest in operating medical linear accelerators without a flattening filter. Due to the superposition of multiple intensity patterns, uniform beam profiles are no longer required for IMRT. The same holds for SBRT since the peaked shape of lateral profiles of flattening filter free (FFF) beams becomes dominant only at larger field sizes. The main rational for the use of FFF beams is the substantially increased dose rate. Other advantages are reduced scatter and leaf transmission. Consequently, leakage radiation, which mainly contributes to peripheral dose (PD) at larger distances of the field edge, is reduced.

The aim of the present study was a comprehensive dosimetric characterisation of unflattened beams including the determination of beam quality variations across the field as well as the measurement of PD for advanced radiotherapy techniques.

Material and methods: Two Elekta Precise linear accelerators were modified to provide photon beams with and without a flattening filter. In each mode, three nominal beam energies were available: 6 and 10MV at the Medical University Vienna (MUW); and 6MV at the Saint Luke's Hospital Dublin (SLH). In the FFF mode a 6mm thick copper filter was rotated into the beam line to reduce electron contamination and to stabilize the beam. It acts as a beam stopper in case the target breaks. Dosimetric data including percentage depth dose, lateral profiles, scatter factors, surface dose and leaf transmission was acquired according to the requirements of TPSs Oncentra Masterplan (Nucletron) and Monaco (Elekta CMS). Subsequently, the data was implemented into the respective planning system.

Beam quality variations were assessed by the determination of half-value layers (HVL) as a function of the off-axis ray angle in narrow beam geometry. At the MUW the measurements were performed with a device that enabled the fixation of the collimators, the absorbers and the ionization chamber at the gantry, while at the SLH the gantry was tilted to 270° and the dosimetric equipment was positioned on the table.

Finally, treatment head leakage radiation was measured according to IEC recommendations. SBRT and IMRT treatment plans were generated for both flattened and unflattened beams. All treatment plans were delivered to the relevant anatomic region of a Rando phantom which was extended by a solid water slab phantom. Dosimetric measurements were performed with TLD-700 rods, radiochromic films and an ionisation chamber, which were positioned within the slab phantom along the isocentric longitudinal axis.
Results: Depths of dose maxima for flattened and unflattened beams did not deviate by more than 2mm and penumbral widths agreed within 1mm. In FFF mode the collimator exchange effect was on average found to be 0.3% for rectangular fields. Between maximum and minimum field size head scatter factors of unflattened beams showed 40 and 56% less variation for 6 and 10MV beams than conventional beams. Phantom scatter factors for FFF beams differed up to 4% from published reference data. For field sizes smaller than 15cm, surface doses relative to the dose at dmax increased for unflattened beams with maximum differences of 7% at 6MV and 25% at 10MV for 5x5cm² fields. For a 30x30cm² field, relative surface dose decreased by about 10% for FFF beams. Leaf transmission on the central axis was 0.3 and 0.4% lower for unflattened 6 and 10MV beams, respectively.

For flattened 6 and 10MV photon beams the relative HVL(θ) varied by about 11% for an off-axis ray angle θ=10°. These results agreed within ±2% with a previously proposed generic off-axis energy correction. For unflattened beams the variation was less than 5% in the whole range of off-axis ray angles up to 10°. The difference in relative HVL data was less than 1% for unflattened beams at 6 and 10MV.

With unflattened beams treatment head leakage was reduced by 52% for 6 and 65% for 10MV. Thus, peripheral doses were in general smaller for treatment plans calculated with unflattened beams. At 20cm distance from the field edge PD was on average reduced by 24 and 31% for 6 and 10MV SBRT plans. For IMRT plans the average reduction was 16% for a prostate and 18% for a head&neck case.

Conclusions: Due to the removal of the conically shaped flattening filter energy spectra of unflattened beams are softer and vary less across the field. Thus, a simplification of dose calculation and increased dosimetric accuracy is expected. Removing the flattening filter leads to reduced PD for advanced treatment techniques. Using higher beam energies contributed to a further reduction of PD. As IMRT substantially increases out-of-field doses compared to conformal radiotherapy, a reduction of the patients exposure to dose outside the treatment field is definitely beneficial. Further treatment planning studies are ongoing in order to assess the clinical benefits of FFF beams.

![FIG. 1. Results of peripheral dose measurements (in the isocentric plane) as a function of the distance from the field edge for IMRT prostate plans with 10 MV flattened and unflattened beams. The relative dose reduction in (%) achieved by using FFF beams is indicated in gray in the top part of the figure.](image)
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The radiation dose in computed tomography (CT) has come under recent scrutiny, due in part to several unfortunate CT overdose accidents but primarily due to the dramatically increased utilization of CT in diagnostic medicine. While CT scanner technology has advanced greatly in the past decade, the most widely used radiation dosimetry methods were developed 30 years ago. The International Commission on Radiological Units and Measurements (ICRU) report committee on CT image quality and radiation dose will propose new CT dosimetry methods, and these will be discussed in this presentation. These methods are largely consistent with measurement protocols defined in the American Association of Physicists in Medicine document TG-111. The proposed methods also allow the characterization of CT scanners which allow very wide z-axis collimation.

CTD100-based methods for CT dosimetry were originally designed as dose metrics, however widely used extensions of CTDI100 (including CTDIw and CTDIvol) represent simple efforts to estimate patient dose. Unfortunately the 160 mm and 320 mm polymethyl methacrylate (PMMA) phantoms used for CTDI100 measurement are not representative of most patients and their use (without correction factors) reduces the accuracy of dose estimation.

The principal advances of the proposed ICRU CT dosimetry methods are that they include patient diameter, as well as beam energy and the scan length used. It is recognized that Monte Carlo derived dose coefficients are likely to be the most accurate dosimetry method, while physical measurements are performed principally to calibrate and validate Monte Carlo derived CT dosimetric values. Further, the ICRU CT committee is developing dose values for a range of patient sizes, from pediatric to obese adults, that will likely serve the needs of most patient dose estimates. Correction for scan length is straightforward.

In addition to patient dosimetry, recommendations will be made in regard to acceptance testing procedure and periodic quality assurance measurements on CT scanners. Specifically, a polyethylene phantom has been developed which is both a dosimetry phantom as well as an image quality phantom. The phantom would be scanned and the center dose determined, and then the user can adjust the CT technique factors to achieve a standard dose level to the phantom. This second adjusted scan can be used to determine the image noise using the Noise Power Spectrum. This will allow comparisons of the dose efficiency between CT scanners which differ by vendor and model number.

In addition to phantom based measurements, a number of x-ray beam profile measurements will be discussed. As whole body CT scanners increase the width of the collimated x-ray field in the z-dimension, and with the proliferation of fully cone beam CT imaging systems, there is a need to determine the incident beam profile in the absence of a phantom. To facilitate this, the use of a real time radiation probe is being proposed which will allow relative radiation profiles to be measured. A measurement technique which uses the real time probe and allows the assessment of a CT scanners beam shaping (bow tie) filter(s) will be presented, and methods for characterizing the beam in the z-axis will also be mentioned.
Regional diagnostic reference levels and collective effective doses from CT scanners in India

R. S. Livingstone, P. M. Dinakaran
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Diagnostic examinations performed using CT is on the increase and use of this modality needs to be monitored periodically. The aim of this study was to establish regional diagnostic reference levels (DRL) and assess collective effective doses from CT scanners in India.

In-situ CT dose measurements were performed for 127 CT scanners in 20 regions in Tamil Nadu, South India. DRLs were formulated for 3 CT examinations namely thorax, abdomen and pelvis. The survey was performed over a period of 2 years. A questionnaire was used for collection of data from all CT centres visited as a part of the regional survey. The questionnaire included the type, model of the scanner; location of the installation; exposure parameters such as tube potentials, tube time-current product, rotation time, pitch (spiral and MDCT); number of scans performed per day; quality assurance performed routinely in each centre; Clinical protocols for respective anatomical regions; availability of dose reduction techniques and dose derivatives in the console.

Radiation dose measurements were performed using routine exposure parameters for thorax, abdomen and pelvis as practiced in each installation. CT dose index (CTDI) was measured using a 32 cm polymethyl methacrylate (PMMA) body phantom. The effective doses were estimated from weighted CT dose index (CTDI\text{w}) and dose length product (DLP) values using conversion factors. The CTDI\text{w} values were calculated using the formula

\[ \text{CTDI}_{\text{w}} = \frac{1}{3} \text{CTDI}_{\text{100},\text{th}} + \frac{2}{3} \text{CTDI}_{\text{100},\text{p}} \]

The dose length product (DLP) was calculated using weighted volume CT dose index (CTDI\text{vol}) and scan length. The effective dose (E) was estimated using the conversion factor from the European criteria for measurement of CT doses [1]. The collective effective doses were calculated from the mean effective dose from a particular CT examination and the corresponding number of examinations of that examination performed each year.

An average of 2080 CT examinations is performed each day in the region, of which 2.8% are paediatrics. Of the 2080 examinations, 1065 were head scans, 409 thorax, 429 abdomen and 177 extremities [2]. Of the 127 CT scanners evaluated, 13 were conventional, 11 refurbished conventional, 53 Single slice helical scanner (SSHIS), 6 refurbished SSHIS and 44 multidetector CT (MDCT). 54% of CT installations were in the hospitals, 13% in residential areas and 33% in commercial areas. The mean number of exposed population from CT examinations per day in the region was 105 ± 172.82 (7 - 769). Table 1 shows the regional DRLs for CT examinations of specific anatomical regions. The scan lengths are for the Indian population in Tamil Nadu. The mean collective effective dose was 13.42 mSv ± 43.9 (0.06 - 198) and the average effective dose per inhabitant per year was 1.34 mSv ± 3.77 (0.01 - 17).
<table>
<thead>
<tr>
<th>CT examination (Mean scan length)</th>
<th>Effective doses in mSv</th>
<th>Mean ± SD</th>
<th>Range</th>
<th>50th Percentile</th>
<th>Third quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thorax (36.1 cm)</td>
<td></td>
<td>8.04 ± 3.3</td>
<td>1.9 - 24.9</td>
<td>7.7</td>
<td>9.4</td>
</tr>
<tr>
<td>Abdomen (33.8 cm)</td>
<td></td>
<td>6.66 ± 2.7</td>
<td>1.6 - 20.6</td>
<td>6.4</td>
<td>7.8</td>
</tr>
<tr>
<td>Pelvis (19.1 cm)</td>
<td></td>
<td>4.57 ± 1.4</td>
<td>1.14 - 8</td>
<td>4.4</td>
<td>5.45</td>
</tr>
</tbody>
</table>

There were lot of variations in doses which could be attributed to the differences in dose efficiency between scanner models, use of obsolete scanners and variation in protocols. This study is the first step in the country to establish DRLs for CT scanners. 22 to 35% of scanners had radiation doses above the third quartile values required for the establishment of DRLs. The study reveals that the DRLs are within the international reference level for CT scanners as reported in literature [3]. As the number of CT examinations performed in the country are on the increase, it is therefore imperative to audit CT examinations in order to ensure that doses do not deviate from the established regional DRLs. In light of this study, it is necessary that every CT user should be trained to interpret the dose descriptors such as CTDIvol, DLP or effective dose values available on the CT console in order to keep doses as low as reasonably practicable. In India, there is a need for standardising clinical protocols for optimising exposure parameters and scan lengths for desired anatomical regions.
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Variations of dose to the lung during computed tomography (CT) thorax examinations: A Monte Carlo study
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This study determined the influence of patient individuality on lung organ doses for chest CT examinations. The aim was a statistical statement on the variability as well as the uncertainty caused by the patient individuality. Furthermore, the reproducibility of the mean organ dose value of the lung using the new ICRP 110 voxelized adult female phantom was determined [1].

Calculation of lung doses for 61 female chest CT studies with identical scan parameters (120 kV, 135 mAs, 100 mm collimation, 1.5 pitch) were done. For all patients, the lung was contoured and the geometry was simulated using the Monte Carlo method without patient table and with its original voxel size. The lungs were completely included in the scan area. A so-called user code CTDOSPP was developed which extends the Monte Carlo package EGSnrc [2] and enables rotational simulation of CT X-ray sources [3]. A developed graphical user interface GMctdospp allows easy handling of simulation parameters and CT studies, which are loaded in the DicomRT struct format [4]. The transformation of CT values to material and density values is carried out with a standard relationship. The ICRP adult female material composition of all organs were directly taken from the publication [1]. The patient table and bed and pillow were assumed to be air in order to be similar to patient pool. All simulations were calibrated for better handling and visualisation to a CTDI air value of 22.9 mGy.

Simulation values were grouped into 1 mSv classes (see figure 1). The organ dose classes fit well to a Gaussian distribution (correlation coefficient $R^2 = 0.97$). The fit’s mean value is 10 mSv with a standard deviation of 2 mSv. The variability is about ± 30 % with minimum at 8 mSv and maximum at 13 mSv. The calculated organ dose to the lungs of the ICRP adult female phantom is about 11 mSv and thus within the calculated standard deviation of the patient pool. For all simulations the statistical uncertainty was between 2 and 3.5 %.

This present study shows good statistical verification of the 30 % assumption [5] in uncertainty caused by patient individuality and is a good maybe more reliable alternative to measurements in phantoms [6]. The ICRP phantom value agrees well to the distribution, but could not exactly reproduce the calculated mean value, which could be caused by the explicit material simulation, by its own individuality etc. For an estimation of organ and effective dose and thus for the individual risk it will be more than sufficient, at any rate it overestimates the mean. But it should keep in mind that a large difference in organ doses caused by the individuality is possible.
FIG. 1. Variations in dose to the lung of 61 patients (black bars), the Gaussian fit through the simulated classes (red dotted line) and the lung dose of the ICRP adult female phantom (blue dotted line).
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Patient-specific kerma-area product as an exposure estimator in computed tomography: The concept and typical values
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The concept of the patient-specific kerma-area product (PSKAP) as an exposure estimator in computed tomography (CT) was suggested in [1], but no detailed information on how to evaluate this quantity in practice was given. We extend the idea by proposing (i) a rigorous definition of PSKAP, and (ii) a method for its evaluation by a CT scanner. To demonstrate the performance of the method, we used the Siemens Somatom Open CT scanner to obtain PSKAP values (here denoted as $P_{PSKAP}$) for the standard CT dosimetry head phantom.

Let PSKAP of a CT examination be defined as a sum of projection-specific kerma-area products $P_{KAP,i}$

$$P_{PSKAP} = \sum P_{KAP,i}.$$  

(1)

Each $P_{KAP,i}$ neglects photons passing beside the patient. It can be calculated by a CT scanner from values measured by a KAP-meter mounted downstream the bowtie filter, see Fig. 1a, as follows: For each projection, detector elements shaded by the patient are identified. For simplicity, we assume here that the corresponding region at a plane perpendicular to the beam axis is an interval $(x_a, x_b)$, see Figs. 1a and 1b. Then $P_{KAP,i}$ is evaluated as

$$P_{KAP,i} = \hat{P}_{KAP}(I) \cdot \Delta t_i \cdot \frac{P_{KL}(0)}{P_{KL}(0)} \int_{x_a}^{x_b} \frac{P_{KL}(x)}{P_{KL}(0)} dx,$$

(2)

where $\hat{P}_{KAP}$ is the kerma-area product rate measured by the KAP-meter as a function of tube current $I$, $\Delta t_i$ is the acquisition time for projection $i$, and $P_{KL}(x)$ and $P_{KL}(0)$ are the kerma-length products taken at positions $x$ and 0, respectively. The ratios $P_{KL}(0)/P_{KL}(0)$ and $P_{KL}(x)/P_{KL}(0)$ are determined during a calibration of the CT scanner. The integral in equation (2) is evaluated separately for each projection.

Since this concept has not been implemented in clinical CT scanners yet, we determined the $P_{PSKAP}$ value for a cylindrical phantom using a simplified method. The measurement with the KAP-meter was omitted, and equation (2) simplified to

$$P_{KAP,i} = \hat{P}_{KL}(I, x = 0) \Delta t_i \cdot \frac{P_{KL}(x)}{P_{KL}(0)} dx,$$

(3)

where $\hat{P}_{KL}(I, x = 0)$ is the kerma-length product rate measured at the iso-center. Measurements of the kerma-length product were performed with a WD CT 10 pencil ionization chamber. Measured values were corrected for beam hardening of the x-ray spectrum in the bowtie filter via correction factors pre-calculated using the PENELOPE Monte Carlo code (Fig. 2b). Corrected values of the $P_{KL}(x)/P_{KL}(0)$ ratio for 80, 100, 120, and 140 kV are in Fig 2a. The resulting patient-specific kerma-area-product was
$P_{PSKA} = 0.25 \text{ Gy cm}^2$ for the x-ray tube voltage of 120 kV, tube current of 100 mA, scanning time of 1 s, and beam width at the iso-center of 1.2 cm. For a sequential 10 cm scan of the head cylinder with pitch 1, the value was 10/1.2 = 8.3 times larger, i.e. $P_{PSKA} = 2.1 \text{ Gy cm}^2$.

To implement this method: (i) the CT scanner must be equipped with a KAP-meter, (ii) the calculation procedure must be implemented in the scanner's software, and (iii) a calibration to determine the ratio $P_{KL}(0)/P_{KL}$ and the function $P_{KL}(x)/P_{KL}(0)$ must be performed.

**FIG. 1:** (a, left) Schematic view of the integration interval $(x_a, x_b)$ which can be defined as a region where the signal intensity drops below a certain threshold level. To avoid attenuation in the couch, the signal can be calculated from reconstructed images. (b, right) The interval $(x_a, x_b)$ is used to evaluate the integral in equation (2); the integral equals the area below the curve $P_{KL}(x)/P_{KL}(0)$.

**FIG. 2:** (a, left) The normalized kerma-length product, $P_{KL}(x)/P_{KL}(0)$, as a function of position, x, for x-ray tube voltages of 80, 100, 120, and 140 kV and the head bowtie filter. (b, right) Calculated calibration coefficient, $N_{KL}$, of the WD CT 10 chamber as a function of aluminium filter thickness.
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Application of dosimetric methods for obtaining diagnostic reference levels in panoramic dental radiography
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Radiological techniques in dentistry have been developing rapidly and the panoramic dental radiology equipment (PDR) has been used increasingly [1]. In PDR, radiosensitive organs can be irradiated by the primary beam or can receive scattered radiation [2]. In Brazil, it has not been adopted reference levels for panoramic radiography, mainly because there are few dosimetric researches in PDR.

The TRS 457 [3] suggests the use of quantity kerma-length product ($PKL$) to quantify the dose in PDR. Another quantity that can be used is the kerma-area product ($PKA$). In PDR, the X-ray equipment is in rotation during the emission of X-rays, the irradiation fields are small, making difficult both dose measurement and field size definition. The point is to determine the most appropriate method considering the practicality and uncertainty of the chosen method. In this work, two methods for obtaining $PKA$ have been tested in panoramic devices. We used a Diamentor M4-KDK $PKA$ meter, a Radcal 9015 dosimetric system with electrometer model 9015 with a CT ionization chamber (10X5-3CT) and a thimble chamber (10X5-6).

The goals of the present study are to verify the viability of a $PKA$ meter and a CT ionization chamber to assess $PKA$ and $PKL$ in a panoramic X-ray unit as a feasible method of obtaining dosimetric values to quantify patient exposure.

$PKA$ meters are calibrated by the manufacturer, traceable to a primary measure of air kerma in a geometry different from that to be used in practice. Thus, the meter must be calibrated in situ. In PDR, the distances are fixed, the X-ray tube rotates during the exposure, the radiation beam is extremely narrow and the collimator is fixed. To overcome these difficulties, in this work the meter was calibrated in cephalometric mode. The average calibration factor obtained for one X-ray equipment (Rotographic Plus) was $0.80 \pm 0.02$. The uncertainty for the measurement of air kerma was 1%. The uncertainty for the measurement of $PKA$ was $\pm 0.01 \text{cGy.cm}^2$. Similar values were obtained for other equipment.

For each value of voltage and current of the tube, dosimetric measurements were performed with the $PKA$ ionization chamber positioned ahead of the first collimator and CT chamber before the second collimator. The procedure was repeated using other collimators on the equipment (eg collimators for children). The values obtained with the $PKA$ meter were compared with values calculated from CT camera data using equation 1:
\( P_{KA} \) calculated = \( P_{KL} \times h \)  \hspace{1cm} \text{(Eq. 1)}

\( P_{KL} \) = kerma-length product measured with a CT chamber

\( h \) = Height of the radiation beam at the entrance of the second collimator.

Table 1 shows the \( P_{KA} \) and \( P_{KL} \) values obtained during simulation tests in a panoramic equipment evaluated. The values of \( P_{KA} \) and \( P_{KL} \) in our work were similar to those found in the literature. [4, 5]. Both methods evaluated have found similar values when comparing one to another. Considering the results, we conclude that both methods of measure can be employed as a simple and direct way to measure patients doses for this type of examination. Relying on dosimetric values in this type of oral examinations promote greater control of patients exposure.

**TABLE 1: RESULTS OF \( P_{KA} \) AND \( P_{KL} \) MEASUREMENTS IN ROTOGRAPHIC PLUS X-RAY EQUIPMENT. [MA = 10, AREA = (83,7 \pm 1,3) \text{cm}^2].**

<table>
<thead>
<tr>
<th>kVp</th>
<th>Time</th>
<th>( P_{KA} ) (measured)</th>
<th>( P_{KL} ) (Pencil chamber measure)</th>
<th>( P_{KL} ) (calculated)</th>
<th>( P_{KA} ) (calculated)</th>
<th>( \Delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>14</td>
<td>2,64 \pm 0,01</td>
<td>224,0 \pm 2,2</td>
<td>2240 \pm 22</td>
<td>2,64 \pm 0,03</td>
<td>0</td>
</tr>
<tr>
<td>65</td>
<td>14</td>
<td>3,36 \pm 0,01</td>
<td>290,0 \pm 2,9</td>
<td>2900 \pm 29</td>
<td>3,42 \pm 0,04</td>
<td>-2</td>
</tr>
<tr>
<td>70</td>
<td>17</td>
<td>5,14 \pm 0,01</td>
<td>429,6 \pm 4,3</td>
<td>4296 \pm 43</td>
<td>5,07 \pm 0,07</td>
<td>1</td>
</tr>
<tr>
<td>75</td>
<td>17</td>
<td>7,09 \pm 0,01</td>
<td>580,2 \pm 5,8</td>
<td>5802 \pm 58</td>
<td>6,85 \pm 0,09</td>
<td>3</td>
</tr>
<tr>
<td>80</td>
<td>17</td>
<td>8,27 \pm 0,01</td>
<td>677,0 \pm 6,8</td>
<td>6770 \pm 68</td>
<td>7,99 \pm 0,10</td>
<td>3</td>
</tr>
<tr>
<td>85</td>
<td>17</td>
<td>10,71 \pm 0,01</td>
<td>838,4 \pm 8,4</td>
<td>8384 \pm 84</td>
<td>9,89 \pm 0,13</td>
<td>8</td>
</tr>
</tbody>
</table>

The calculations required are simple, quick and easy to come by, so do not introduce many sources of uncertainty in the measurement process. This fact make possible to include this tests in the quality control routine.

This methodology is being applied in other panoramic equipment in order to have enough dosimetric information making it possible to propose mechanisms for optimization of this practice and, in long term, establish reference levels for PDR in Rio de Janeiro and Brazil.
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The field of radiation therapy has seen a rapid evolution from 2-D radiation therapy (2-D RT) to 3-D conformal radiation therapy (3-D CRT) to intensity modulated radiation therapy (IMRT), along with image-guided radiation therapy (IGRT). Each stage of transition was associated with a higher level of technological sophistication. Treatment planning (TP) is at the hub of the multi-stage radiation treatment (RT) process — any inaccuracies at this stage will result in an inaccurate treatment for the patient. Fig. 1 shows the steps of the RT process for three common treatment scenarios. Various reports have been developed that deal with the acceptance, commissioning and quality assurance (QA) of RT planning systems (TPS) [1-3]. Dealing with the TPS is only part of the total process of ensuring that “we got it right”. “Getting it right” incorporates four key activities [1]: “education”, “documentation”, “verification” and “communication”.

“Education” includes specialized training specifically for new technologies. Many reports on radiation therapy errors [4] have shown that a significant underlying cause is the lack of adequate training.

“Documentation” involves record keeping for all activities associated with the implementation and QA of a TPS. The documentation should be clear enough so that if a physicist leaves the department, it should be easy for a new physicist to see what has been done during the TPS workup and QA procedures.

“Verification” involves a variety of activities – including measurements associated with commissioning, ongoing QA and “end-to-end” tests. During the acceptance procedures a series of tests are performed (e.g., “site tests” as described in [2]) which verify that the system responds according to the specifications set out in the purchase process. “Verification” also includes commissioning measurements and tests to ensure that the dose calculations can be performed with the accuracy as defined in the specifications. If the measurements are inaccurate, then the resulting dose calculations performed by the TPS will attempt to reproduce these incorrect measurements. Very significant treatment errors (e.g., 50% errors in dose delivery [5]) have been known to occur as a result.
of the use of an incorrect ionization chamber for small field stereotactic techniques. Appropriate detectors [6] are required in different regions of dose delivery, e.g., measurements in the build-up region should be made with a parallel plate ionization chamber. Central ray measurement beyond the maximum dose should be made with a low-noise cylindrical volume ionization chamber when measuring photon beams but should be made with parallel plate chambers when measuring electron beams. Cross beam dose profiles should be made with a small diameter cylindrical ionization chamber. Anthropomorphic phantom measurements need to be made with thermoluminescent dosimeters (TLDs) or, the recently introduced, optically stimulated luminescence (OSL) dosimeters [7]. For IMRT, patient-specific measurements may have to be made to verify that the MLC delivery process is accurate. For this, a variety of procedures and technologies have been developed that are commercially available and range from TLD measurements and/or ionization chamber measurements in specialized phantoms, to the use of film dosimetry or the use of 2-D or 3-D arrays of detectors [8].

“Communication” takes various forms. First, it includes clear communication, in terms of the use and the outputs of the TPS, e.g., physicians need to be very clear about their definition of target volumes, expected margins and the corresponding dose-volume constraints. Treatment planners need to be very clear about details regarding the set-up of treatment techniques. Treatment protocols should be developed jointly by the professional groups involved in the RT process and these should be available as written, or “on-line”, documents. The dose prescription and the dose normalization should be clearly understood by all professionals involved.

To assess whether “we got it right” with respect to the actual dose delivered to the patient, a technique can be fully evaluated by CT scanning an anthropomorphic phantom, having a physician define the target volume on the resulting images and providing dose-volume constraints and the prescription, developing a treatment plan, and finally delivering a dose to the phantom which has been loaded with dosimeters. Alternatively, TLD, MOSFET or OSL dosimeters can be used with in vivo dosimetry on patients to determine the agreement between calculated and delivered dose. Ultimately, all of these procedures should convince the professional staff that “we got it right”!
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Assessing heterogeneity correction algorithms using the Radiological Physics Center’s anthropomorphic thorax phantom
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The Radiological Physics Center (RPC) was established as a resource in radiation dosimetry and physics for cooperative clinical trial groups and radiotherapy facilities that deliver radiation treatments to patients entered onto cooperative group protocols. The RPC’s primary responsibility is to assure NCI and the cooperative groups that the participating institutions deliver radiation treatments that are clinically comparable to those delivered by other institutions in the cooperative groups. One of the remote audit techniques used by the RPC to assure NCI is to credential institutions using its anthropomorphic phantoms, i.e. an end to end test from imaging to planning to final dose delivery as if the phantom were an actual patient. With the recent implementation of several lung protocols requiring heterogeneity corrected target doses, the RPC, through its credentialing activities have evaluated numerous heterogeneity correction algorithms as used in various treatment planning systems. These systems include Elekta Pinnacle superposition convolution (SC) (adaptive convolve and collapsed cone) algorithms, Varian Eclipse pencil beam (PB) and AAA algorithms, TomoTherapy planning station SC, Accuray Multiplan PB and Monte Carlo (MC) algorithms, Nomos Corvus PB, CMS XiO SC, BrainLab PB and Elekta PrecisePlan Clarkson algorithm.

The thorax phantom was sent to nearly 200 institutions since late 2004. This phantom (figure 1) is a water-filled plastic shell that simulates a patient not only in dimensions but also in densities for imaging and treatment purposes. This design includes two lungs with density of 0.33 g/cm³ and a target centrally located in the left lung with density near 1 g/cm³. TLD and radiochromic films were used as dosimeters within and near the target region. Institutions that received the phantom were requested to image, plan and treat the phantom as if a patient. The institutions were asked to submit both the homogeneous and heterogeneity corrected treatment plans using the same number of monitor units.

As seen in Table 1, the initial evaluation of the target doses comparing the ratio of the homogeneous dose to heterogeneity corrected dose revealed a difference between several of the planning system algorithms (TPS). There is a 5-10% difference between the Clarkson/PB algorithms calculated corrected heterogeneity doses as compared to the

<table>
<thead>
<tr>
<th>TPS</th>
<th>Hetero. Correction Algorithm</th>
<th># Irrad.</th>
<th>Ctr. of Target Ave. Dhet/Dhomo</th>
<th>Ctr. of Target Ave. Dhet/Dhomo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pinnacle</td>
<td>Adapt C/C Conv</td>
<td>15</td>
<td>1.14</td>
<td>0.58</td>
</tr>
<tr>
<td>HiArt</td>
<td>Superposition</td>
<td>9</td>
<td>1.15</td>
<td>0.99</td>
</tr>
<tr>
<td>XiO</td>
<td>Superposition</td>
<td>8</td>
<td>1.13</td>
<td>0.97</td>
</tr>
<tr>
<td>Accuray Multiplan</td>
<td>Monte Carlo</td>
<td>6</td>
<td>1.1</td>
<td>0.98</td>
</tr>
<tr>
<td>Eclipse</td>
<td>AAA</td>
<td>12</td>
<td>1.12</td>
<td>0.96</td>
</tr>
<tr>
<td>Eclipse</td>
<td>Pencil Beam</td>
<td>12</td>
<td>1.18</td>
<td>0.95</td>
</tr>
<tr>
<td>Brain Lab</td>
<td>Pencil Beam</td>
<td>5</td>
<td>1.2</td>
<td>0.96</td>
</tr>
<tr>
<td>PrecisePlan</td>
<td>Clarkson</td>
<td>2</td>
<td>1.19</td>
<td>0.99</td>
</tr>
<tr>
<td>Accuray Multiplan</td>
<td>Pencil Beam</td>
<td>2</td>
<td>-</td>
<td>0.87</td>
</tr>
</tbody>
</table>

FIG 1. Thorax phantom

TABLE 1. COMPARISON BETWEEN TPS CORRECTION ALGORITHMS
SC/AAA/Monte Carlo corrected heterogeneity doses. This difference was not obvious when considering the ratio of the TLD dose to the calculated heterogeneity corrected doses in the center of the target where the average TLD/target dose ratio was $0.97 \pm 0.025$ (std dev) with the exception of the Accuray MultiPlan algorithm where the ratio was $0.87 \pm 0.018$. However when one looked at the dose profiles and gamma index ($\pm 5\%/3\text{mm}$) of the dose distributions going through and around the target there were clear differences between classes of heterogeneity correction algorithms as seen in Figure 2 where the Pinnacle SC data is compared to the Eclipse PB data. The reason for this observed difference was due to the lack of lateral electron scatter in the PB and Clarkson type algorithms. The SC/AAA/Monte Carlo algorithms all accounted for this lateral scatter and as such the agreement between measurement and calculation was good. Figure 3 shows a histogram of the percent of pixels passing the gamma index criteria for various planning system heterogeneity correction algorithms and once again you can see which algorithms do a poor job and which ones have a higher rate of passing the criteria.

Conclusion: Various heterogeneity correction algorithms are more accurate at calculating doses to targets in the lung and these algorithms are being required for clinical trials treating lung tumors.
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LiFo-film dosimeters in skin dose measurements
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Skin dose is an important issue in radiation therapy to control malicious skin effects due to high doses to the skin\textsuperscript{5}. Radiation therapy planning systems however can not deliver accurate dose calculations in the first few mm of tissue (build-up effect, difficult measurement of skin dose, transition between tissue and air in planning CT, ...). This study will present the use of lithium formate monohydrate film dosimeters as a possible dosimeter in skin dose measurement.

Lithium formate monohydrate (LiFo) is mixed with e-polycaprolactone (PCL) in a ratio of 35wt\% LiFo and 65wt\% PCL. Afterwards the mixture is pressed into 1 mm thick film sheets. LiFo forms stable free radicals when irradiated \textsuperscript{5}. The concentration of radicals is a measure for the absorbed dose and can be measured using an electron magnetic resonance (EMR) spectrometer in combination with a high sensitive resonant cavity. The peak-to-peak value of the first derivative of the absorption spectrum measured with the EMR spectrometer is a measure for the free radical concentration and consequently the absorbed dose. Together with the dosimeter a reference nuclide signal is measured to correct for spectrometer sensitivity fluctuations at short and long-term. LiFo was preferred to L-\alpha-alanine due to a higher sensitivity of the dosimetric material and the little amount of radiosensitive material that can be processed in the current production process. In our measurements LiFo film dosimeters of 20 mm by 4 mm and a thickness of 1 mm were irradiated using different irradiation facilities in various radiotherapy centres in Belgium with photon energies of 6 and 18 MV.

A dose calibration curve was established using a series of dosimeters irradiated to a known absorbed dose (5 to 50 Gy). Each dose point corresponds with 4 irradiated dosimeters. A linear EMR-signal to dose response was obtained (figure 1).

Rotational dependency of the read-out of the dosimeter was studied. This resulted in a rotational dependency of up to 8.5\%. The rotational dependency can be corrected for by measuring multiple orientations of the dosimeter in one measurement (i.e. 5 different spectra of one dosimeter). A total uncertainty (orientation, tilting of dosimeter ...) of 5\% was obtained for 20 Gy.

Fading measurements were performed over a period of 14 weeks. In the first 8 weeks no significant fading was found. A significant fading was seen afterwards with up to 40\% in week 22. New periodic measurements are being performed to validate these results.
In addition to the development and characterisation of these dosimeters, the integral skin dose was measured in some clinical case studies for breast sparing cancer treatments. The techniques of tangential fields, IMRT and helical tomotherapy were investigated and the measured skin dose was compared with the dose as estimated by the treatment planning system. Differences up to 50% were observed, illustrating the inaccuracy in skin dose calculations.

![Dose response for LiFo film dosimeters](image)

**FIG 1:** Dose response for LiFo film dosimeters
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A dosimetric protocol for the use of radiochromic film in radiotherapy quality assurance in Norway
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Recent advancements in external beam radiotherapy has urged a revision of the existing quality control routines at Norwegian hospitals. There has been a concern that the established method, primarily focused on point dose measurements using an ionization chamber in a water phantom, does not give enough information about the planar dose distribution. With this background, a master's thesis [1] project was initiated at the NRPA in 2008. The goal of the thesis was to develop a method that would relate established methods [2] to 2-D dosimetry using GafChromic® EBT [3] film, and perform measurements at a number of Norwegian hospitals. After completion of the thesis, the project was developed further to include an improved experimental method and measurement results from a total of 19 linear accelerators from all ten radiotherapy hospitals in Norway [4]. In addition, the film was thoroughly assessed with regards to measurement accuracy [5]. The project was finished in May of 2009, and published reports are available from the NRPA website (http://www.nrpa.no).

Experimental setups were designed to shed light on areas where existing dosimetry quality assurance might be inadequate; abutted fields, rotated fields and small fields that utilize overtravel on the secondary collimators. Abutted field techniques are commonly encountered in head-and-neck treatments, while small overtravel fields are often used as booster fields, e.g. in breast cancer treatment. In order to get a direct relation between absolute dosimetry and relative film dosimetry, measurements of absolute dose were performed at each hospital according to TRS 398 [6] using a thimble type ionization chamber in a water phantom. These measurements were done using 6 and 15 MV photon fields, with the number of monitor units custom selected in each case so that the ionization chamber would receive 2 Gy.

For film dosimetry, five different setups were studied for each linear accelerator – a standard reference field, abutted fields without collimator rotation, abutted fields with collimator rotation in the x- and y-direction, and overtravel fields. All films were placed under a water phantom containing the equivalent of 10 g/cm² water with a SSD of 90 cm, analogous to the ionization chamber setup. 15 MV photon fields were used for all film measurements.

After exposure all films were stored in light-proof envelopes for 24-48 hours before being scanned five times on a flatbed scanner at 72 dpi. The mean pixel value of the red channel of the last three scans was used for analysis. The protocol used for film processing was based on a modification of the procedure first suggested by Devic et al (2005) [7]. Self-written software in Matlab was used for all image processing and most analysis tasks. As film response may vary noticeably for different measurement series, the measured absolute dose from the ionization chamber measurements of the reference field was used to adjust the calibration curve to each individual linear accelerator. A thorough assessment of the uncertainties in the film show that the 2σ dose uncertainty for the film is less than 4 % at the 2 Gy level.

Results from the absolute ionization chamber measurements in the isocenter of a reference field show that the measured dose values all lie within 2 % of the expected value of 2.0 Gy. Measurements done
with film on an equivalent field show that penumbra, field size, flatness and symmetry gives results that are also in agreement with expected values.

For abutted field setups the results are more incongruous, as overlaps and gaps between the abutted fields result in deviations in dose larger than 30% in small areas within the fields. For the cases where the fields were also rotated measured errors were generally larger, partly because certain gaps or overlaps were doubled in the rotation process. Linear accelerators that utilize MLC as a secondary collimator seemed more prone to anomalies in the planar dose distribution. This may be accounted to small errors in the fine adjustments on the large number of individual leaves.

Overtravel field measurements show that almost all of the linear accelerators were able to geometrically reproduce the small field sizes. However, comparisons with dose planning software using gamma evaluation methods [8; 9] show that in many cases the predicted doses in the overtravel fields differ significantly from the measured doses using film.

Measurements with both the ionization chamber setup and film show that hospitals have good control of their standard reference field, but still have some potential for improvement when it comes to specialized field setups. The GafChromic® EBT type radiochromic film proved useful in performing simple and cost-effective 2-D dosimetry. With continuous development in the field it is likely that this type of film could become increasingly prominent in clinical QA routines.
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Peripheral doses in modern radiotherapy techniques: A comparison between IMRT, Tomotherapy and Cyberknife
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The goal of this intercomparison is to determine the impact of peripheral doses, during treatment of prostate cancer. Three different machines will be compared: IMRT (10MeV, nowadays the common energy used in clinical practice, and 18MeV; Varian Clinac 2100 C/D (Varian Medical Systems, Inc., Palo Alto, CA, USA), Tomotherapy (6 MeV) and Cyberknife (6 MeV). The treatment devices are located in the university hospitals of Leuven, Brussels and Liège respectively. Two possible working strategies will be followed. In the first case a common treatment protocol will be agreed among the three clinical centers and this same protocol will be used by each partner. In this case we will be able to evaluate the performances (in terms of peripheral doses) of the different machines when faced to the same constraints, in terms of dose distribution. In the second case each center will treat the tumour following its internal treatment protocol. The goal of this second measurements round is to compare the machines when each of them is working with its own optimized protocol.

The measurements are done with a Rando Alderson (RA) anthropomorphic phantom filled in with TLD's (MTS-N pellets) and neutron bubble detectors (in the case of 10MeV and 18 MeV IMRT). The phantom is imaged using a CT scanner and the same conversion curve 'Hounsfield Units - electronic density' is shared across the three clinical centers, along with the CT data. Different organs are considered in the study: thyroid, stomach, colon, kidney, liver and lungs for neutrons and photons measurements. In the case of photons, we also monitor the dose in the esophagus, spleen, red bone marrow, brain, small intestine and pancreas. Photon doses are measured by placing TLD into the RA phantom, in correspondence of the different organs. The TLD’s were distributed within the different organs in order to guarantee a, as uniform as possible, 3D coverage of the volume. The final equivalent doses values were obtained by averaging on the different organs TLD's. Neutron doses are measured by placing bubble detectors, both for thermal (BDT) and fast neutrons (BD-PND) in holes drilled in the studied organs. We deliver a single treatment fraction of 2Gy (in the entire treatment 74Gy are delivered to the tumor site).

We present here some preliminary results. At present we have performed two measurements on the IMRT device, for 10MeV and 18MeV. The delivered number of monitor units in the optimal 5-field IMRT plan was approximately 10% higher in the 18 MeV plan compared to the 10 MeV plan. Figure 1 shows the photons equivalent dose for the different organs. Photons doses are reported in mSv/(delivered Gy).
Peripheral photon doses are in the order of up to 5mSv/Gy, with the exceptions of red bone marrow (30mSv/Gy) and the bottom part of the colon (about 20mSv/Gy). The bottom part of the colon is located in proximity of the irradiation field. Similarly, the dose to the red bone marrow is averaged over the entire phantom and includes therefore a part close to the irradiation field.

Figures 2 and 3 show the contribution of thermal and fast neutrons to the dose (in μSv/Gy), in six different organs, both for 10MeV and 18MeV. The energy threshold of the fast neutrons bubble detectors (BD-PND) is 100keV.

As it can be seen there is a much higher contribution of the neutrons to the total dose, at 18MeV, because of higher energy of the primary, photon beam.
For organs distant from the irradiation field, such as the thyroid, we can see that the major contribution to the peripheral dose comes from the neutrons, fast neutrons in particular. This is due to the important attenuation of the photons, at such distances, in particular for lower (10MeV) energies.

To conclude, we present here preliminary results of IMRT prostate treatment at 10MeV and 18MeV. The contribution of photons and neutrons is measured in an anthropomorphic phantom. At distant organs/sites, the neutrons component of the dose will be higher than the photon component. This study will soon include two more radiotherapy techniques, namely, Tomotherapy and Cyberknife, both at 6MeV In the coming month we plan to complete the first round of measurements.
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A Monte Carlo computer model of X-ray systems for digital breast tomosynthesis has been used to calculate the mean glandular breast dose for a range of imaging geometries, breast sizes and compositions and X-ray spectra. The objective was to provide absorbed dose conversion coefficients which may be used to estimate the mean glandular dose to the breast from measurements of air kerma. A formalism is proposed which extends that used in the Europe for conventional 2D projection mammography by the introduction of a further multiplicative factor $T$, so that the mean glandular breast dose ($D$) is obtained as:

$$D = K g c s T$$

where $K$ is a measurement of air kerma (specified below), $g$ is the absorbed dose conversion coefficient for a breast of glandularity 50\%, tabulated in [1] as a function of half value layer and breast thickness, the factor $c$ corrects for the actual glandularity of the breast and the factor $s$ allows for spectra which have the same HVL but originate from X-ray tubes with different target/filter combinations, as given in [2] and [3].

The Monte Carlo model used follows the approach in [1], [2] and [3], suitably extended to simulate geometries used for breast tomosynthesis. Two different geometries were treated: firstly a full field imaging system with a rotation point situated 4 cm above a fixed image receptor, which was at 66 cm from the focal spot of the X-ray tube; and secondly a scanning system with a 5 cm wide beam with matched image receptor which scans across the breast as the tube rotates. In the latter case the rotation point was below the breast platform and image receptor at 104 cm from the focal spot. For the first system rotation angles up to ±30 degrees were considered which more than encompasses the angular range of several commercial systems in use or under development. For the second system the annular range was ±17 degrees in accordance with the design of the particular scanning system simulated, a prototype manufactured by Sectra AB (Sweden). The calculations were made for breasts in the thickness range 2-11 cm, glandularities in the range 0.1-100\% and for X-ray spectra from Mo/Mo, Mo/Rh, Rh/Rh, W/Rh, W/Ag and W/Al target filter combinations.

In the 2D protocol, the air kerma is measured with a dosimeter in contact with the breast compression paddle. In the 3D protocol the air kerma is measured with the paddle resting on the breast support platform and corrected back to the incident surface of the breast using the inverse square law. This provides a well defined measurement position, but may require a correction for backscatter, depending on the dosimeter used. The air kerma is measured without the breast present, but at the same tube loading as a rotational exposure with the breast present. The measurement may in principle be made with the X-ray tube in the straight through (zero degree) position or with the tube rotating, and factors have been calculated for both situations.
For the first geometry measurements in the straight through position are preferred as the requirement of a uniform angular response for the dosimeter is then easier to meet. The results for this first geometry are presented both as a function of angle (so that MGD can be estimated for geometries with varying exposures at different angles) and integrated over a complete angular range with uniform weighting. The results show that the formalism proposed in (1) can be used with sufficient accuracy with a single factor for each tomographic projection angle or range of projection angles.

For the second geometry (5 cm wide scanning beam), the rotational measurement is preferred as the conversions factors using a zero degree normalisation are very sensitive to beam width.

Depending on the particular situation and geometry, the conversion factor T is in the range 0.85 to 1.0, so that the value of the MGD for breast tomosynthesis is quite similar to that for 2D projection mammography with the same tube loading.
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As stated by the European regulation 97/43/Euratom patient dose should be periodically evaluated to guarantee optimisation and justification of the practice. Moreover the ICRP (International Commission on Radiological Protection) recommends to provide an adequate follow-up and eventual treatment of these injuries, for patients whose skin dose has been 3 Gy or greater [1].

Maximum skin dose (MSD) could be directly measured using film or thermoluminescent dosimeters (TLDs) [2,3,4,5]. But, it is important to have a methodology to perform an “on-line” evaluation (e.g.: during the procedure) of patient’s skin dose to indentify high skin procedures. For interventional radiology procedures kerma-air product (KAP) and cumulative air kerma (CK) at the interventional reference point (IRP) could be used for this purpose.

This work aims to investigate the correlation between these parameters and the maximum skin dose directly measured in a sample of procedure.

The dosimetric indicator that better correlate with the MSD could then be used to define trigger levels that indicate the overcoming of threshold for deterministic effects and necessity of medical follow-up for possible radiation injuries, respectively. In a sample of 61 interventional radiology procedures performed with two angiographic system equipped with a digital flat panel detector by four experienced radiologists, the MSD has been measured with radiochromic films (Gafchromic XR-typeR, IPS, USA) placed between patient and couch. Radiochromic films have been calibrated under an angiographic beam for comparison with an ionisation chamber (Radcal, Model 2026C 6cc ion chamber). Images of films, obtained with a reflective flatbed scanner (Epson 1680pro), were evaluated in terms of dose with a Matlab routine.

Cerebral angiography, aneurysm embolisation and chemoembolisation of liver cancer are procedure where high skin doses could be delivered (table 1).

<table>
<thead>
<tr>
<th>Procedure</th>
<th>No</th>
<th>PSD (mGy)</th>
<th>Range (mGy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cerebral Angiography</td>
<td>25</td>
<td>352.4 ± 145.4</td>
<td>98.8 ± 561.9</td>
</tr>
<tr>
<td>Aneurysm Embolization</td>
<td>18</td>
<td>1072.5 ± 1085.2</td>
<td>332.2 ± 4941.9</td>
</tr>
<tr>
<td>Liver chemo-embolization</td>
<td>38</td>
<td>1343.8 ± 915.7</td>
<td>343.4 ± 4135.5</td>
</tr>
</tbody>
</table>
The correlation between PSD and CK was investigated. Results for aneurysm embolisation and liver chemo-embolisation are represented in figures 1 and 2.

For Aneurysm embolisation the correlation CK and measured PSD allows to identify a CK trigger level of 5.2 Gy that indicate the possible overcoming of 3 Gy for PSD. For liver chemoembolisation the CK trigger level assessed if 2.5 Gy.

The study is proposing a methodology to assess trigger levels in interventional radiology. Trigger level is an useful instrument providing to the interventionalist the cumulative air kerma value corresponding to the possible overcoming of a selected threshold of peak skin dose, useful in high dose procedures to prevent tissue reactions.
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Introduction
Digital breast tomosynthesis (DBT) has been a promising new development in the field of breast imaging. This three-dimensional technique provides images with reduced structure noise from overlaying tissues. While clinical studies are ongoing to evaluate the clinical performance of DBT, the associated radiation dose should be determined. If it is aimed to use DBT in a screening program, it is important to survey the dose delivered to the patient.

Material and methods
Data collection was performed on a Siemens MAMMOMAT Inspiration TOMO breast tomosynthesis system in our hospital. In total, data of 100 clinical cases were collected but only the data from CC views were used for the calculation of the mean glandular dose (MGD) within the patient’s breast. MGD calculations were performed in two ways. The first method is described by D. Dance et al.1,3 and uses the following formula:

\[ MGD = K \cdot g \cdot c \cdot s \cdot t(\theta) \]

where K is the air kerma, the g factor is the incident air kerma to mean glandular dose conversion factor for 50% glandularity breasts, the c factor allows a correction for different glandularities, the s-factor corrects for the use of different spectra and t(\theta) is the tomo-factor which is dependent on the projection angle. The dose was calculated once based on the age of the patient and a second time based on the glandularity of the breast. The information about breast glandularities was provided by the radiologists.

The second method is described by I. Sechopoulos et al.4,5 and a totally different formula is used for the dose calculations:

\[ D_g = X_{CR} \cdot D_{g0} \cdot \sum_{\alpha=0}^{\alpha=\alpha_{MAX}} RGD(\alpha) \]

where \( D_g \) is the total glandular dose, \( X_{CR} \) is the exposure measured in a reference point on the breast support plate (in roentgen), \( D_{g0} \) is the normalized glandular dose for the zero degree projection and \( RGD(\alpha) \) is the relative glandular dose coefficient which is calculated for every tomosynthesis projection angle (\( \alpha \)). These RGD calculations are based on fitting coefficients, which are tabulated, the tomosynthesis angle measured at the detector surface and the compressed breast chest wall to nipple distance (CND).

The results of the two methods are also compared with the dose indicated on the system.

Results and discussion
The doses calculated with the first method (based on the age of the patient) vary between 0.64mGy and 3.39mGy for a breast thickness from 33mm to 95mm. The dose distribution in function of breast
thickness is shown in figure 1. Acceptable and achievable dose levels for 2D mammography are also shown.

![Figure 1: Calculated MGD in function of breast thickness.](image)

The doses from the two methods can be compared with the doses indicated on the x-ray system. The relative difference between the indicated and the calculated dose is shown for both methods in figure 2. When the formula from Dance et al. is used, there is a good agreement between the indicated and the calculated value. For the second method, the differences are larger and doses are underestimated compared with the system MGD. This difference is probably due to the use of a different breast model and a different way of measuring the exposure or tube output.

![Figure 2: Relative difference between the dose indicated on the system and the dose calculated with the two methods.](image)
Conclusion
It is possible to calculate the 3D MGD in a similar way as for 2D mammography. The two methods are relatively easy and can be applicable on a larger dataset. However, when glandularity information is included, dose calculations will be more complex and input from radiologists will be necessary, since glandularity information is not available in the DICOM header of the images. There is a small but significant difference between the two methods which can be explained by differences in the simulated breast model and measurements of the tube output.
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Introduction

The European Protocol\(^1\) recommends a method and standards to assess image quality and dose for full field digital mammography systems. The performance of six integrated digital systems and three computed radiography (CR) systems were compared against this protocol.

Method

Equivalent breasts thicknesses were simulated with a range of polymethyl methacrylate (PMMA) slabs and suitable spacers placed on the patient platform. Exposures were made under automatic exposure control (AEC) allowing the kV, target and filter combination to alter accordingly. Mean glandular dose (MGD) and contrast-to-noise ratio (CNR) was determined for the simulated breasts as described in the protocol.

Contrast detail measurements were taken from 16 images using the CDCOM (version 1.5.2) (available at http://www.euref.org) and automated determination of threshold contrast software (version 2.4). Image analysis was performed on the pre-processed images. For each equivalent breast thickness, the measured CNR was assessed relative to the CNR limiting value as defined in the protocol.

The older GE Senographe DS (software version ADS 43.10.1) did not initially meet the image quality standards on the low and standard dose mode. These systems required detector calibrations to increase the dose so that the image quality complied.

Similarly the CNR measured for all CR systems initially fell below the limiting value. Adjustments to the AEC were required to ensure that the CNR measured was greater than the CNR limiting value whilst ensuring that the MGD was below the acceptable limiting value given in the protocol.

Results (shown overpage)

Fig. 1 shows the ratio of the measured CNR divided by the CNR limiting value for different equivalent breast thicknesses for all the mammography systems. Fig. 2 shows the MGD used to achieve the CNR in Fig. 1.

Conclusion

Most integrated digital systems required no adjustment to comply with the dose and image quality standard in the European protocol but older models of the GE Senographe DS needed several detector calibrations to comply. All three CR systems required adjustments to the AEC in order to meet the standards. Most integrated digital systems performed better in terms of image quality and all delivered significantly lower MGD. For the 53mm equivalent breast thickness, the largest MGD for a CR system was 2.0 times the lowest dose for an integrated digital system.
FIG. 1. CNR Measured / CNR Limiting Values for different equivalent breast thicknesses

FIG. 2. Mean glandular dose to achieve the CNR results given in Fig. 1.
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On the influence of the patient’s posture on organ and tissue absorbed doses caused by radiodiagnostic examinations
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Standing and supine (=lying on one’s back) postures are most frequently used positions for patients submitted to examinations in radiodiagnosis. When it comes to the assessment of organ and tissue absorbed doses, human phantoms connected to Monte Carlo (MC) codes are applied which usually represent individuals either in standing or in supine posture, i.e. that depending on the protocol of the examination to be simulated, some of the MC calculations are made using a phantom with the false posture. To find out if the posture has a significant impact on organ and tissue absorbed doses, one has to model phantoms to represent humans in different postures and to use them under exactly the same exposure conditions. FASH2_sta, MASH2_sta and FASH2_sup, MASH2_sup are pairs of female and male adult phantoms in standing and supine posture, respectively [1]. The phantoms will be used for the simulation of X-ray examinations of the thorax and the abdomen and resulting organ and tissue absorbed doses will be compared for the two postures. This synopsis will show results for a thorax radiograph of the FASH2_sta and the FASH2_sup phantoms.

FIG. 1. Thorax AP exposure scenario for the FASH2_sta phantom. FW = field width, FH = field height. Field size at image receptor in blue, at entrance in black.

FIG. 2. Thorax AP exposure scenario for the FASH2_sup phantom. FW = field width, FH = field height. Field size at image receptor in blue, at entrance in black.
Up to 50% of all examinations of the thorax are being made with lying patients in intensive care or simply because hospitalized patients cannot stand up and/or turn around. The tube voltage is 90 kV, the filtration 2.5 mm Al, the FDD = 105 cm and the field size in the image receptor plane 35 cm x 40 cm. Normally, the patient is in supine posture and the projection is AP (ventro-dorsal). The field is centred on the middle of the sternum. Fig. 1 and 2 show the exposure scenarios for the FASH2_sta and FASH2_sup phantoms and Tab. 1 present the results as conversion coefficients between organ or tissue absorbed dose D and incident air kerma INAK. The last column shows organ dose differences between standing and supine posture of 67%, 54% and 46% for the pancreas, kidneys and stomach wall, respectively, which can occur if the radiograph is simulated with a phantom in false posture.

**TABLE 1. CONVERSION COEFFICIENTS BETWEEN SELECTED ORGAN AND TISSUE ABSORBED DOSES D AND INCIDENT AIR KERMA INAK FOR THORARCIC RADIOGRAPHS AP SIMULATED WITH THE FASH2_STA AND THE FASH2_SUP PHANTOMS.**

<table>
<thead>
<tr>
<th>Organ/Tissue</th>
<th>Standing</th>
<th>Standing</th>
<th>Supine</th>
<th>Supine</th>
<th>Sup/Sta</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D/INAK</td>
<td>Error</td>
<td>D/INAK</td>
<td>Error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BREASTS, glandular</td>
<td>0.847</td>
<td>0.3</td>
<td>0.871</td>
<td>0.3</td>
<td>1.028</td>
<td>35 x 40</td>
</tr>
<tr>
<td>KIDNEYS</td>
<td>0.063</td>
<td>1.1</td>
<td>0.097</td>
<td>0.9</td>
<td>1.540</td>
<td></td>
</tr>
<tr>
<td>LIVER</td>
<td>0.312</td>
<td>0.2</td>
<td>0.375</td>
<td>0.2</td>
<td>1.202</td>
<td></td>
</tr>
<tr>
<td>LUNGS</td>
<td>0.417</td>
<td>0.2</td>
<td>0.448</td>
<td>0.2</td>
<td>1.074</td>
<td></td>
</tr>
<tr>
<td>OESOPHAGUS</td>
<td>0.347</td>
<td>1.2</td>
<td>0.359</td>
<td>1.2</td>
<td>1.035</td>
<td></td>
</tr>
<tr>
<td>PANCREAS</td>
<td>0.049</td>
<td>1.8</td>
<td>0.082</td>
<td>1.4</td>
<td>1.673</td>
<td></td>
</tr>
<tr>
<td>Spleen</td>
<td>0.305</td>
<td>0.7</td>
<td>0.304</td>
<td>1.1</td>
<td>0.997</td>
<td></td>
</tr>
<tr>
<td>STOMACH WALL</td>
<td>0.192</td>
<td>0.8</td>
<td>0.281</td>
<td>0.7</td>
<td>1.464</td>
<td></td>
</tr>
<tr>
<td>THYMUS</td>
<td>0.664</td>
<td>1.1</td>
<td>0.677</td>
<td>1.1</td>
<td>1.020</td>
<td></td>
</tr>
<tr>
<td>THYROID</td>
<td>1.015</td>
<td>1.0</td>
<td>1.009</td>
<td>1.0</td>
<td>0.994</td>
<td></td>
</tr>
<tr>
<td>RED BONE MARROW</td>
<td>0.775</td>
<td>1.0</td>
<td>0.762</td>
<td>1.0</td>
<td>0.983</td>
<td></td>
</tr>
<tr>
<td>BONE SURFACE CELLS</td>
<td>1.037</td>
<td>1.6</td>
<td>1.075</td>
<td>1.6</td>
<td>1.037</td>
<td></td>
</tr>
</tbody>
</table>
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Reference Dosimetry and Comparisons in Brachytherapy
New brachytherapy standards paradigm shift
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The absorbed dose rate to water at short distances (1 cm typically) in water, is the quantity of interest for dosimetry in radiotherapy treatments. Moreover, the dose imparted to cancer patients must be known within a narrow band of uncertainty to avoid either damage to the healthy tissue resulting from exceeding international accepted tolerance levels or lack of tumor control due to a low dose delivered to the target volume. The goal for the uncertainty of the dose delivered to the target volume would be around 5% (at the level of one standard deviation), to assure the effectiveness of the radiotherapy treatment [1]. This figure also takes into account the uncertainties in dose calculation algorithms.

In current brachytherapy (BT) treatments, the procedures to determine the absorbed dose imparted to the patient are not based on absorbed dose standards, but are based on measurements traceable to air kerma standards. In fact, the recommended quantity for the calibration of BT gamma ray sources is the reference air kerma rate, $k_R$, defined as the kerma rate to air, in air, at the reference distance of 1 m from the radioactive source, corrected for air attenuation and scattering [2]. The absorbed dose around a BT source is currently calculated by applying the formalism of the international AAPM Task Group 43 protocol [3] and its update [4]. This protocol is based on the air kerma strength, $S_K$, a quantity that is numerically equivalent to $k_R$, at a distance of 1 m from the source. Based on [3, 4], the dose rate constant $A$ converts the air-kerma strength $S_K$ to the absorbed dose rate to water, $D(r_0, \theta_0)$, in water at the reference position:

$$D(r_0, \theta_0) = S_K \cdot A$$

(1)

Recently, a lower limit of 2.5% was obtained [5] for the estimated overall uncertainty (at the level of one standard deviation) on measurements of $D(r_0, \theta_0)$ due to a HDR $^{192}$Ir BT source based on equation (1). However, in most cases the determination of $S_K$ is typically affected by an uncertainty within 0.8% (at the level of one standard deviation) [6, 7, 8]. Moreover, the determination of $A$ relies on Monte Carlo simulations or relative measurements performed with passive dosimeters and therefore it is typically affected by an uncertainty greater than 5% (at the level of one standard deviation) [7]. Taking into account the uncertainties in algorithms for treatment planning dose, the procedures to determine the absorbed dose imparted to the patient in BT treatments, are currently affected by an uncertainty higher than the limit recommended of 5% (at the level of one standard deviation) [1]. A significant part of this uncertainty is due to a lack of metrology: no absorbed dose primary standards are currently used to calibrate BT sources [9] and the conversion procedure needed for BT dosimetry is a source of additional uncertainty on the final value of the absorbed dose imparted to the patient.
Many national medical associations and scientific international organizations—like ESTRO (European Society for Therapeutic Radiology and Oncology), IAEA (International Atomic Energy Agency), ICRU (International Commission on Radiation Units and Measurement) and BIPM (Bureau International des Poids et Mesures)—started research programs in the field of BT and encouraged the metrological community to develop direct absorbed dose standards for BT. The initiatives launched in recent years in response to this request are now well advanced.

A standard for direct measurements of absorbed dose to water in HDR $^{192}$Ir BT based on $4^\circ$C stagnant calorimetry) is described in [10]. The estimated overall uncertainty on this standard amounts to 1.90% (at the level of one standard deviation).

In July 2008, a BT joint research project started within the European Association of National Metrology Institutes (EURAMET e.V.) aiming to develop seven standards for more direct measurements of absorbed dose to water—at clinically relevant distances [11]. The standards developed for measurement with high dose rate (HDR) BT sources (as $^{192}$Ir) are based on graphite and water calorimeters. The standards for measurement with low dose rate (LDR) BT sources (as $^{125}$I) are based on ionometric measurements of kerma in water equivalent or graphite phantoms. A preliminary comparison among these standards is planned later this year. By these new absorbed dose standards a reference value of the absorbed dose to water at the reference distance of 1 cm from the source should be determined with a target value for the uncertainty within 2% (at the level of one standard deviation) and with a reduced uncertainty in the dose delivered to the patient in BT treatments. The project is supported by the European Commission in the Seventh Framework Programme.

In autumn 2011 a dosimetry workshop—addressed to the national and international medical physicists’ associations—will be held to present the new standards and to promote an extension of the international protocol for dosimetry in BT based on absorbed dose standards. The developments of HDR and LDR absorbed dose standards and their validation represent a concrete progress towards a shift for a more direct and accurate traceability chain of BT sources according to the demand for low uncertainty to minimize the final uncertainty in patient dose delivery.
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From reference air-kerma-rate to nominal absorbed dose-rate to water
Paradigm shift in photon brachytherapy: ISO new work item proposal
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Over decades, photon radiation brachytherapy (BT) has proven worldwide as an essential modality of high precision radiation oncology for certain primary tumor sites. The dosimetric uncertainty of photon brachytherapy, however, is currently much larger than in external beam radiotherapy due to several factors including: calibration to the reference air-kerma-rate $K_R$ or air-kerma strength), dose calculation model, dosimetric functions and dose measurement complexity, besides the geometrical dose uncertainties in high dose-gradient BT-fields. In addition, many photon sources are applied with quite different dosimetric properties requiring much skill from the medical physicist [1]. This work proposes increased accuracy of brachytherapy through improvements in source calibration and clinical dosimetry methodology. Currently, BT-photon sources are calibrated free in air, at 100 cm distance, and in terms of $K_R$. By calibrating BT-photon sources directly to the TG-43U1 reference point at 1 cm in water [1], to be named the \textit{nominal absorbed dose-rate to water} [2], $\hat{D}_{w,1}$, the number of calibration steps in the traceability chain is reduced from 6 to 4, thus reducing the expanded uncertainty in dose delivery for patient treatment [3]. With a target combined uncertainty of $u_{c}u_{e} < 2\%$, the EURAMET project T2.J06 [3] is developing $\hat{D}_{w,1}$ primary standards, which will soon become available for high energy and low energy, high and low dose-rate BT-photon sources.

This is a paradigm shift that requires: international consensus, metrologic work and guidance. Thus, there is a need for an ISO standard [2] based on and extending the AAPM TG-43U1 formalism [1]. Taking into account the results and conclusions of the AAPM 2010 discussions, a draft for an ISO new work item proposal on \textit{Clinical dosimetry - Photon radiation sources for brachytherapy} will be...
presented. This standardization project could be launched within ISO TC 85/SC 2/WG 22, in continuation of ISO 21439 (2009) for beta radiation sources [4,5]. Clear terms and definitions are basic requirements for this standard.

It is proposed [2] that BT-photon radiation qualities need to be reclassified as: *high-energy* >100 keV, *medium energy* 40 keV to 100 keV, and *low energy photons* <40 keV (instead of 50 keV as border between two quality groups: high and low energy photons as defined by the AAPM TG-43). Also, Monte Carlo-calculated primary and scatter dose separation [6] is ideal to characterize radionuclide BT-sources [7], electronic X-ray BT-sources, BT-detectors and BT-phantoms. Calculated and measured consensus reference data-sets and calibration data are also required for all BT-sources, BT-detectors and BT-phantoms, through which the end-user medical-physicist could evaluate the data supplied by the manufacturer by using established methods, prior to clinical application. For experimental verification, plastic scintillators [8] appear to be a choice of detector as a future high precision transfer-standard (besides well established, but \( D_{w,1} \)-recalibrated special transfer standards like well-type ionization-chambers) and as fast, direct reading dosemeter with high spatial and temporal resolution as required for detailed acceptance tests of BT-sources, -software, -planning, and -verification [2,3]. This ISO-standard will provide guidance for clinical BT-dosimetry in terms of *absorbed dose to water* and for estimating the uncertainty of this new quantity. Most standardized procedures can be given by referring to AAPM-reports and ESTRO-documents. General quality assurance issues, radiation protection and safety issues are outside the scope. Recommendations will be prepared to replace the \( K_R K_g \) by \( D_{w,1} \) as basic dosimetric quantity, to become consistant with external beam radiotherapy and to reduce the dosimetric uncertainty in brachytherapy.
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Calibrations of high dose rate and low dose rate brachytherapy sources
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Following the recommendations of the Task Group 43 of the American Association of Physics in Medicine (AAPM), the reference air-kerma rate (or the so-called air-kerma strength) of brachytherapy photon sources has to be determined as the basic quantity used in treatment planning systems, until primary standards for absorbed dose to water are available for the calibration of these sources. The German National Metrology Institute (PTB) has offered the calibration of high-dose rate (HDR) sources like $^{192}$Ir or $^{60}$Co sources in terms of the reference air kerma rate for about two decades.

Since $^{125}$I and $^{103}$Pd seed implantation has become an increasingly popular treatment of localized prostate cancer in the last decade, PTB has developed a new primary standard for these low-dose rate (LDR) sources, and offers the calibration of LDR sources in terms of the reference air kerma rate.

Although HDR and LDR sources are characterized by the same quantity reference air kerma rate, the methods of realizing this quantity are quite different.

For HDR $^{192}$Ir and $^{60}$Co sources a secondary standard (a 1-liter ionization chamber) is used, which is calibrated traceably to the common primary air-kerma standards of PTB in two ways: A) By direct calibration against a “Bragg Gray” chamber, a graphite-walled pancake chamber of about 6 cm$^2$ volume, and B) via the primary free air chambers for the X-radiation and additional measurements in the $^{137}$Cs and $^{60}$Co reference fields using a special interpolation method.

For LDR sources, a large air-filled parallel-plate extrapolation chamber (GROVEX) with thin graphite front and back electrodes was developed at PTB as a primary standard for the determination of the reference air-kerma rate. The chamber is suitable for photon energies up to 40 keV. The underlying principle is that the air-kerma rate at the point of measurement is proportional to the increment of ionization per increment of chamber volume at chamber depths greater than the range of the most energetic secondary electrons originating in the entrance electrode.

Both methods of the realization of the reference air-kerma rate will be described, and in the case of LDR source calibrations, intercomparisons between the GROVEX and the Wide Angle Free Air Chamber (WAFAC) of the National Institute of Standards and Technology (NIST) and the Variable Angle Free Air Chamber (VAFAC) of the University of Wisconsin will be presented and discussed. A complete uncertainty budget for calibrations of LDR and HDR sources is given.

As the reference air kerma rate is defined in a point at a distance of 1 m from the source perpendicular to the source central axis, the anisotropy of the dose rate distribution is also of special interest. For this reason, the calibration procedure is extended by additional measurements of the azimuthal and polar anisotropy of the source distribution. Examples of some 2-dimensional air-kerma rate distributions are given.

Finally a short overview on the actual activities in the framework of a European research project with the task of establishing absorbed dose to water based primary standards for both HDR and LDR brachytherapy sources will be given.
On the quality control of low energy photon brachytherapy sources: Current practice in Belgium and the Netherlands
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The number of patients presenting with and treated for prostate cancer has increased strongly in the last decades. To a large extent the increase is due to the introduction of the prostate specific antigen (PSA) screening blood test, enabling the detection of prostate cancer in an early stage. Among external beam therapy, surgery and other treatment modalities, Permanent Implant Prostate Brachytherapy (PPBT) is nowadays a commonly accepted treatment option, especially for early stage disease. As a result of these developments Low-Energy Photon (LEP) $^{125}$I sources are widely applied for PPBT in Belgium and The Netherlands.

An NCS (Nederlandse Commissie voor Stralingsdosimetrie) sub-committee, consisting of Belgian and Dutch medical physicists is studying the Quality Assurance (QA) aspects of LEP sources in brachytherapy applications and is presently drafting a report with guidelines and recommendations on Quality Control (QC) regarding dose calculation and source calibration. Based on the results of a questionnaire related to currently used brachytherapy QA procedures in Belgium and The Netherlands, a specific user test procedure for treatment planning systems (TPS) was developed. Furthermore an on-site audit programme was set up to measure the source strength of $^{125}$I seeds in all participating hospitals.

From the questionnaire, the results of TPS tests and on-site visits it was found that there is a large variety of QC equipment and methods in use to verify the source strength of seeds. From the 34 radiotherapy centres responding to the questionnaire 10 had no measurement equipment available for verification purposes, 5 other institutes did not perform clinical source strength measurements on a routine basis. Four different TPS systems were in use in Belgian and Dutch radiotherapy centres. In all four systems the AAPM TG43 [1, 2] dose formalism and related physical data were implemented. However, the formalism was applied differently by various users. The TPS tests revealed variations in dose calculation results, due to incorrect application of expressions for the anisotropy model and to the use of invalid source data.
Source strength measurements in terms of air kerma were conducted on-site by visiting teams. Two commercially available measurement systems were used for the measurements by the NCS teams. The systems consisted of a PTW SourceCheck TM34051 device with a PTW Unidos T1001 electrometer and Standard Imaging IVB1000 well-type chamber connected to a PTW Unidos E electrometer. The equipment was calibrated at the Van Swinden Laboratory (Delft, The Netherlands) with NIST traceable \(^{125}\)I sources. For all source types used in Belgium and The Netherlands at the time of the on-site audit campaign, calibration coefficients were available directly traceable to the NIST WAFAC standard [3]. The results of the source strength measurements were compared with data stated by the supplier of the sources and if available with in-house measurements performed by the local medical physicist.

As an example, Figure 1A and 1B show results of air-kerma measurements performed on-site by the NCS team. The histograms present the ratio of the value of the source strength stated by the manufacturer/supplier over the air kerma value measured by the NCS team. The histograms are given for Oncura Oncoseed 6711 sources measured with the Standard Imaging IVB1000 (Fig.1A) and the PTW SourceCheck (Fig. 1B) equipment respectively.

In this paper we will present the results of the questionnaire, the TPS checks and the source strength measurements performed during the on-site visits as well as the QA recommendations presented in the NCS report.
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Cuban laboratory proficiency test for calibration of well-type chambers using two types of HDR $^{192}$Ir sources
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The proficiency test by inter-laboratory comparisons is the commonly accepted procedure both for validation of the testing methods and assuring the quality of the calibration undertaken by the competence laboratories. The Secondary Standard Dosimetry Laboratory (SSDL) of Cuba is located at the Centro de Protección e Higiene de las Radiaciones (CPHR). The SSDL has recently implemented the calibration methodology of well-type chambers using the High Dose Rate $^{192}$Ir sources under activities of the technical co-operation project with the International Atomic Energy Agency. The reference standard of CPHR is traceable to the primary standard of the German National Metrology Institute (Physikalisch-Technische Bundesanstalt - PTB). The method used by the secondary laboratory follows the Technical Document 1274 [1]. On this method the source available is measured in a well-type chamber calibrated against the primary standard. Because there is no HDR afterloader at the SSDL, the calibration of the client source can be done only in the hospital set-up. The user's chamber is calibrated by means of a calibrated source. This method has the advantage that the measurement set-up is simplified but problems can arise from the use of different source designs during calibration of the secondary standard at the primary laboratory and calibration of the user's chambers at the hospital set-up. The variation of the calibration coefficient of the PTW 33004 chamber due to the use of different sources and adapters has already been measured experimentally [2]. The larger differences can be found near 4%. All those facts reinforced the idea to conduct a proficiency test to demonstrate that the calibration procedure used by SSDL can be applied in practice and will not lead to the incorrect calibration coefficient within the stated uncertainty.

The comparison was conducted during the years 2008-2009. The HDR 1000 plus and Nucleotron 077092 well-type chambers were used as transfer instruments. The source used for CPHR at the hospital was MICROSELECTRON V2, which is different from the design of the GAMMAMED HDR 12i type source used at the primary laboratory. Both laboratories had previously agreed to evaluate the significance of the observed deviations by means of the number $E_n$ recommended by ISO/IEC 43-1 [3]. The number $E_n$ considers that the results are satisfactory when $E_n \leq 1$ and unsatisfactory when $E_n > 1$. This number $E_n$ combines the influence of the difference between the values of the calibration coefficient $N_k$ reported by laboratories and its uncertainties. This number is calculated as follows:

$$ E_n = \frac{N_{K,CPHR} - N_{K,PTB}}{\sqrt{U_{K,CPHR}^2 + U_{K,PTB}^2}} \quad (1) $$
where:

\[ N_{K,PTB} = \text{calibration coefficient reported by PTB} \]

\[ N_{K,CPHR} = \text{calibration coefficient reported by CPHR} \]

\[ u_{K,PTB} = \text{combined standard uncertainty reported by PTB at 95% of confidence level} \]

\[ u_{K,CPHR} = \text{combined standard uncertainty reported by CPHR at 95% of confidence level} \]

The results were satisfactory as number \( E_n \) remains below 1 (see table 1). Those results of testing confirm that the method implemented has led to comparable results and the calibration procedure is ready for dissemination of the quantity to the users. The results of this report apply only to GAMMAMED HDR 12i and MICROSELECTRON V2 192Ir sources. It seems to have an extended application for other types of sources if the same adapter is used with the chamber. The differences of the calibration coefficients determined by both laboratories are less than 1 % in the range of 0.7 to 36 mGy/h. In this sense, it can be concluded that the acceptable performance was achieved by the Cuban laboratory and it met the suitable requirements for dosimetry in Brachytherapy.

### TABLE 1. RESULTS OF PROFICIENCY TEST FOR AIR KERMA RATE CALIBRATION COEFFICIENTS OBTAINED AT CPHR AND PTB USING THE HDR 192IR SOURCE.

<table>
<thead>
<tr>
<th>Calibration quantity</th>
<th>Radiation quality</th>
<th>Calibrated chamber</th>
<th>Calibration coefficients obtained ([\text{Gy/Ah}] \times 10^3)</th>
<th>Air kerma rate ((\text{mGy/h}))</th>
<th>En</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference Air Kerma</td>
<td>Ir-192 HDR 1000 Plus s/n A973052</td>
<td>PTB 1.75 CPHR 31.44</td>
<td></td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>Rate</td>
<td>Ir-192 Nucletron s/n 077092</td>
<td>PTB 8.99 CPHR 9.07</td>
<td></td>
<td>0.33</td>
<td></td>
</tr>
</tbody>
</table>
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Kerma-area product (KAP) meters are used for monitoring patient exposure during x-ray imaging. These field meters are used attached to clinical x-ray system and their calibration should be performed in the same position [1]. Internationally uncertainty < 7% (confidence level 95%) is recommended for KAP measurements [1, 2]. The use of a proper calibration method is important to achieve appropriate measurement accuracy and comparable results. IAEA introduces three options for calibrations of field KAP meters [2]:

1. calibration of the field KAP meter in laboratory
2. field calibration with a air kerma meter as a reference meter
3. field calibration with a KAP meter as a reference meter

In this study the use of novel large patient dose calibrator (PDC) meter as a reference KAP meter is studied. Comparison to the other calibration methods and to use of a conventional type of KAP meter as a reference instrument is made. The use of reference KAP meter was introduced by Toroi et al. as a tandem calibration method [3]. The main drawback to the method is the uncertainty produced by pronounced energy dependence of the response of conventional type of KAP meters [4]. PDC meter type has studied to have lower energy dependence and decreased uncertainty in tandem method is expected when using this type of KAP meter as a reference instrument [5].

Calibrations of reference meters are made at the secondary standard laboratory of STUK with IEC standard radiation qualities [6]. They are recommended and widely used for calibrations of dosimeters in x-ray imaging [1, 2]. As these radiation qualities do not cover the whole range of clinically used radiation qualities, interpolations, and in some cases also extrapolations, of calibration coefficient is needed [7]. In this study the effect of interpolation from standard to clinical radiation qualities on measurement uncertainty is under specific interest. The calibration of PDC meter in SSDL laboratory is also performed with different field sizes and positions. Uniformity of the response is studied and the effects on field calibrations and uncertainties are valuated.

Calibrated reference meters are used for calibrations of field KAP meters in clinical x-ray equipments. Special attention will be made on the achieved accuracy. One of the advantage of the tandem calibration method is that the reference KAP value is measured in the same way as the field KAP meter is measuring it (as a surface integral of air kerma). If the reference value is based on air kerma measured in the centre of the x-ray field, the method itself may have some field size dependence. The field size dependence of the methods was studied by Toroi et al. but the comparison was limited by the small size of reference KAP meter [3]. In this study the field size dependence study was extended to larger field sizes. As a conclusion specific uncertainty budget is given for the field KAP meter calibration made with a PDC meter as a reference meter.
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Performance test of multi-parameter measuring devices used for quality assurance in diagnostic radiology
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Introduction: Semiconductor-based multi-parameter measuring devices (MMD) are frequently used for measurements necessary in the Quality Assurance (QA) of medical X-ray imaging devices, e.g. for acceptance and constancy tests. Such instruments are capable of measuring the X-ray tube voltage (kVp), exposure time, dose, dose rate, half-value layer (HVL) and total filtration (TF) from a single shot exposure when placed in the beam of a radiographic or mammographic X-ray device. The requirements on the performance of such instruments with respect to the parameter dose and dose rate are given in the international standard IEC 61674 [1] and those for the non-invasive measurements of X-ray tube voltage in IEC 61676 [2]. Unfortunately, there are no standards which define requirements on the performance of measurements of the total filtration or half-value measurements. The purpose of this work was to examine the performance of MMDs with respect to their indication of the air kerma, X-ray tube voltage, half-value layer and total filtration as a function of reference radiation qualities as defined in IEC 61267 [3] and used for studies in general radiography and mammography. The question was how do such systems comply with the manufacturer’s technical specifications and with requirements of international standards.

Materials and methods: Frequently used MMDs from four different manufacturers, in the paper referred to as devices A, B, C and D, were bought and examined at the X-ray facilities of the Physikalisch-Technische Bundesanstalt (PTB). Radiation qualities according to IEC 61267 [3] and additional mammographic qualities based on W-, Mo- and Rh-anode X-ray tubes operated with constant-potential high-voltage generators were used. The X-ray tube high-voltage is measured by means of voltage dividers produced and calibrated at PTB. The photon fluence spectra of all PTB radiation qualities are measured with a high-purity germanium detector. The measured spectra were used to calculate parameters characterizing the beam quality, like the mean photon energy and the first and second aluminum half-value layers with respect to air kerma rate. Air kerma rates are measured with the PTB primary standard free-air chambers for low- and medium-energy X-rays.

Measurements and results: The single shot response of the four MMDs in terms of air kerma, X-ray tube voltage, half-value layer and total filtration was measured as a function of the radiation qualities RQR (40 kV – 150 kV) and RQA (50 kV – 150 kV), which are used for studies in unattenuated and attenuated beams in general radiography, and RQR-M and RQA-M (25 kV – 35 kV), which are used for studies in unattenuated and attenuated mammographic beams. Further, additional mammographic qualities based on a W-anode tube filtered with 50 µm of Rh and a Rh-anode tube filtered with 25 µm of Rh were used in the examinations.

The results were analyzed by the deviation of the indication from the conventional true values. The determined deviations were compared with accuracy specifications given in the corresponding manuals of the manufacturers of the four systems and, if applicable, with the requirements of
international standards. The limits of inaccuracy stated in the manuals were 5 % for the dose, 1.5 % to 2 % for the tube voltage, and 10 % for half-value layer and filtration. About 20 % of all dose testing points were beyond the 5 % limit, about 30 % of the tube voltage points were beyond the 2 % limit and about 50 % of all tested points for half-value layers and filtration were beyond the 10 % limit. The range of radiation qualities at which the devices are capable of measuring the HVL and filtration by a single shot is significantly restricted.

In general it can be concluded that a remarkably high number of all testing points of the devices go beyond the limits of accuracy stated in the corresponding manuals. Only the results for dose and tube voltage measurements are acceptable although there are still some improvements required. The other quantities seem to serve as sales promotion but cannot really be recommended to be used in measurements for quality assurance.
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Calibration of pencil type ionization chambers at various irradiation lengths and beam qualities
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Pencil type ionization chambers are being used in several diagnostic radiology applications, for the measurement of the air kerma length product, \( P_{KL} \). For the last decades, these chambers have mainly been used in computed tomography (CT) dosimetry. Recently, in the light of new CT technologies, the standards of CT dosimetry and methods have been reviewed and new types of detectors have been proposed to be used, replacing the pencil type chambers [1]. However, before these new standards will be fully reviewed, adopted and implemented, the pencil type chambers will remain in use. Furthermore, pencil type chambers are being or could be used for dose measurement in other applications, like dental, cone and fan beams, etc.

This work presents the calibration results of a number of commercial pencil type chambers and demonstrates the variation of performance between chambers of the same model and between different models. It also explores the chamber’s performance in various irradiation conditions and highlights some specialties of their calibration.

Twenty three pencil type chambers have been assessed; 5 from PTW (TM 30009), 8 from RADCAL (20x5-3CT), 5 from RTI (DCT 10) and 5 from VICTOREEN (660-6). All chambers had an active volume of 100 mm length and were connected to their electrometer / measuring device. Although the associated measuring dosimetry quantity is the \( P_{KL} \), only 50\% of them measured the \( P_{K} \) in mGy·cm.

The rest measured in mGy or in Roentgens (R). Irrespective of the measuring quantity and units, all dosimeters were calibrated in terms of \( N_{PKL} \) i.e. in mGy·cm/reading (i.e. mGy·cm/mGy or mGy·cm/R).

Calibrations were performed at RQT series beam qualities [2] following the procedure proposed in IAEA TRS 457 CoP [3]. An aperture of 30 mm in length was placed 50 mm in front of the chamber, so the chamber to be partially irradiated. The reference \( P_{KL} \) value was determined by the product of air kerma, \( K \), behind the aperture at the plane of measurement, times the measured irradiation length at the same point. The reference instrument for the \( K \) measurement (A3 Exradin) provided traceability to PTB. The average values of the chambers’ \( N_{PKL} \) at RQT9 quality were 0.982±0.117 for all chambers and 0.983±0.009, 0.934±0.089, 0.899±0.030 and 1.005±0.120 for the PTW, RADCAL, RTI and VICTOREEN models respectively (fig. 1a). The two discrete distributions of \( N_{PKL} \) that appeared in fig. 1a correspond to the instruments that measured in old (R) and S.I. (mGy) units, respectively.

The energy dependence of response at RQT series was 2.10\%, 6.75\%, 9.79\% and 1.48\% for the PTW, RADCAL, RTI and VICTOREEN models respectively (figure 1b).
The chambers were also calibrated at various irradiation widths by using 10, 20, 30, 50, 80 and 100 mm wide apertures. An important element of the calibrations is the determination of $K_i$ behind narrow apertures. When the measurements are performed in ‘good geometry’, without the presence of extra focal and scattered radiation, the $K_i$ should be the same behind the aperture and in an open field. This was tested by using a radiotherapy pin point detector (PTW 0.03 cm$^3$). The difference of $K_i$ behind the narrowest aperture (10 mm) and in free air was less than 0.5%. The differences of calibration coefficients at different irradiation lengths were less than 3% for all chambers.

For those dosimeters that measured in mGy (or R), the calibration was also performed by totally irradiating the chambers, so the calibration coefficient in terms of air kerma, $N_K$ was deduced. The $N_{KL}$ and $N_K$ coefficient are equivalent measurement of the $P_{KL}$ could be deduced by multiplying the reading with the chamber's active length (10 cm). The
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Radiation dose measurements for pediatrics and co-patients during micturating cystourethrography
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The objectives of this study are to (i) determine the Entrance surface dose (ESD), gonadal dose, effective dose \( (E) \) and relevant radiogenic risks associated with pediatric patients undergoing Micturating Cystourethrography (MCUG), (ii) evaluate the technique applied in order to reduce patient and co-patient dose, i.e. individuals helping in the support, care and comfort of the children during the examination and (iii) estimate the radiation risk to the patients and co-patients. The study was carried out in Soba University hospital, Khartoum.

A total of 60 thermoluminescence dosimeters (TLD-GR200A) circular chips of lithium fluoride (LiF:Mg,Cu,P) were used in this study. Prior to measurements, all TLD’s were calibrated under reproducible reference condition using Toshiba Rotande model (T6-6TL-6) against ionization chamber PTW-CONNY II connected to radiation monitor controller at 100 cm source skin distance (SSD) [1]. The TLD signal was read using an automatic TLD reader (Fimel PCL3, France) in an atmosphere of inert nitrogen. The read-out was at a 155 °C preheat temperature and the signal was acquired from 155 to 260 °C with heating rate of 11°C /s. All machines had already passed the routine quality control tests performed by Sudan Atomic Energy Commission. Three TLDs were inserted in a plastic envelope made of transparent polyethylene plastic foil placed on organ site and were fixed in the required position.

The ESD was determined by TLDs for 33 children. Moreover, the surface dose was evaluated for the co-patient, who helped in support and comfort of the children, during examination.

ESD was used to estimate the patient effective dose \( (E) \) using the software provided by the National Radiological Protection Board (NRPB-SR262) [2].

The mean ESD and \( E \) resulting from MCUG procedure was estimated to be 5.51 mGy and 0.22 mSv respectively for the total patient population as can be seen in Table 1. The mean ESD results for all patients were larger than previous studies, which indicate the need for radiation dose optimization.

Ovaries and testes doses, which raise particular concern due to the hereditary effect of radiation, were estimated to be 0.54 mGy, 0.27 mGy, respectively. The measured co-patient doses (mGy) for all co-patients are presented in Table 2.

The use of full wrap-around apron is more effective due to the full coverage of the back and waist area, than the frontal protection one. The mean and the range of doses at the chest (above the lead...
apron) are higher than at waist (under the lead apron) this is due to the fact that the transmission of the lead apron is very low (0.50 mm lead equivalent)

**TABLE 1: MINIMUM, MEDIAN, MEAN, THIRD QUARTILE AND MAXIMUM VALUES OF THE ESD AND THYROID SURFACE DOSES (MGY) FOR PATIENTS.**

<table>
<thead>
<tr>
<th>Patient</th>
<th>Mean</th>
<th>Minimum</th>
<th>Median</th>
<th>3rd quartile</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESD</td>
<td>5.51</td>
<td>0.39</td>
<td>4.75</td>
<td>8.89</td>
<td>16.12</td>
</tr>
<tr>
<td>Thyroid</td>
<td>0.30</td>
<td>0.13</td>
<td>0.24</td>
<td>0.27</td>
<td>1.53</td>
</tr>
</tbody>
</table>

**TABLE 2: MINIMUM, MEAN, MEDIAN, THIRD QUARTILE AND MAXIMUM VALUES OF CO-PATIENTS' ENTRANCE SURFACE DOSES (MGY) AND EFFECTIVE DOSE (MSV).**

<table>
<thead>
<tr>
<th>co-patients</th>
<th>Mean</th>
<th>Minimum</th>
<th>Median</th>
<th>3rd quartile</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chest</td>
<td>0.27</td>
<td>0.18</td>
<td>0.21</td>
<td>0.24</td>
<td>1.60</td>
</tr>
<tr>
<td>waist</td>
<td>0.21</td>
<td>0.14</td>
<td>0.20</td>
<td>0.24</td>
<td>0.30</td>
</tr>
<tr>
<td>Effective dose</td>
<td>0.21</td>
<td>0.15</td>
<td>0.20</td>
<td>0.23</td>
<td>0.38</td>
</tr>
</tbody>
</table>

This study indicates the need of radiation exposure reduction to patients and co-patients undergoing MCUG, and underlines the importance of the protection in busy urology departments. The unnecessary radiation exposure can be reduced significantly by the presence of experienced examiner and technologist. The effective radiation dose to the patients (0.22 mSv) is well within the established safety limits, in the light of the current practice. Furthermore, the co-patient should put on a lead wrap-around protective apron for optimum protection against the scattered radiation. We believe that the available formulae to evaluate effective dose to patients and co-patients underestimate the co-patient doses. The results of this study provide baseline data to establish reference dose levels for MCUG examination in very young patients.

**REFERENCES**


Diagnostic reference levels in neonatal units
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Most of diagnostic X-ray examinations are performed during hospitalization of newborn babies in neonatal intensive care unit (NICU). These examinations are mostly carried out to image respiratory and gastrointestinal systems, commonly called chest and abdomen examinations. In several reports, researchers have emphasized that the risk of cancer induction following to exposure of ionizing radiation is inversely related to the age at the time of exposure; in other word radio sensitivity of a newborn is assumed to be greater than a mature child or an adult \cite{1}. Most infants require multiple X-rays during their neonatal course which depends on underlying disease, and these standardized images give vital information to health care providers to interpret accurately and formulate appropriate interventions.

The concept of reference doses or DRLs have been developed as a practical aid to the optimization of patient protection in diagnostic radiology that was introduced in the UK in 1990 in a joint document by the Royal College of Radiologists and the National Radiological Protection Board \cite{2}. Entrance Skin Dose (ESD) which is measured by TLD are often used for this purpose. Risk of death due to the radiation cancer incidence of chest x-ray was estimated by employing PCXMC 4 software \cite{3}. This study was carried out during a period of 6 months in eight NICUs, located in different type of hospitals: maternity, pediatric, general and teaching hospitals. The studied population included 195 neonates with different illnesses. Mean weight of neonates was approximately 2600g. Radiographic parameters such as applied potential (kVp), current–time product (mAs), FFD and neonate data were recorded. In NICU, radiographs are taken with a mobile X-ray unit. ESD can be measured by placing thermoluminescent dosemeters (TLD-100) on the surface of skin of patients. TLD chips were read finally by Harshaw 3500 TLD Reader. Incident air kerma, was calculated from ESD values to estimate cancer risk utilizing PCXMC software \cite{3}.

Minimum ESD was acquired in center no. 4 (a maternity hospital), in this center higher kVp (61-62) and lower mAs (0.5) was practiced. In center no 5 (a general hospital) a higher ESD was obtained, in this center larger radiation field (1000-1200 cm\textsuperscript{2}) was used, lack of proper collimation was the main cause for higher patient dose. Short FFD gave rise to fairly high ESD in center no. 8 (a general hospital) for both types of examinations. In center no. 2 (a teaching hospital) patients who undertook abdomen radiography received relatively higher ESD, this was associated with application of high mAs (4). Generally, in various centers a wide range of kVp (41-62) and mAs (0.5-4) were applied.
Dosimetric quantities and patients information were recorded to an input file of PCXMC and risk of
death due to radiation induced cancer was estimated; for abdomen examination, the estimated risk is
equal to $1.88 \times 10^6$ for male and $4.43 \times 10^6$ for female patients; for chest X-ray, it is equal to $2.54 \times 10^6$
for male and $1.17 \times 10^6$ for female patients, higher risk for the latter group is in accordance with higher
overall radiation risk for females.

For reducing dose, several actions should be pursued: paying attention to the ALARA principle,
preparing national guidelines for good neonate radiographic techniques which would be traceable to
existing standards and recommendations; training radiographers to specialize in neonatal imaging and
neonatal radiation protection and finally establishing national diagnostic reference levels.

REFERENCES

[1] HANAN DATZ, AVI BEN-SHLOMO, DAVID BADER, SIEGAL SADETZKI, ADA
JUSTER-REICHER, KYLA MARKS. The Additional Dose to Radiosensitive Organs Caused

Protection Dosimetry (2004), Vol. 109, No. 4, pp. 409±419.


criteria for diagnostic radiographic images in paediatrics. EUR 16261 EN (Luxembourg: office

[5] HART D, WALL BF, SCIIRIMPTON PC, BUNGAY DR, DANCE DR. Reference doses and
Parallel Session 9

Radiation Protection Dosimetry
Occupational exposure of medical staff: An overview

F. Vanhavere

SCK CEN, Belgian Nuclear Research Centre, Belgium

E-mail address of main author: fvanhave@SCKCEN.BE

Occupational exposure is defined as the exposure of a worker that is received or committed during a period of work. For an overview of the different areas where workers can be occupationally exposed we can refer to the UNSCEAR reports\(^1\). The physicians, technicians, nurses, and other medical staff constitute the largest group of workers occupationally exposed to man-made sources of radiation. In this UNSCEAR publication you can find the average occupational doses worldwide and trends during the last 20-30 years. Of course these statistics are difficult to obtain, and there are large differences between different countries. According to the UNSCEAR data, the average exposure of medical workers are now decreasing worldwide, but the number of workers exposed to medical sources of radiation is still increasing.

We will give an overview of the occupational exposures in different areas of the medical field, and we will discuss some of the hot-topics and radiation protection problems. We will give some examples of recent staff dose measurements in the different medical fields.

Diagnostic radiology

Radiography is by far the most widely used X-ray imaging technique. During radiography with fixed installations, the radiographer would normally be expected to stand in a control booth that is typically shielded against X-ray tube leakage and scattered radiation from the room and patient. The occupational doses are mostly low.

Fluoroscopic procedures are by far the largest source of occupational exposure in medicine. These procedures require the operator to be present in the examination room, usually close to the patient. In fact, the patient is the main source of exposure because of scattered radiation. Shielding for this scattered radiation is more difficult, but it is possible to reduce the staff doses by partial shielding and simple procedural steps. Fluoroscopy procedures can also be therapeutic. In such cases the procedures are even longer and doses to staff are generally higher. Often distinction is made between interventional cardiology and radiology. And there are also a number of procedures which are performed outside the radiology or cardiology department.

The staff present in the fluoroscopy room should in principle always wear a lead apron. This reduces very much the whole body doses, but several parts of the body are not protected: hands, feet, head, sometimes thyroid (if no collar is used). The use of lead aprons introduces a problem of dose monitoring of the staff. The regulations differ from country to country whether to wear one or two dosemeters, where they should be worn, and how the results should be interpreted.

Doses to extremeties like hands and feet can be high, even though in normal cases direct exposure to the beam can be avoided. The eye lens doses are generally below the limit, but recent concern has risen on cataract inductions and these limits will probably be lowered. In such cases the eye lens doses may need to be monitored.
Although doses to patients from computed tomography (CT) may be high, the exposure of staff is usually low, because the primary x-ray beam is highly collimated, and scattered radiation levels are low. In all such CT units, leakage of radiation has been reduced to near zero. For staff in the control room of a properly designed facility, computed tomography does not represent a significant dose.

One of the new developments which cause concern for staff exposure is CT fluoroscopy. This is an interventional procedure where the physician is next to the patient during CT scans. Although it is possible to avoid this, often the hands of the physician are in the direct beam.

**Dental radiology**

In almost every dental office or clinic, a diagnostic X-ray machine is available and frequently used. The number of X-ray devices used in dentistry is thus extremely large. Occupational exposure in dentistry is from scattered radiation from the patient and leakage from the tube head, although the latter should be insignificant with modern equipment. A majority of dental practitioners do not receive measurable doses, and indeed some regulatory authorities do not require routine. A recent trend is the introduction of dental CBCT. This is again mostly of concern for patient doses, but also staff doses can increase due to this.

**Nuclear medicine**

Whereas the broad aim in diagnostic radiology is the imaging of anatomy, that in nuclear medicine is more the investigation of physiological processes. The use of radionuclide generators, particularly $^{99m}$Tc generators, requires handling tens of gigabequerels of radioactive material during the elution process. The magnitude of the exposures when performing clinical nuclear medicine procedures depends on the precautions taken, including the use of syringe shields when performing the injections. Personnel must be close to the patient when giving the injections and while positioning the patient and camera. Special care should go to the extremity doses in nuclear medicine. There are also an increasingly number of therapeutic procedures in nuclear medicine. Here the activities used are an order of magnitude higher than in diagnostic procedures, and staff doses are logically much higher, especially when this is done on a less routinely bases.

Internal exposures of personnel are usually much less than external exposures; they are controlled by monitoring work surfaces and airborne concentrations, although some medical centres conduct routine bioassays.

**Radiotherapy**

Radiotherapy is an important treatment modality for malignant disease. Personnel should not normally be present in the treatment room when external beam therapy is being used. The types of exposure from linear accelerators depend on the type of beam (photon or electron) and the beam energy. Below 10 MeV, exposure comes only from radiation that penetrates the protective barrier. Above 10 MeV, photonuclear reactions can produce neutrons and activation products. The neutrons can penetrate the protective barrier while the unit is operating. Residual activity can expose personnel who enter the treatment room immediately after the treatment has been delivered. The exposures, however, are normally low. Brachytherapy, where there is manual loading of the radioactive sources, is usually the most significant source of personnel exposure. But in western countries most loading is done automatically, making the doses to the staff low.
Conclusion

The highest staff doses are found for fluoroscopic techniques, while in nuclear medicine, especially therapy applications, the extremity doses can approach the dose limits. The evolution of the eye lens dose limit should be followed closely as well. In medical applications new techniques and evolutions appear very fast and constantly. Care should be taken constantly to use the adequate radiation protection measures that keep the doses acceptable. Continuous training and education is a very important aspect in this.
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Occupational doses in interventional cardiology: Experiences in obtaining worldwide data as part of the ISEMIR project
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The International Atomic Energy Agency (IAEA) initiated in early 2009 the Information System on Occupational Exposure in Medicine, Industry and Research, referred to as the ISEMIR project. The project is specifically aimed at improving occupational radiation protection in those areas of radiation use in medicine, industry and research where non-trivial occupational exposures occur. Interventional Cardiology (IC) was the first such area identified and a working group was formed in February 2009 – the Working Group on Interventional Cardiology (WGIC).

One of the first actions of the WGIC was to devise questionnaires to gain insight into occupational radiation protection in IC around the world. This included a questionnaire addressed to national or state radiation protection (RP) regulatory bodies (RBs), asking, inter alia: the numbers of workers with personal dosimetry involved in IC procedures in 2008; values of occupational doses (effective dose) in the national authority’s database (or database accessible by the national authority); and whether the RP RB defines the number and position of dosimeters for staff monitoring in IC.

Responses were received from 81 RBs (56 national RBs and 25 state RBs) out of 191 attempted contacts.

About half the RBs (41 out of 81) stated that they were not able to provide occupational dose data for IC, citing reasons that included: no central dose register in the country or state; no easy access to the central dose register by the RB; the RB only had records of doses if they exceed some particular threshold (e.g. investigation or action level); no specific classification for interventional cardiologists, or other persons in IC in the database.

The other RBs (40 out of 81) were able to provide some occupational dose data, ranging from detailed dose values to data that were inconsistent and/or ambiguous. Some of the dose data supplied were not suitable for further analysis for reasons that included: reported dose data were “contaminated” with doses from other occupational classes or functions, such as interventional radiology; corrected and uncorrected doses were mixed in the same database; reported doses were from a database that contained only doses above some action level.
Occupational dose data from 29 countries were analyzed giving results [1] that included:

- For those RBs reporting data for IC physicians as a group, in 2008 the mean country median effective dose was 0.73±0.62 mSv per year, and the mean country 3rd quartile effective dose was 1.09±0.69 mSv per year. The 2008 results are based on reported monitoring results from 23 countries, for a total of 1432 interventional cardiology physicians.

- For those RBs reporting data for other professionals in IC as a group, in 2008 the mean country median effective dose was 0.76±0.68 mSv per year, and the mean country 3rd quartile effective dose was 1.10±1.09 mSv per year. The 2008 results are based on reported monitoring results from 17 countries, for a total of 825 other professionals working in IC.

While on the one hand, all the reported annual effective doses were well below the 20 mSv occupational dose limit, recommended by the ICRP, on the other they were lower than expected when compared with validated data from facility-specific studies. It is likely that the largest potential shortcoming of the reported results is the uncertainty of whether dosimeters were actually worn by the interventional cardiologists whenever they were performing IC procedures. Reasons for non-compliance with monitoring range from simple negligence to deliberate avoidance because of the fear of exceeding some dose threshold that leads to regulatory or administrative investigation (often as a result of an above-the-apron dose value being used as a surrogate for effective dose with no correction factor used).

About 60% of RBs stated that they specify the number and position of dosimeters for the monitoring of staff in IC. Of these: 40% specify the use of one dosimeter, to be worn above the apron in most cases (~80%); 20% specify the use of two dosimeters, one above and one below the apron; 40% did not provide details.

The initial survey showed that obtaining reliable data on occupational exposures in IC from RP RBs was problematic, with the further complication that recorded doses may underestimate the true occupational exposure. Alternative strategies for the collection of IC occupational dose data need to be utilised if a worldwide database is to be established under the ISEMIR project.

At the end of 2009 a small pilot trial was initiated to test the feasibility of obtaining the requisite occupational dose data directly from IC facilities. The perceived advantages of such an approach included: better identification of the occupations and roles of IC personnel; better information on the dosimetry underpinning the reported doses; and some scope for assessing compliance with monitoring. A simple spreadsheet was designed to obtain annual doses and workload for IC personnel.

An interim review of reported dose results from 8 IC facilities in March 2010 by the WGIC showed that problems still remained. Despite the frequent presence of a medical physicist in the surveyed IC facilities and a reasonably high level of awareness of RP, the results received from the 8 IC facilities showed no correlation between reported doses and the stated workload. Clearly the level of compliance with monitoring was variable. The WGIC felt that the extent of the compliance problem needed to be more firmly quantified, so the trial collection of data directly from IC facilities was extended to the end of August 2010. The results of the extended pilot trial will be presented and discussed. In parallel, guidelines on occupational RP in IC are being developed. One of the aims is to improve compliance with monitoring in IC.
Estimation of hand doses from positrons during FDG manipulation
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A method of positron dose estimation is based on measurements performed with two different types of commercially available thermoluminescence dosimeters (TLD Poland), having different detection sensitivity to positrons and photons. The first type is the MCP-Ns (LiF: Mg, Cu, P) with the thickness of active layer 0.05 mm designed to measure $H_p(0.07)$, the second TLD is the MCP-7 (LiF: Mg, Cu, P) type with the thickness of 0.9 mm. Both TLDs have a form of circular pellets with the diameter of 4.5 mm.

Differences in the detection sensitivities between two different types of TLDs exposed by $^{18}$FDG are caused by various thicknesses of their sensitive layers as described in [1]. According to this study the thermoluminescent signal $TL$ from various depths of TLD irradiated by beta particles is given by following equation

$$TL = C \cdot (1 - \exp(-b \cdot d))$$

where $C$ is a proportionality constant, $b=2.32$ for $^{90}$Sr/$^{90}$Y beta source and $d$ is a depth in the sensitive layer. Taking into account the differences in the thickness of active layers of used TLDs, MCP-Ns (0.05 mm) and MCP-7 (0.9 mm) we assume differences in their positron detection efficiency. By solving the system of two linear equations with two unknown variables one can estimate relative positron and photon contributions to the total skin dose.

The TLDs were calibrated with $^{137}$Cs gamma source with a dose close to 5 mGy, the readout was performed with a reader Harshaw-Bicron 3500 in a nitrogen atmosphere.

TLD pairs were encapsulated into a polyethylene foil with the thickness of 0.03 mm and attached on latex gloves. Twelve various places on the left and right hands, including the positions, which receive usually the highest skin dose - the underneath of the tips and the nails of index fingers and thumbs, were chosen for placing the TLD pairs to estimate the skin doses during a real preparation and administration of FDG to patients in a nuclear medicine department.

Uncertainties of the dose responses estimated using the pairs of TLDs MCP-7 are leading to the differences in dose ratios (MCP-7/MCP-7) up to approximately 25 % (fig. 1). These uncertainties are for example due to various positions of TLDs, energy and angular dependences, batch uniformity and calibration procedure. The contribution of positrons to the total dose could be considered only if the ratio MCP-Ns/MCP-7 is higher than 1.25. Taking this into account we observed about 30% of monitored cases with contribution of the positron dose to the total skin dose (15 monitored cases out of 46). Monitored case means the monitoring of a physician or radiopharmaceutist at PET department during two working days.
The contributions of positrons to the total skin dose given in table 1 were determined from measurements using TLD pairs on hand phantoms holding an unshielded syringe, distribution vent and infusion tube. The last row of table 1 contains the ratio and contribution of positron skin dose using measurements on a finger phantom contaminated by FDG. Experimental determination of the contribution of positron dose from infusion tube to the total skin dose $H_p(0.07)$ is in a good agreement with theoretical calculations published in [2].

![Frequency distribution of the ratios of the doses measured by TLD pairs at the tip of the index fingers. On an x-axis are ratios of measured doses; values are indicating the middle of intervals with width 0.2.](image)

**FIG. 1** Frequency distribution of the ratios of the doses measured by TLD pairs at the tip of the index fingers. On an x-axis are ratios of measured doses; values are indicating the middle of intervals with width 0.2.

**TABLE. 1 CONTRIBUTION OF POSITRONS TO THE TOTAL SKIN DOSE MEASURED AT VARIOUS PLACES OF FDG MANIPULATION CHAIN.**

<table>
<thead>
<tr>
<th>Handling with</th>
<th>Shielding material</th>
<th>Ratio of skin doses MCP-Ns/MCP-7</th>
<th>Contribution of positrons to the total skin dose $H_p(0.07)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>unshielded syringe</td>
<td>1.03 mm, 0.95 g.cm$^{-2}$</td>
<td>1.2</td>
<td>24%</td>
</tr>
<tr>
<td>distribution vent</td>
<td>0.69-1.5 mm, 1.10 g.cm$^{-2}$</td>
<td>1.4</td>
<td>35%</td>
</tr>
<tr>
<td>infusion tube</td>
<td>0.03 mm, 0.95 g.cm$^{-2}$</td>
<td>1.8</td>
<td>56%</td>
</tr>
</tbody>
</table>

A significant decrease of the skin dose caused by positron irradiation of hands could be achieved by an additional local shielding of infusion tubes and syringes by a plastic material of thickness 1.5 mm. It is also recommended to use a silicon thimbles of thickness 1.5 mm applied on the tips of index fingers and thumbs, which are usually exposed to the highest dose levels. The proposed radiation protection measures may decrease the maximum hand skin doses approximately by 30 %.

This work was supported by the project of Ministry of Health of Slovak Republic No.2005/26-SZU-04.
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The ORAMED project: Optimization of radiation protection for medical staff in interventional radiology, cardiology and nuclear medicine

N. Ruiz Lopez\textsuperscript{1}, M. Sans Merce\textsuperscript{1}, I. Barth\textsuperscript{2}, E. Carinou\textsuperscript{3}, A. Carnicer\textsuperscript{4}, I. Clairand\textsuperscript{5}, J. Domenicik\textsuperscript{6}, L. Donadille\textsuperscript{7}, P. Ferrari\textsuperscript{7}, M. Fulop\textsuperscript{8}, M. Ginjaume\textsuperscript{4}, G. Gualdrini\textsuperscript{7}, C. Koukorava\textsuperscript{3}, S. Krim\textsuperscript{9}, F. Mariotti\textsuperscript{9}, D. Nikodemova\textsuperscript{8}, A. Rimpler\textsuperscript{9}, K. Smans\textsuperscript{9}, L. Struelens\textsuperscript{9}, F. Vanhavere\textsuperscript{9}

\textsuperscript{1} University Hospital Centre (CHUV), University of Lausanne, Switzerland
\textsuperscript{2} BfS, Federal Office for Radiation Protection, Germany
\textsuperscript{3} Greek Atomic Energy Commission (GAEC), Athens, Greece
\textsuperscript{4} Institute of Energy Technology - Universitat Politècnica de Catalunya (UPC)
\textsuperscript{5} Institute for Radiological Protection and Nuclear Safety (IRSN), Fontenay-aux-Roses, France
\textsuperscript{6} NIOM, Nofer Institute of Occupational Medicine, Poland
\textsuperscript{7} ENEA Radiation Protection Institute, Bologna, Italy
\textsuperscript{8} Slovak Medical University Faculty, Bratislava, Slovakia
\textsuperscript{9} Belgian Nuclear Research Centre (SCK•CEN), Mol, Belgium

E-mail address of main author: natacha.ruiz@chuv.ch

The ORAMED project was started in the beginning of 2008 to tackle the radiation protection of medical staff and is running for 3 years. A consortium of 12 partners, among which two commercial companies, are working together to improve the knowledge on the radiation exposures of medical staff. The project is structured in 5 different work packages (WP); each of these packages covers specific tasks leading to the common objective. WP1: Interventional Radiology, WP2: Eye lens dosimetry, WP3: Active Personal Dosimeters, WP4: Nuclear Medicine and WP5: Training and dissemination. This work only will present results of WP1 and WP4.

Routine monitoring of extremities is difficult, since “the most exposed area” according to ICRP recommendations cannot easily be identified. In most cases only finger or hand doses are reported. However, doses to the legs can be even higher than doses to the hands in interventional radiology. Cases of cataracts of staff involved in interventional procedures have been reported in recent years; however eye lens doses are rarely measured in routine monitoring. The objective of ORAMED’s first work package is to obtain a set of standardized data on extremity and eye lens doses for staff in interventional radiology and cardiology and to design the recommended radiation protection measures and procedures to optimize staff protection.

In order to study extremity and eye lens doses of medical staff, a coordinated measurement program in different hospitals in Europe is presently ongoing. The procedures were chosen according to their frequency and/or high KAP (Kerma Area Product) values. The selected procedures are: cardiac angiographies (CA) and angioplasties (PTCA), radiofrequency ablations (RFA), pacemaker and cardiac defibrillator implantations (PM, ICD), angiographies (DSA) and angioplasties (PTA) of the lower limbs (LL), the carotids (C) and the reins (R), embolisations and endoscopic retrograde cholangiopancreatographies (ERCP). A measurement protocol was established according to which
several parameters related to the system: the type and complexity of the procedure, the position of the physician and the protective equipment, the experience of the physician, the field parameters (kV values, filtration, projections, etc.) and finally the KAP values, are recorded. TL dosimeters are used for the measurements. The highest KAP values have been recorded during DSA PTA R and embolisations procedures while the lowest ones during PM/ICD and ERCP procedures. Moreover, the highest doses have been found for PM/ICD, DSA PTA R and embolisations. The parts of the body that receive the highest doses are the fingers of the left hand or the left wrist. The highest doses to the eye lens have been measured during embolisations.

In nuclear medicine, the dose distribution over the hand may vary during a single process as well as when several people perform the same procedure. Therefore, a lack of knowledge about “the most exposed area” is also identified. The fourth work package of the ORAMED project aims at optimizing radiation protection of medical staff in nuclear medicine. A measurement campaign was planned and is being performed to measure skin doses, $H_p(0.07)$, at different positions on the hands for several nuclear medicine procedures. This was effectuated using a standard protocol, recording all the relevant information for radiation exposure, i.e. means of protection and tools. For diagnostics, the most used radionuclides have been considered: Tc-99m and F-18. For therapy, Zevalin® and DOTATOC, both labeled with Y-90, have been chosen. Preliminary results show that large variations of skin doses have been observed across the hands, from 0.1 to 32 mSv/GBq, depending on the radionuclide and the procedure, but also on the individual technician and the radiation protection measures. In some cases, the skin dose equivalent limit could be exceeded. The positioning of the dosimeter used in routine monitoring strongly affects the result obtained for $H_p(0.07)$.

More information on the ORAMED project can be found on the website: www.oramed-fp7.eu. Finally, it should be mentioned that all the results of the ORAMED’s project and the respective recommendations will be presented in a dedicated workshop that will be held in Barcelona from January 20-22 2011 (www.upc.edu/inte/oramed).
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Application of Quality Management System (QMS) of Secondary Standard Dosimetry Laboratory (SSDL) of the Atomic Energy Authority (AEA) of Sri Lanka provides path of workflow and information on laboratory operations, management and competence of staff that would assist the laboratory in continual improvement of its processes and meeting accreditation requirements in compliance with ISO17025. Thus provision of customers' satisfied accredited dosimetry calibration services is needed for the country.

The SSDL currently possesses a reference electrometer (PTW Unidos) with protection level ion-chambers (NE2575, 600cc ion-chamber and PTW - 10Lt ion-chamber) and therapy level ion-chambers (NE2571, 0.6cc thimble ion-chamber). Also the laboratory is also having measuring standards (NE2570 electrometer with NE2575, 600cc ion-chamber and NE2571, 0.6cc thimble ion-chamber).

A gamma irradiator which contains two gamma sources (Co-60 & Cs-137) and a X-ray system with six ISO 4037 beam qualities (narrow spectrum of energy range: 33keV – 118keV) are available for protection level X-ray calibrations.

Stability of the electrometers with Ion-chambers is performed with Sr-90 check sources, which are specially designed for each type of chambers in order to fix the set-up maintaining the same geometry for every measurement. An average of reading of ten consecutive measurements of which each measurement was made for 300s is taken for stability measurement. Each reading is corrected for ambient temperature and pressure. Acceptance of percentage deviation of stability results with respect to reference reading of respective chamber is ±1% for protection level and ± 0.5% for therapy level. All these equipments, when they are not in used are kept in a dry cabinet in order to control humidity.

The SSDL of AEA has become a part of an international network of dosimetry laboratories established by the International Atomic Energy Agency (IAEA) and the World Health Organization (WHO). This network provides assistance for members to maintain consistency of Radiation Standard measurements in their dosimetry laboratories.

Reference electrometer with ion-chambers has been calibrated from IAEA Radiation Standard Laboratory at Seibersdorf in Austria which is traceable to primary standards at BIPM. Measuring standards are calibrated using these reference standards. The SSDL also participates IAEA TLD dose audit program to ensure the accuracy of radiation standards and is firmly committed to achieve global harmonization wherever possible. Hence the QMS assures the quality and accuracy of the services provided to institutions such as hospitals, research institutes, industries for the safety of their radiation workers.

Reference electrometer with ion-chambers is used to standardize the gamma radiation fields. Measurements are made from 1 m onwards from the source with 25 cm step increment along the beam axis. Ten consecutive readings are taken for the measurement of air-kerma rate at a point. Ambient temperature, pressure and humidity at the beginning and end of measurements of each measurement are taken by using calibrated ancillary instruments, which are traceable to national and international
standards, for correction of density of air mass in the ion-chamber. This air-kerma rate is converted to ambient dose equivalent rate (ADER) for the calibration of area monitors and personal dose equivalent rate (PDER) for calibration of personal monitoring instruments/devices as recommended in IAEA Safety Report Series 16 [1].

Graphs, Distance Vs dose rate for ADER and PDER using power fitting formula are established. Decay correction is applied for each data point measured and a fresh graph, Distance Vs dose rate is prepared each day prior to calibration of instruments. Verification of dose given by the software program is done with manual calculation of three data points.

Energies of X-ray beams used for protection level calibration are verified with first and second half-value thicknesses of each X-ray beam. Measurements are made to obtain details of beam profile. With this information radiation field within 80% of beam intensity is considered as the appropriated radiation field where the instrument under calibration and reference ion-chambers are kept for calibration for X-rays.

Intermediate performance tests/checks of instruments that could affect the accuracy of measurements of radiation standards are carried out once per a every four months. After measuring and verifying the stability check results, air-kerma of radiation fields at 1m from the sources are measured using the reference electrometer with the ion-chambers and verify the results obtained from the Graphs, Distance Vs Dose rates. This procedure assures the accuracy and reliability of radiation standards maintained at the SSDL.

Quality Manual addressing quality policy, management and technical requirements in compliance with ISO 17025, Document Control Manual describing the procedure adapted for maintaining all documents and records, Procedure Manual describing complete procedures for the provision of calibration service followed by Standard operating procedures for each and every method used in the SSDL for calibration and measurements are considered as the QMS. Implementation of this QMS with internationally accepted calibration procedures to provide reliable and accurate protection and therapy level calibration services traceable to international standards is exercised by qualified technical personnel. Calibration results are reported with associated uncertainties at 95% confidence level with a coverage factor of 2.
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Calibration services for radiodiagnostic X ray beam quality based on IAEA TRS457 guidance [1] are being prepared by Secondary Standard Dosimetry Laboratory Jakarta, Indonesia. The RQR beam quality measurement has been completed, and most radiodiagnostic facility using general X ray equipment is our priority. Study of the characteristics of X ray spectra using XCOMP5R[2] and Monte Carlo [3,4] have also been undertaken for selected energy of the SSDL’s X ray machine to evaluate the effective energy of Xray spectra. The measurements are done using Farmer type chamber NE2571 and Keithley Electrometer. The HVL measurements were undertaken based on IAEA TRS457 configuration; the additional filters are located 50cm from the source while detector is positioned at 100cm. All spectra of RQR beam quality were evaluated by using XCOMP5R. The RQR2, RQR5 and RQR10 spectra were evaluated using BEAMnrc monte carlo code. The X ray spectrum, effective energy and FWHM from XCOMP5R are compared with BEAMnrc. FWHM of each spectrum was calculated using correlation between standard deviation (δ) and FWHM with Gaussian distribution as the basis of calculation. The following equation is used

FWHM = 2\sqrt{2\ln(2)} \ δ

Peaks of Spectrum of X ray characteristic appear for tube voltage above 70kV. In order to have Gaussian distribution the peak need to be removed since it will affect the relationship between standard deviation and FWHM.

The 1\textsuperscript{st} HVL recommended by TRS457 had been obtained with maximum deviation of <2%. The spectra, effective energy, and homogeneity were obtained using XCOMP5R and BEAMnrc monte carlo code. During the measurement additional filter was put in front of collimator to obtain the required HVL. After adequate filter thickness found the value were keyed in as XCOMP5R and BEAMnrc input. From the calculations and measurements it was found that the discrepancy with IAEA TRS457 recommendation for 1\textsuperscript{st} HVL was 1% and 2\textsuperscript{nd} HVL was 12%. HVLs from XCOMP5R calculation were in good agreement with TRS457. Other study also shown that differences between XCOMP5R HVL calculation and measurements is 3%[5].

The X ray spectra generated by XCOMP5R and BEAMnrc were also compared, and they are in good consistency. The effective energies of BEAMnrc were evaluated using BEAMDP. The effective energy of RQR2, RQR5 and RQR7 obtained from XCOMP5R are 28.1keV, 39.6keV, 63.5keV respectively and from BEAMnrc are 28.2keV, 39.9keV, and 63.8keV respectively. The FWHM and effective energy from calculations are shown in Table 1, and the spectrum generated by XCOMP5R and BEAMnrc are shown in Figure 1. From all the data it shown that the 1\textsuperscript{st} HVL obtained from measurements for SSDL Jakarta are in good agreement with IAEA TRS457 with discrepancy of <2%. Even though 1\textsuperscript{st} HVL has been obtained, it is difficult to achieve the 2\textsuperscript{nd} HVL. The 1\textsuperscript{st} and 2\textsuperscript{nd} HVL from XCOMP5R agree with IAEA TRS457, therefore XCOMP5R can be used to predict additional filter required to obtain beam quality recommended by IAEA TRS457. FWHM from spectrum calculation are showing discrepancy, it is because not all the spectrum follow Gaussian distribution while our calculation based on Gaussian distribution.
Spectra from XCOMP5R and monte carlo show good consistency, so it is possible to use XCOMP5R to check the X ray effective energy and spectrum.

Table 1. Comparison of FWHM generated by XCOMP5R, BEAMnrc and TRS457

<table>
<thead>
<tr>
<th>Beam Quality</th>
<th>Tube potential (kV)</th>
<th>FWHM</th>
<th>Effective energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>XCOMP5R</td>
<td>BEAMnrc</td>
</tr>
<tr>
<td>RQR2</td>
<td>40</td>
<td>0.918</td>
<td>0.881</td>
</tr>
<tr>
<td>RQR5</td>
<td>70</td>
<td>0.873</td>
<td>0.901</td>
</tr>
<tr>
<td>RQR10</td>
<td>150</td>
<td>0.773</td>
<td>0.755</td>
</tr>
</tbody>
</table>

FIG 1 X-ray spectrum for tube potential 40kV(a), 70kV(b) and 150kV(c) generated by XCOMP5R and BEAMnrc.
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The BIPM has recently constructed a graphite calorimeter primary standard for absorbed dose to water in Co-60 and high-energy photon beams. This calorimeter is currently being used to carry out international comparisons of national primary standards for absorbed dose to water for radiotherapy applications.

The calorimeter development progressed in two phases: firstly, a determination of the specific heat capacity of the graphite sample used in the calorimeter construction [1]; secondly, the design and construction of the calorimeter itself [2], see Figure 1. The determination of absorbed dose to water is made via three different measurements, using the calorimeter and a specially-designed transfer ionization chamber in graphite and in water, combined with corresponding Monte Carlo simulations.

FIG 1. The BIPM graphite calorimeter mounted in its PMMA vacuum chamber. A protection for temperature insulation covers the vacuum chamber when making the measurements. The associated electronics is fixed in a transportable rack. The calorimeter is here set up in the BIPM CIS Bio Co\textsuperscript{60} beam.
The calorimeter is now in regular use in the BIPM Co-60 beam to determine the long-term reproducibility of the absorbed-dose determination. In 2008, the Accelerator Dosimetry Working Group of the CCRI(I) recommended a comparison of the dosimetry of accelerator beams at the national laboratories using the BIPM calorimeter [3]. The first comparison in this series took place at the NRC (Canada) in June 2009 [4], and comparisons have been carried out at the PTB (Germany) and NIST (USA) during 2010.

The paper gives a brief description of the method to determine the absorbed dose to water, concentrating on the novel conception of the calorimeter.
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Introduction

Low-energy x-ray key comparisons and calibrations have been carried out at the BIPM since 1966 in the range from 10 kV to 50 kV, using a tungsten-anode x-ray tube with Al beam filters. In 2001, the CCRI requested the BIPM to extend these activities to mammography, to meet the needs of the national metrology institutes (NMIs) for comparisons in this newly regulated domain and to provide SI traceable calibrations. The BIPM began this work by establishing a set of nine radiation qualities using the existing tungsten-anode x-ray tube with molybdenum and rhodium filters to simulate the radiation beams used in clinical mammography [1]. The suitability of these simulated mammography x-ray qualities for the calibration of ionization chambers currently used in mammography was studied [2]. In 2009, following the installation of a molybdenum-anode x-ray tube, four radiation qualities were established as reference beams for mammography comparisons and calibrations. A new primary standard for air kerma was constructed at the BIPM to be used for the dosimetry of these beams.

Irradiation facility and new radiation beams

The Mo-anode x-ray tube has been installed in the low-energy x-ray laboratory at the BIPM, sharing the facilities with the W-anode x-ray tube (high-voltage generator, voltage stabilization and anode current measuring system). The reference plane is 600 mm from the tube centre. Radiographic films were used for the study of the radiation field (size, shape and orientation). Horizontal and vertical radial profiles were measured using a thimble ionization chamber. Using the data from the radial profiles and the radiographic images, a system of two collimators was designed and machined in order to produce a uniform field 10 cm in diameter at the reference plane.

Following the advice of the NMIs, four radiation qualities were set up as reference beams for comparisons and calibrations. The characteristics of the beams are given in Table 1. The anode current for each quality was chosen to give an air-kerma rate of 2 mGy s\(^{-1}\) in the reference plane.

Table 1 Characteristics of the radiation qualities for mammography

<table>
<thead>
<tr>
<th>Beam parameter</th>
<th>Radiation quality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mo25</td>
</tr>
<tr>
<td>Generating potential / kV</td>
<td>25</td>
</tr>
<tr>
<td>Additional filtration</td>
<td>30 µm Mo</td>
</tr>
<tr>
<td>Al half-value layer / mm</td>
<td>0.277</td>
</tr>
</tbody>
</table>
Measurement of energy spectra

The photon energy spectra were measured using the Compton scattering method [1]. The scattered photons were detected at 90° with a low-energy pure germanium detector coupled to a multichannel analyzer. The primary x-ray spectra were reconstructed from the resulting pulse-height distribution using commercial software [3].

Design and construction of a new standard

The new BIPM standard for mammography dosimetry is a parallel-plate free-air chamber designed to minimize the correction factors involved in the air-kerma determination between 10 kV and 50 kV. The main characteristics are listed below:

- separation between the high-voltage plate and the collector: 70 mm;
- collector length, including half of the gap between collector and guard plate (0.5 mm): 15.537 mm;
- tungsten-alloy diaphragm diameter: 9.998 mm;
- collecting volume: 1219.8 mm³;
- attenuation length: 100 mm.

Many of the correction factors for the standard required for the determination of $K_{air}$ were calculated using the Monte Carlo code PENELOPE [4] for mono-energetic photons from 2 keV to 50 keV in steps of 2 keV. A detailed simulation of the new BIPM standard was made using the PENELOPE geometry package PENGEOM. The results calculated for mono-energetic photons were convoluted with the spectra measured using the Compton spectrometer.

International comparisons

Comparisons with the NRC (Canada), NMIJ (Japan) and the NIST (USA) have been carried out using transfer chambers belonging to the NMIs; the standards of the NMIs and the BIPM compare favourably and the corresponding comparison reports are pending publication; the results will be available in the BIPM key comparison database of the CIPM MRA [5].
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Stopping of 5–20 MeV protons in liquid water: Basic data for radiotherapy dosimetry
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Accurate proton stopping power data for water are required in many branches of radiation dosimetry. As an example, the dosimetry in proton radiotherapy is usually carried out relative to the $^{60}$Co beam, in terms of absorbed dose to water. The calibration coefficient of an ionisation chamber for absorbed dose to water in a $^{60}$Co beam is converted to that in a proton beam via the beam quality correction factor $f_{\text{impact}}$ as recommended by IAEA [1]. As the dose is determined with the aid of an air-filled cavity ionisation chamber, the beam quality correction factor depends on the ratio of air and water stopping powers. According to IAEA, this ratio is the main source of uncertainty in the proton or heavy ion beam dosimetry.

The experimental data on proton stopping powers in water are scarce or non-existent (above a few MeV in proton energy). The most recent data tabulation of International Commission on Radiation Units and Measurements (ICRU) [2] on proton stopping powers uses theoretical estimates above 0.5 MeV in proton energy. Recent investigations in the low-energy region (up to a few MeV) by other authors [3] have shed doubts on the accuracy of the widely-used stopping power data for water.

In this contribution we describe the measurement programme for determining the proton and, optionally, heavy ion stopping in liquid water at energies below 20 MeV per nucleon; this is the region where the stopping power models typically have the largest uncertainties. Our method is based on a time-of-flight transmission technique using microchannel plate (MCP) detectors. The major challenge with thin liquid targets in vacuum is to maintain the target as uniform as required by the desired experimental accuracy. Therefore, special emphasis was placed on the construction and the characterisation of the liquid target. The experiment was carried out at the accelerator laboratory of University of Jyväskylä. To our knowledge this is the first measurement of proton stopping in liquid water at these energies. Final results from the actual stopping power experiment will be presented.

The target was made from two copper pieces. The target thickness was determined with calibration sheets made of steel. The gap between the copper pieces was filled with water. The nominal thickness of the water volume was 400 $\mu$m. The protons passed through the target via 3 mm diameter Havar windows (each with thickness of 2.15 $\mu$m). As the target was placed in vacuum, the water pressure caused a slight deformation of the Havar windows. Therefore, the thickness profile of the water volume at the position of the windows was measured with laser displacement sensors (Micro-Epsilon Ltd.) before and after the irradiation in vacuum. Using the described method the target thickness profile was obtained with less than 1% imprecision and less than 2% inaccuracy.

Two proton beam energies (13 MeV and 20 MeV) from the K130 cyclotron were used. Aluminium degraders with different thicknesses were used to reduce the proton energies so that the energy range from approximately 4.7 MeV to 20 MeV was covered in the experiment. Three MCP detectors were used to determine the proton flight times and, subsequently, energies before and after the target.
The data from the MCP detectors were acquired in the event mode – the flight times of each ion can be analysed independently. Fig. 1 shows the proton time-of-flight spectra after the target with and without the 0.6 mm aluminium degrader when the incoming proton beam energy was 20 MeV.

The preliminary analysis shows that good quality stopping power data for water (or for other liquids) can be obtained with the technique employed in this experiment. The largest uncertainty (standard deviation of approximately 4%) in the deduced stopping power values stems from the non-uniformity of the water target. Above 4.7 MeV proton energy the deduced stopping power values agree, within the uncertainties, with the values of ICRU 49 [2]. Thus, according to present data, the possible discrepancy in stopping powers at lower energies [3] does not extend to energies used in this experiment.

![Time-of-flight spectra of protons after the target. Thick grey line corresponds to the case when the incoming proton beam has an energy of 20 MeV. Thin black line corresponds to incoming 20 MeV protons and 600 µm aluminium degrader before the target.](image)
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Brachytherapy calibration service at secondary standard dosimetry laboratory in Argentina
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Regional Reference Center for Dosimetry (CRRD) belongs to Atomic Energy National Commission and it is located at Ezeiza Atomic Center. The CRRD has been carrying on calibration brachytherapy level since 2004. Brachytherapy level calibrations of sources and chamber-electrometers performed during last years at CRRD are presented in this work.

In Argentina, there are approximately 100 hospitals and clinics that are available to offer brachytherapy treatments, and the Nuclear Regulatory Authority is the institution that controls the state of brachytherapy sources.

The sources used for brachytherapy treatment are built in different shapes and they contain gamma radionuclide like 192 iridium, 125 iodine or 137 cesium and they are used for permanent or temporary implants in patients with cancer or vascular disease. The equipment used for the dosimetric controls of these sources is a well chamber (with holders) and electrometer. They have to be calibrated with secondary traceability to be sure that the calibration given by the manufacturer agrees with the air kerma strength determined at CRRD.

The reference equipment is formed by well chambers (with holders) and electrometers Standard Imaging Inc. HDR 1000 Plus model and MAX 4000 model, respectively. They were calibrated at Wisconsin Accredited Dosimetry Calibration Laboratory for Amersham $^{125}$I seed 6711 model, $^{192}$Ir Varian HDR VS2000 model, Alfa-Omega and $^{137}$Cs tubes Amersham) Several intercomparations and follow up are done with a reference 3M $^{137}$Cs tube 6500/6D6C model. The coefficients air kerma strength given by ADCL

$^{192}$Ir Varian HDR VS2000 model, Alfa-Omega $N_{sk}=4.642 \times 10^5 \text{ Gy m}^2 \text{ h}^{-1} \text{ A}^{-1}$

$^{125}$I Amersham 6711 model $N_{sk}=2.2854 \times 10^{11} \mu \text{Gy m}^2 \text{ h}^{-1} \text{ A}^{-1}$

$^{137}$Cs Amersham tube $N_{sk}=4.983 \times 10^{11} \mu \text{Gy m}^2 \text{ h}^{-1} \text{ A}^{-1}$

For calibrations chamber-electrometer (with holder) laboratory gives $N_{sk}$ (calibration coefficient air kerma strength (20°C 101,325 kPa) and for sources gives $S_k$ (air kerma strength) with percentage expanded uncertainties 3% for $k=2$. Calibrations are done according to protocols – instructions written at CRRD. No polarity or ion recombination corrections were done.

For $^{192}$Ir chamber-electrometer calibration the sensibility curve is obtained and polarity and ion recombination is checked. For $^{125}$I and $^{137}$Cs source calibration a leakage test is done and the charges are collected for two sources position (up and down) to take into a count the anisotropy in the geometry, radioactive material deposition, and internal movements.

Calibrations were done in clinics and hospitals of Tucumán, Mendoza, Chaco, Santa Fe, Córdoba, Entre Ríos, La Pampa and Buenos Aires province.

A total of 6 well chambers-electrometers, 120 $^{137}$Cs tubes, 30 $^{125}$I seeds (high and low activity for eyes tumor and for prostate, respectively) were calibrated.
Brachytherapy calibrations performed during last years was done for sources like seeds $^{125}$I BACON Laboratory, Braquibac™ model, $^{137}$Cs tubes (Amersham CDC4, CDCSJ5, CDCSJ4, CDCSJ3, 6503, 6505 and 67-806 model, Therapeutics model 67-802) and during the last year started to calibrate well chamber and electrometer for $^{192}$Ir high dose rate (Nordion, Varian). Source used for this calibration was $^{192}$Ir ISODOSE CONTROL, Model: 0900001 and type: FLEXISOURCE IR I.

Instrumental calibrated during 2004-2010 were well chamber Cardinal Health Therapy Dosimeter, Sweet Spot Re-Entrant Ionization Chamber, Solydes, Nuclearlab, Standard Imaging HDR 1000 Plus. Some of them were sealed hermetically and the readings were not corrected by a factor associated to changes of pressure-temperature air.

Electrometers used for the calibration were Standard Imaging CDX-2000B, CDX and MAX 4000 model, PTW E UNIDOS, Cardinal, Keithley 35040 and Therapy Dosimeter 35617EBS Programmable Dosimeter.

Coefficient air kerma strength ($N_{sk}$) using $^{192}$Ir HDR source were $4.683E+5$ Gy m$^2$h$^{-1}$ A$^{-1}$ and $4.635E+5$ Gy m$^2$h$^{-1}$ A$^{-1}$ for equipments HDR 1000 Plus -CDX-2000B, $4.662E+5$ Gy m$^2$h$^{-1}$ A$^{-1}$ for HDR -Cardinal and $4.645E+5$ Gy m$^2$h$^{-1}$ A$^{-1}$ for HDR-PTW.

For $^{125}$I seeds the values obtained for $N_{sk}$ were close to $6\mu$Gy m$^2$h$^{-1}$ and between (0,4 -2,4)$\mu$Gy m$^2$h$^{-1}$ for high and low activity respectively. $N_{sk}$ obtained were $3,637E+11$ Gy m$^2$h$^{-1}$ A$^{-1}$ for Nuclearlab -Keithely, $3,615E+11$ Gy m$^2$h$^{-1}$ A$^{-1}$ for Nuclearlab-PTW, $1,777E+13$ Gy m$^2$h$^{-1}$ A$^{-1}$ for Solydes-PTW, $2,329E+11$ Gy m$^2$h$^{-1}$ A$^{-1}$ for HDR -Keithley prog, and $2,279E+11$ Gy m$^2$h$^{-1}$ A$^{-1}$ for HDR-Cardinal.

For $^{137}$Cs the values obtained for $N_{sk}$ were between 20-220$\mu$Gy m$^2$h$^{-1}$. Values of $N_{sk}$ were $4,916E+11$ Gy m$^2$h$^{-1}$ A$^{-1}$ for HDR -CDX, $2,884E+11$ Gy m$^2$h$^{-1}$ A$^{-1}$ for Nuclearlab -Keithley, $2,887E+11$ Gy m$^2$h$^{-1}$ A$^{-1}$ for Nuclearlab -PTW, $5,018E+11$ Gy m$^2$h$^{-1}$ A$^{-1}$ HDR-Keithley EBS, $4,986E+11$ Gy m$^2$h$^{-1}$ A$^{-1}$ HDR-Cardinal.

Differences between air kerma strength found in certificates emitted by the manufacturer and the values given by the CRRD are in general below 3%. 4 cases were found with a difference of 20%. The coefficient air kerma strength was compared with the reference value (reference equipment) or Wisconsin certificate in the case that the equipment was calibrated there. Results agreed below 1%.

REFERENCES


Determination of the absorbed dose to water for $^{125}$I interstitial brachytherapy sources
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Dosimetry for low-energy interstitial brachytherapy sources is currently based on source calibrations in terms of the reference air-kerma rate (RAKR) or air-kerma strength (AKS). As patient dosimetry is based on the absorbed dose to water $D_w$, a conversion formalism, as for example published by the American Association of Physicists in Medicine (AAPM), known as the TG-43 protocol [1] and its update (TG-43U1) [2], is required. The overall standard uncertainty in deriving $D_w$ at a point near the source from RAKR or AKS using the protocol is estimated to be about 8 % ($k=1$). Deviations of 8 % between prescribed and applied doses have to be regarded as clinically significant. A direct calibration in terms of the absorbed dose to water would reduce this uncertainty.

A large, air-filled, parallel-plate extrapolation chamber in a phantom of water-equivalent material is under development for low energy photons as a primary standard for the realization of the absorbed dose to water [3]. The entrance and the back plate of the extrapolation chamber are made of a water-equivalent material (RW1) [4] with a measured density of 0.976 g/cm$^3$. The thickness of the entrance plate (10.49 mm) defines the measurement depth within the water phantom (10.24 mm). Graphite was sprayed onto the inner side of the entrance plate. Biased at the potential $U$, this layer acts as the polarizing electrode and serves as the reference plane for the measurement. The back plate was chosen to be 60 mm in thickness. In front of the back plate, a polyethylene foil is located. A center collecting electrode and an outer guard ring - both at ground potential - are built, with this graphitized foil. The diameter of the collecting electrode amounts to 100 mm.

The method of evaluation is described in [5]. It is based on a Monte Carlo-determined conversion factor $C(x_i, x_{i+1})$ to be applied to the difference of the ionization charge for the two plate separations $x_i$ and $x_{i+1}$. In addition, the net energy fluence of the secondary electrons at the surface of the measuring volume must be taken into account. Both, this term and $C(x_i, x_{i+1})$ were calculated with the Monte Carlo simulation code EGSnrc [6]. The spectra used in the calculation were obtained spectrometrically.

The first measurements of an I-125 seed (BEBIG Symmetra I25.S06 [2]) with the chamber are presented in Fig. 1. The absorbed dose to water rate in the chamber determined at various plate separations is shown.

The results were compared to the results obtained by air-kerma rate measurements with the PTB primary standard chamber GROVEX I [7]. For the comparison, two different conversion formalisms will be applied to obtain additional information about their effect on the results:

a) the formalism according to TG-43U1 and b) a direct conversion of the air-kerma rate determined with the GROVEX I to the absorbed dose to water rate in the new chamber by an MC-based conversion factor.

In the case of method a), a difference of 2.5 % was found and in the case of method b), a difference of 3.9 % was observed.
**FIG.1. Absorbed dose to water rate determined in the new chamber at various plate separations.**
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AFRIMETS working together with AFRA and the IAEA promoting quality dosimetry and sustainability in the region
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A Mutual Recognition Arrangement (MRA) was signed at a meeting held in Paris in 1999 by the directors of the national metrology institutes (NMI’s) and representatives of two international organisations. This MRA was a response to a growing need for an open, transparent and comprehensive scheme to give users reliable quantitative information on the comparability of national metrology services and to provide the technical basis for wider agreements negotiated for international trade, commerce and regulatory affairs [1]. It provides for the mutual recognition of national measurement standards and of calibration and measurement certificates issued by national metrology institutes, and is founded on the efforts of each individual national metrology institute to base its measurements and measurement uncertainties on SI units.

The arrangement is in two parts and the NMI’s can choose to sign one or both. Through part one, signatories recognize the degree of equivalence of national measurement standards of participating NMI’s; through part two, the signatories recognize the validity of calibration and measurement certificates issued by participating institutes. The NMI’s that are signatory to the MRA agree to put in place structures that are appropriate within their regional metrology organisations (RMO’s) [1]. This is so that the RMO’s may make proposals to the International Committee for Weights and Measures (CIPM) Consultative Committees on the choice of key comparisons, carry out the RMO key comparisons, participate in the Joint Committee of the Regional Metrology Organisations and the BIPM (JCRB), carry out supplementary comparisons and other actions designed to support mutual confidence in the validity of calibration and measurement certificates issued by participating institutes.

The idea of a greater African metrology system was conceptualised in 2004-2005 and AFRIMETS was established during 2006-2007. The Inaugural General Assembly (GA) meeting was held at the premises of the New Partnership for Africa’s Development (NEPAD) in July 2007 where the Memorandum of Understanding was finalised and subsequently signed by representatives from bodies representing their official metrology institutes from 38 African countries. The second and third General assemblies were held in 2008 and 2009. The third GA was preceded by the working group meetings including the working group for ionising radiation. The main goal of AFRIMETS is to harmonise accurate measurements in Africa, establish new measurement facilities and gain international acceptance for all measurements. It is also envisaged that AFRIMETS will promote Africa’s metrology interests and its effective participation in international standard-setting bodies. AFRIMETS replaced SADCMET as a Regional Metrology Organisations (RMO) representing Africa at the JCRB. One of the tasks of the JCRB is to coordinate the activities among the RMO’s in establishing confidence for the recognition of calibration and measurement capabilities (CMC), according to the terms of the CIPM MRA [1].

National Metrology Institutes outside Africa, designated institutes in Africa, and other institutes in Africa responsible for accurate measurement can become associate members. Other organisations can have observer member status. Most ionising radiation laboratories in the region were set up with the help of the IAEA and are not within national metrology institutes. Some are members of the IAEA/WHO Secondary Standard Dosimetry Laboratory (SSDL) network and some countries are
members of the African Regional Cooperative Agreement (AFRA). AFRA is an intergovernmental agreement established in 1990 by the IAEA and African Member States to further strengthen and enlarge the contribution of nuclear science and technology to socioeconomic development on the African continent. The IAEA is not party to AFRA, but provides technical and scientific backstopping as well as financial and administrative support, in accordance with the rules and procedures governing the provision of technical assistance to its Member States.

A process to recognize Regional Designated Centres (RDCs) was initiated to cater to the needs of Members. In the context of AFRA, RDCs are defined as an established African institution able to provide multinational services. AFRA Member States apply a rigorous process to recognize RDCs. As of June 2009, 11 institutions have been recognized by the AFRA Member States as Regional Designated Centres in various fields of activity.

There are different organisations investing money into the Africa region to help governments set up institutes for different measurement needs for trade, health, regulatory etc. AFRA, Afrimets and IAEA working together will ensure harmonization of the work within the region with that of other organizations and help to ensure the relevance and impact of projects. This will also decrease the double funding for same kind of projects. The plans of the technical working group of ionising radiation including intercomparisons, proficiency testing schemes, intra and inter-regional CMC review process will be presented.
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No primary standards for low dose rate (LDR) brachytherapy seeds are nowadays established for calibration in terms of absorbed dose to water. However, water is the reference medium for radiotherapy. Thus the absorbed dose to water is at the moment indirectly derived from the reference air kerma rate [1] using the conversion dose rate constants tabulated by the American Association of Physicists in Medicine [2]. The LNE-LNHB, under the European project "Increasing cancer treatment efficacy using 3D Brachytherapy", is developing and investigating a method to directly determine the absorbed dose to water of iodine-125 seeds used for treatment of ophthalmic and prostatic cancers. The fundamental outcome of this project is to reduce the current uncertainty on the absorbed dose delivered to the tumour to a level comparable to that associated to typical external beam radiotherapy procedures performed with accelerators (5%, k=1).

The LNE-LNHB proposal for the LDR primary standard is based on measurements using a free-in-air ionization chamber. A two-step procedure is being established which will overcome practical difficulties encountered when measuring directly the absorbed dose to water for LDR brachytherapy sources. The LNE-LNHB methodology lies in the determination of the water kerma rate $K_{u,W}(1\text{ cm},90^\circ)$, at the surface, S, of a 1 cm radius water-equivalent spherical phantom placed in air and containing the LDR seed in its centre. This quantity is measured in the plane passing through the seed centre and perpendicular to its longitudinal axis. A correction factor is applied to account for the contribution of scattered photons arising when having water instead of air as surrounding medium [3].

A free-in-air circular ring-shaped ionization chamber and a photon spectrometer are used for the measurements. Monte Carlo simulations of the radiation transport are performed for the calculations required.

This paper describes the LNE-LNHB approach and presents the results obtained up to now.
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Improved calibration and measurement capabilities in terms of absorbed dose to water for $^{60}$Co gamma rays at Cuban SSDL
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A new set-up for the calibration of ionization chamber in terms of absorbed dose to water in a $^{60}$Co beam at Cuban SSDL was used as part of the normal service. Under IAEA Technical Co-operation Project CUB6017 “Quality Assurance in Measurements and Calibration for New Medical Technologies in Cuba” a stationary water phantom 41023 for horizontal beams and five different waterproof acrylic adapters were acquired. The major goal is to extend the calibration services provided by Cuban laboratory to other types of ionization chambers used in clinical dosimetry and to improve the reproducibility on the way to position phantom. For this purpose a metallic box with three holes on their base for to assure the phantom in a fixed and only position was constructed. The new set-up for the calibration of ionization chamber in terms of absorbed dose to water in a $^{60}$Co beam at Cuban SSDL is show figure 1.

The calibration at the Cuban SSDL was performed by using the Secondary Reference Standard chamber NE-2561 (serial number 323), which was calibrated at IAEA Dosimetry Laboratory. The calibration coefficient ($N_{D,w} = 103.4 \pm 1.0 \text{ mGy/nC}$), established at the conditions $T = 20.0 \text{ °C}$ and $P = 101.325 \text{kPa}$ (Calibration certificate CUB/2008/03) is thus traceable to BIPM. The Secondary Standard is only used for to calibrate two working standards instruments and to determine the absorbed dose rate of a Theratron Phoenix-20 $^{60}$Co unit. The ionization current was measured with a UNIDOS webline T10022 and serial number 0023 which had been calibrated at PTW- Freiburg in 2008. The two working standards calibrated against the Secondary Reference Standard were NE-2581 (serial number 797) used for routine calibrations of user instruments and NE-2571 (serial number 1881) used for to participate in bilateral comparisons or IAEA comparison programme. The calibrations were carried out with the geometrical axis of the chambers situated at a depth of 5 g/cm$^2$ using a waterproof acrylic adapter suitable. The source to the surface of the phantom distance (SSD) was 80 cm and the field size at the distance was 10 cm x 10 cm. The chambers were calibrated in terms of absorbed dose to water using the substitution method [1, 2]. According to this method, the working chamber is placed at the reference point in the beam and a set of readings are taken, leading to the mean reading $M_{\text{ref}}$. It is then, replaced by the chamber to be calibrated and a similar set of readings are taken, the calibration coefficient $N_{D,w}$ is given by:

$$N_{D,w} = \frac{D_w}{M_{\text{cor}}^{\text{ref}}} \quad (1)$$

Where $D_w$ is the absorbed dose to water, determined by the working chamber and $M_{\text{cor}}^{\text{ref}}$ is the corrected reading of the chamber to be calibrated. According to the IAEA code of practice TRS-398 [3], the absorbed dose to water, $D_w$, is determined according to:

$$D_w = M_{\text{ref}}^{\text{cor}} \cdot N_{D,w}^{\text{ref}} \quad (2)$$
Where $N_{D,w}^{ref}$ is the absorbed dose to water calibration coefficient of the reference chamber obtained from the Cuban laboratory reference chamber and $M_{corr}^{ref}$ its reading corrected for temperature and pressure according to the following equation:

$$M_{corr}^{ref} = M_{ref} \frac{(275.15 + T) \times 101.325}{293.15} \frac{1}{P}$$  \hspace{1cm} (3)

T and P are respectively the temperature in °C and the pressure in kPa. The temperature and pressure are measured with a Thomen Meteo Station HM30 electronic thermometer inserted in water phantom and a PTB220A digital barometric pressure respectively. Both equipments by the same project CUB6017 were acquired. The absorbed dose to water calibration coefficient of the calibrated ionization chambers is thus given by:

$$N_{D,w} = M_{ref}^{corr} \cdot \frac{N_{D,w}^{ref}}{M_{corr}^{ref}}$$  \hspace{1cm} (4)

Six different models of commercially available ionization chambers were calibrated by using the new set up, which included 12 chambers from 4 national radiotherapy centres. The characteristics of these chambers are shown in table 1. The results of the coefficient calibration obtained by using the new set-up shown variations less to 1%, compared with set-up of calibration previously installed at Cuban SSDL. The absorbed dose rate obtained by using the new set-up is 0.2% lower than rather previous. With the new set-up the Cuban SSDL is able for to calibrate ionization chamber as such as: like

**FIG 1 Set-up for the calibration of ionization chambers in terms of absorbed dose to water in a ⁶⁰Co beam at Cuban SSDL.**

<table>
<thead>
<tr>
<th>Cavity</th>
<th>Parameters</th>
<th>Ionization chambers type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PTW30001</td>
</tr>
<tr>
<td>volume (cm$^3$)</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>length (mm)</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>radius (mm)</td>
<td>3.1</td>
<td>3.1</td>
</tr>
<tr>
<td>Wall</td>
<td>Material</td>
<td>PMMA</td>
</tr>
<tr>
<td>Thickness (g cm$^{-2}$)</td>
<td>0.045</td>
<td>0.079</td>
</tr>
<tr>
<td>Central electrode material</td>
<td>Al</td>
<td>Al</td>
</tr>
<tr>
<td>Waterproof</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Polarizing voltage (V)</td>
<td>+400</td>
<td>+400</td>
</tr>
<tr>
<td>Number of calibrated chambers</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of the cylindrical ionization chambers used in the present report.
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An Elekta Synergy Linear Accelerator providing 7 photon energies from 4 MeV to 25 MeV and 10 electron energies from 4 MeV to 22 MeV was installed at the beginning of 2009 to provide calibration services to radiotherapy centres in the country. This accelerator is similar to the one that has been installed at NPL around the same time. After the acceptance testing and commissioning, calorimetry measurements of the photon beams at nominal energies of 6 MeV, 10 MeV and 18 MeV to establish the Australian Primary standard of absorbed dose have been done. This paper brings out the details of the measurements and the results of a bilateral intercomparison done with NPL.

A graphite calorimeter procured from BEV, Austria has been established as primary standard in the '90s at the $^{60}$Co energy [1] and a similar calorimeter loaned by IAEA has been compared giving good agreement in measurements with a $^{60}$Co source at ARPANSA[2]. The IAEA calorimeter has been found to have better stability through a good medium control against the ambient temperature variations. This calorimeter has been used for measurements with the photon beams from the accelerator.

Before the actual measurements, a study of the stability of thermistors and the electronic heater control circuitries was done through a series of electrical calibrations. The electrical calibration factor which gives the energy required to produce a fractional resistance change of the core thermistor has been found to have a constant value of -230 mJ/%R with a standard deviation of 0.4% similar to other results published for this type of calorimeter.

The photon beams from the accelerator have an initial ramping dose-rate for 1-2 seconds before stabilising to a near constant value. Figure 1 shows the dose-rate profiles obtained through the output of the monitor chamber located inside the head of the accelerator. The dose-rate variations are corrected in the data analysis program written in Matlab software.

Calorimetry measurements have been done in both quasi-adiabatic and quasi-isothermal modes. In the quasi-isothermal mode initially all the three bodies of the calorimeter (core, jacket and shield) are raised in temperatures with constant heating rates calculated based on the dose-rate obtained through the quasi-adiabatic mode. At the end of the heating period the radiation beam is brought on and the heaters switched off. Similarly at the end of the radiation run the heaters are switched on again to continue heating. The switching off/on of the heaters with radiation beam on/off is being done through a specially designed electronic circuit triggered by the output pulses from the monitor chamber. This has helped in reducing the uncertainties and improving the consistency of repeated measurements.
FIG. 1. Profiles of monitor output at 6, 10 and 18 MV photon beams

Conversion of graphite absorbed dose to water absorbed dose is done through calorimetry, measurements of ionisation current in a graphite-walled chamber in a graphite phantom similar to the calorimeter and chamber measurements in a water tank all at the same distance. The conversion makes use of Monte-Carlo calculated doses in the graphite and water.

Gap correction for the calorimeter is calculated using EGSnrc and the correction factor for radial non-uniformity is evaluated through beam profile measurements moving a thimble chamber mounted in a graphite phantom similar in construction to the calorimeter.

As part of a bilateral intercomparison of accelerator measurements a graphite walled chamber was taken to NPL, U.K and was calibrated in their photon beams. The NPL-calibrated chamber was calibrated at ARPANSA against the IAEA calorimeter and the results of this intercomparison are presented here.
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Absorbed dose to water secondary standard for brachytherapy sources in Austria
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In a frame of a joint research project within the European Association of National Metrology Institutes (EURAMET e.V.) “T2.J06, Increasing cancer treatment efficacy using 3D brachytherapy” aiming to establish across the Europe a more accurate metrological basis for the dosimetry of radioactive sources used in the clinic for Brachytherapy (BT) treatment [1], it leads to the necessity to create suitable metrology chain for traceability of absorbed dose measurements of BT radiation sources to absorbed dose to water primary and secondary standards. The absorbed dose to water, $D_w$, is the quantity of interest for dosimetry in radiotherapy - but no absorbed-dose-to-water primary standards are so far available for dosimetry of BT sources and following secondary standards are also not used [2]. Currently, the procedures to determine from the existing standards the absorbed dose imparted to the patient are affected by an uncertainty that could reduce the cure rate [3]. A significant fraction of this uncertainty is due to a lack of metrology.

During first three years of the project run it was created one of the first primary standards of absorbed dose to water, $D_w$, quantity at the PTB Germany – the water calorimeter [4]. BEV Austria as the national metrology institute has developed its absorbed dose to water secondary standard on a base of well type ionizing chamber and the current measuring system with made measuring software to optimize measuring process and to minimize possible subject mistake. All needed metrology characteristics of the standard were stated by measurements, Monte-Carlo simulation calculation has been done as well. First $D_w$ quantity calibration for BT source $^{192}$Ir was realized at the PTB primary laboratory this spring and the BEV secondary standard is now able to serve to hospitals with the calibration of their measuring instruments. Details of the BEV $D_w$ quantity secondary standard will be described as well as the result of the calibration.

Second output of the project in Austria is the development and construction of the measuring system for scanning of in the practice used BT sources to measure their real distribution of the absorbed dose to water in short distances of about 1,5 cm from the source axis. The aim is check them for homogeneity and isotropy. Measuring system based on the set of five IBA Dosimetry CC08 ionizing chambers placed inside the water phantom and moved around the source axis as well as some real measurements results will be presented and discussed.

Finally the third problem solution – how to effectively check outputs of the therapy planning systems by measurements – will be presented. As an effective tool was IBA 2D Detector Matrixx used and results of measurements will be discussed.
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The Belgian laboratory for standard dosimetry calibrations used in radiotherapy
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Abstract. Starting from the end of the year 2008, the RDC (Radiation Protection dosimetry and Calibrations) expertise group of SCK\textperiodcentered CEN took over the calibration and research activities at the Laboratory for Standard Dosimetry Ghent. The laboratory runs under a collaboration between SCK\textperiodcentered CEN and the University of Ghent, with the support of Federal Agency for Nuclear Control (FANC).

The calibrations in Ghent were stopped at the beginning of 2008 and then restarted at the end of 2008. A new \(^{60}\)Co source was installed at Ghent, a Theratron 780 unit. All the calibration setups installed in the past to the old \(^{60}\)Co source had to move to the new source and measurement history had to be acquired. The calibration of cylindrical and plane-parallel ionization chambers in terms of absorbed dose to water was defined as the first priority, since there was an urgent need from the Belgian hospitals. These calibrations are presently done in Ghent as secondary standard calibrations, traceable to the water calorimeter of VSL, Delft, The Netherlands and following the recommendations from TRS-398 protocol [1]. The second priority was restarting the calibrations of cylindrical ionization chambers in terms of air kerma. A cylindrical graphite ionization chamber of type CC01 is used for the absolute measurement of air kerma. Both setups are fully operational.

Special efforts were done to implement the SCK\textperiodcentered CEN quality assurance (QA) system regarding ISO 17025 accreditation. The activity at the laboratory in Ghent was integrated as part of the Laboratory for Nuclear Calibrations (LNK – from the Dutch translation) of the SCK-CEN. Most of the activities of the LNK are already accredited by Belgian Accreditation Body (BELAC) with respect to the ISO-17025 standards. The quality assurance procedures were prepared and are routinely followed for the two new setups mentioned above: calibrations in terms of absorbed dose to water and air kerma in \(^{60}\)Co beam.

During the preparation of the quality assurance procedures detailed tests were performed for both setups. Considering that the \(^{60}\)Co source was recently installed at Ghent, measurements were done to investigate the beam properties and the effect of the collimator. The theoretical dependence of the dose rate as a function of the source to chamber distance was verified and no significant effect of the scattering was observed. The beam profile was measured both with EBT films and with NE2571 chambers. A constant profile was observed. The dependence of the dose rate on the depth to water was also measured for the setup used for calibrations in terms of absorbed dose to water and air kerma. Repeatability and stability of the setups in time were also investigated. All tests that were performed were used for a detailed estimation of the calibration uncertainties. The total expanded uncertainty for the calibrations factors was estimated at 1.3\% for \(N_{D,W}\) and at 0.8\% for \(N_{K}\) (for \(k=2\) or 95\% confidence level). The dominant component of the uncertainty budget for \(N_{D,W}\) is the uncertainty on the calibration factor of the secondary standards (NE2571 chambers) as provided by the primary laboratory.
The two calibration setups from above were already used for two intercomparisons organised by IAEA for secondary standard dosimetry laboratories: the IAEA/WHO TLD postal dose audit for radiotherapy level calibrations SSDL run 2009 and IAEA/SSDL Intercomparison of therapy level ionization chamber calibration factors run 2009.

Work is in progress for the refurbishment of the water calorimeter that had been used in Ghent as primary standard for absorbed dose to water [2]. The decision was taken to restart the calorimeter measurements at Ghent. Due to its old components the calorimeter has to be refurbished and its correction factors re-estimated.
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Recent regional key comparison results for air kerma and absorbed dose to water in X-rays and $^{60}$Co radiation
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Degrees of equivalence (DoE) of the national standards as a result of periodically organized supporting key or supplementary comparisons are essential to maintain the calibration and measurement capabilities CMC lines in the database of the CIPM MRA. All the primary and secondary standard dosimetry laboratories belong to at least one of the APMP, AFRIMETS, COOMET, EURAMET, and SIM Regional Metrology Organizations. Most of their host country’s NMIs have signed the CIPM MRA and these NMIs or Designated Institutes (DI) in 32 countries worldwide have published dosimetry CMCs. From these 941 claims, 222 relate to the calibration of a wide variety of dosemeters in terms of air kerma or absorbed dose to water being used in diagnostic or therapy practice in hospitals. As an example, Figure 1 includes all the absorbed dose to water DoE values for $^{60}$Co therapy beams.

FIG 1. Individual NMI results of EURAMET.RI (I)-K4, SIM.RI (I)-K4 and COOMET.RI (I)-K4 absorbed dose to water key comparisons.
In the case of low and medium energy X-ray beam qualities, one regional key comparison (APMP.RI (I)-K3) has been published and has some results that do not fully support the stated uncertainties of the participants. The other two similar comparisons (APMP.RI (I)-K-2, SIM.RI (I)-K-2) are still ongoing. For air kerma of the $^{60}$Co beam from the APMP.RI(I)-K1, SIM.RI(I)-K1 and EURAMET .RI(I)-K1 comparisons there are two results among the twenty-one recently established DoE values that is outside the expanded uncertainty.

Further technical details of regional comparisons including the stated uncertainty budgets for the calibration of a typical therapy ionization chamber will be presented in the poster.

Concerning the future regional key and supplementary comparison program the most important issues are the following:

- encourage the dosimetry laboratories to organise and coordinate these comparisons,
- more economic arrangement of the X-ray comparisons on the basis of the generic beam qualities of the 85 standard qualities,
- organization of supplementary comparisons in term of air kerma length to support the CT dose measurements
- using dedicated mammography X-ray tube for air kerma comparisons of mammography beam qualities,
- new comparisons involving the radiation of the brachytherapy sources in terms of absorbed dose to water in the vicinity of the seeds,
- new $D_w$ comparisons for high energy accelerator beams to have more information about the different high energy accelerator beams
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Determination of the G value for HDR $^{192}$Ir sources using ionometric measurements
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A dosimetry standard for the direct measurement of absolute dose to water for $^{192}$Ir source is currently still under development. For the time being, the dose to water conversion is done via a dose rate constant $A$ and several correction factors accounting for scatter, attenuation, and anisotropy of the dose distribution among other effects [1]. Recently a report has been published on a water-based calorimeter with an overall uncertainties of 1.9 % k=1.

Chemical dosimetry using a standard $FeSO_4$ solution has shown to be a reliable absorbed dose standard. Absolute absorbed dose to water measurement has been explored using Fricke for $^{192}$Ir HDR sources [3] with uncertainties estimated of 3.9 % k=1 and very recently [4] similar work has reported improved results with much lower uncertainties of 1.24% k=1. The G values previously reported [5] is the major uncertainty associated to this technique and this paper presents new G values measured with ion chambers using recent dosimetry protocols.

For this study, the source was positioned in a PMMA holder with its center coinciding with the center of a Framer type the ion chamber and the Fricke solution holder. The solution container was constructed with the same volume and dimensions of the ion chamber. The measurements were taken with the ion chamber placed in one of the holders and the Fricke solutions in the other three holders. The chamber and the Fricke were irradiated in all four times around the source in order to minimize the positioning uncertainties and the average reading values for each one were taken. For the $^{60}$Co and 6 MV, the beam measurements were made with the chamber at the center and the solutions on each side as shown in FIG. 1.

![FIG. 1. The experimental arrangement used for the measurements](image)
Table 1. Comparison of the present results made with previous published values.

<table>
<thead>
<tr>
<th>Energy (MeV)</th>
<th>This work</th>
<th>Fregene [5]</th>
<th>deAlmeida et al [4]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.397 **</td>
<td>1.578 (1.0%) k=1</td>
<td>NR</td>
<td>1.555 (1.5%) k=1</td>
</tr>
<tr>
<td>0.382 *</td>
<td>NR</td>
<td>1.56 (+/-0.3)</td>
<td>NR</td>
</tr>
<tr>
<td>1.25</td>
<td>1.592 (0.91%) k=1</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>6.0</td>
<td>1.634 (0.9%) k=1</td>
<td>NR</td>
<td>NR</td>
</tr>
</tbody>
</table>

* Mean energy of $^{192}$Ir [5]. ** Mean energy of $^{192}$Ir [4]. NR: not reported

Table 1 show that, despite some inconsistencies in the way the data was reported in the past the results are very close and quite encouraging. Better G values for $^{192}$Ir will only be possible with the use of a water calorimeter with lower uncertainties presently under development.
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Analysis of long-term stability of radiotherapy dosimeters calibrated in the Polish SSDL
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In Poland, in 30 oncological centres, there are 7 Cobalt-60 units, and 93 accelerators which generate about 160 photon beams and 450 electron beams. The most popular electrometers are: PTW Unidos 10001, Unidos E, and Wellhofer Dose 1; the most popular ionization chambers are: cylindrical Farmer-type (30001, 30013, FC65G), and plane-parallel Markus type (23343, PPC05). According to the regulations of the Ministry of Health, the dosimeters used in radiotherapy should be calibrated once every two years.

The analysis of long term stability of the results of charge measurements for 18 electrometers (from the period 1999-2009), and of calibration coefficients for 27 ionizing chambers (from the period 2003-2009) was performed. The results of several measurements (done in the periods specified) for each instrument (electrometer or chamber) was compared.

The charge measurements were performed using the electric current calibrator/source typ Keithley Instruments Inc. The calibration coefficients were determined according to the dosimetric protocol IAEA-TRS 398, [1]. Calibration in water was introduced in Poland in 2003 [2].

A very good long term stability of the charge measurements, not exceeding 0.2%, in most cases below 0.1% (related to the mean value) was recorded (Fig.1). Long term stability of calibration coefficients of investigated chambers in most cases was below 0.3%. The chamber-to-chamber differences were observed especially for plane-parallel Markus type (Fig. 2).

On the basis of this investigation, and taking into account the possibility of the damage of the instruments during transport, we propose to extend the minimal calibration period to 3 years.

* The study was supported by the Polish National Atomic Energy Agency with the grant No 10/SP/2009
FIG. 1. Results of charge measurements for 3 types of electrometers: Dose 1, Unidos 10001, Unidos E

FIG. 2. Results of calibration coefficient measurements for plane-parallel chambers of Markus type

REFERENCES


Quality system of the Argentine SSDL
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The SSDL of Argentina implemented a quality system for calibration of dosimeters used in radiotherapy according to the ISO/IEC Standard 17025 [1]. This system was accredited in 2004 by the Accreditation Body of Argentina (OAA), and re-accredited in 2008 by this Organism. The scope of the accreditation is the calibration of dosimeters for radiotherapy in terms of air kerma and absorbed dose to water in $^{60}$Co beams and the calibration of dosimeters in terms of air kerma for orthovoltage X-ray beams.

The SSDL has its own Quality Manual and has declared its own policy, in agreement with the quality policy of CNEA. The documentation structure of the Quality Manual includes standard and mandatory regulations, documentation applicable to the laboratories (i.e. normative and general procedures of the Institution), general procedures, working instructions, technical standards and laboratory records.

The national standard for dosimetry in Argentina is a secondary standard ion chamber N.E. 2611A#133, which is calibrated at BIPM every four years. The traceability to SI is maintained through a continuous chain of internal and external controls. Internal controls consist of the determination of electrical leakage, determination of stability using a $^{91}$Sr standard source, periodic determination of air kerma in reference conditions in cobalt 60 beam and re-calibration of the transfer chamber N.E. 2571#2394.

As a member of the IAEA/WHO SSDLs Network the laboratory participates of the periodic QC audits for dosimetry organised by the IAEA: comparison of calibration coefficients for ion chambers at radiotherapy level in $^{60}$Co beam (every three years), and TLD Postal Dose Quality Audit (every year). Results are analyzed, and a corrective action is immediately started in case any result falls out of the tolerance limits.

Since 1999 the SSDL has been participating in the comparison of secondary standards ion chambers and in comparisons of calibration coefficients in terms of air kerma and of absorbed dose to water, in $^{60}$Co beams, organised by the SACAR SIM. In 2008 the SSDL participated of the BIPM key comparison for calibration coefficients in terms of air kerma and absorbed dose to water in $^{60}$Co beams organised by EURAMET. Also in 2008 the SDSDL participated in the comparison of calibration coefficients in terms of air kerma in orthovoltage X-ray beams organised in the frame of SIM.

The dosimeters for radiation therapy are calibrated at CRRD by the substitution method against the transfer chamber N.E. 2571#2394. The validation of the calibration procedure used at CRRD was made following the validation concept established in the International Metrology Vocabulary [2]. The optimization of collected charges, number of readings and irradiation time was analysed comparing variation coefficients or performing statistical tests as the analysis of variance (ANOVA), depending on the situation. The robustness of the procedure was determined studying the influence of the chamber position in the beam, and the polarity and the value of polarizing voltage. The analysis of variance was used to determine the influence of these parameters on the readings.
As the radiotherapy centers in Argentina are following the IAEA TRS 398 Protocol for the
determination of absorbed dose to water, most of the dosemeters are calibrated in terms of this
quantity and the respective calibration coefficient, N_{D,W} is obtained. Nevertheless, the dosemeters are
 calibrated in terms of air kerma too, and the calibration coefficient N_K is determined.

The ratio N_{D,W} / N_K was determined for different type of chambers calibrated at SSDL during the
period 2002 to 2009. This ratio was determined for 12 PTW 31003, 11 PTW 30013, and 9 N.E. 2571
ion chambers. The mean N_{D,W} / N_K values are: 1.097, 1.093 and 1.099 respectively and the variation
coefficient is 0.4% for the three cases. This made possible to adopt a criteria to accept or reject the
result of a dosemeter calibration when using these chambers. In case that a different type of chamber is
used, the comparison between the N_{D,W} obtained during the calibration and the N_{D,W} calculated
according to [3] is used to check the result. Other controls are performed before the certificate is
emitted.

The uncertainty is calculated following the Argentine Standard IRAM 35050 that is based on the ISO
Guide to Expression of Uncertainty in Measurement [4]. The uncertainty values for the accredited
services of the CRRD are: 0.8% (k=2) for the calibration of dosemeters in terms of air kerma in cobalt
60 beam, 1.2% (k=2) for the calibration of dosemeters in terms of absorbed dose to water in cobalt 60
beam and 1.2% (k=2) for the calibration of dosemeters in terms of air kerma for orthovoltage X-ray
beams.

All the internal audits are carried out by auditors and technical experts qualified by the CNEA
Department of Qualification Committee for Laboratories and Facilities. The internal audits must
review all the management and technical requirements of ISO/IEC 17025 every year for each service
and the calibration procedures during the accreditation period. External reviews are performed once a
year by auditors and technical experts qualified by OAA.

Once a year the laboratory’s executive management conducts a review of the quality system and
calibration activities according to the requirements of the Standard ISO/IEC 17025 and to special
requirements of OAA.
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Implementation of a metrological framework for dosimetry of X-ray beams used in diagnostic radiology in Minas Gerais, Brazil

T. A. da Silva\textsuperscript{a}, P. M. C. de Oliveir\textsuperscript{b}, J. V. Pereira\textsuperscript{c}, F. C. Bastos\textsuperscript{b}, L. J. Souza\textsuperscript{a}, P. L. Squair\textsuperscript{a}, A. T. Baptista Neto\textsuperscript{a}, C. M. A. Soares\textsuperscript{a}, M. S. Nogueira Tavares\textsuperscript{a}, T. C. Alonso\textsuperscript{a}

\textsuperscript{a}Development Center of Nuclear Technology (CDTN/CNEN), Belo Horizonte, Brazil
\textsuperscript{b}Post-graduation Course of Nuclear Science and Techniques (PCTN/UFMG), Belo Horizonte, Brazil
\textsuperscript{c}Post-graduation Course in Science and Technology of Radiations, Minerals and Materials (CCTRMM/CDTN/CNEN), Belo Horizonte, Brazil

E-mail address of main author: silvata@cdtn.br

This work was done at the Dosimeter Calibration Laboratory in the Development Center of Nuclear Technology (CDTN) aiming to implement a framework to assure a metrological reliability of air kerma and absorbed dose measurements related to dosimetry of patients submitted to diagnostic radiology examinations.

An Isovolt HS320 model Seifert-Pantak x-ray machine with 5 to 320 kV voltage and 0.1 to 45 mA tube current ranges, a 7 mmBe window and tungsten target was used to reproduce the internationally recommended x-ray reference radiations for calibrating or testing dosemeters\cite{1,2}.

The energy spectra of all reference radiations were measured with an EXV9 - XR-100T model Amptek Cd-Te spectrometer. The tube voltage was measured in terms of the maximum value through a linear fitting of the energy spectrum tail. The first and, if applicable, the second half-value layers (HVL) were measured based on the attenuation curves in terms of air kerma rate versus the thickness of 99.99\% high purity aluminium filters. For all reference radiations, as first approximation, the nominal voltage in the x-ray machine was set as the IEC tube voltage and the additional filtration was adjusted to get the 1\textsuperscript{st} HVL and the homogeneity coefficient in compliance with the IEC or the IAEA requirements \cite{1,2}. Air kerma measurements were done with a RC6 and, in the case of mammography, a RC6M RADCAL ionization chambers traceable to the National (Brazilian) Ionizing Radiation Metrology Laboratory (LNMRI/IRD).

Table 1 shows the x-ray parameters for nine reference radiations representative of incident beams (RQR), eight radiations of attenuated beams through the patient (RQA), three radiations of tomographic x-ray beams (RQT) and, tentatively, four radiation of mammography (RQR-M).

The IEC and CDTN tube voltage values suggested that adjustment are to be performed, but it will be done in terms of practical peak voltage that was not yet measured. The CDTN 1\textsuperscript{st} HVL values acceptably agreed with the IEC values and they were chosen when the air kerma ratio in the beam with and without attenuation was within 0.491 and 0.502. The homogeneity coefficients differed by -0.03 in compliance with the IEC requirement. The achieved compliance suggests that differences are not relevant and the beam radiations implemented at CDTN can be considered similar to the IEC reference radiations as recommended by IAEA.

Performance checks, calibrations and cross-comparisons with regional metrology laboratories were done with the three standard ionization chamber types for medical conventional x-rays, tomography and mammography aiming to assure their reliability and traceability. A calibration set-up was mounted in front of the Seifert-Pantak x-ray machine for exposing ionization chambers and thermoluminescent dosemeters.
Although the C-DTN reference radiations would need to be adjusted in terms of the practical peak voltage, the implemented metrological framework that comprises the x-ray set-up, available reference radiations and reliable standard dosemeters is ready to be used for calibrating and testing dosemeters for diagnostic radiology dosimetry in Minas Gerais, Brazil.

Table 1 X-ray reference radiations implemented in CDTN for calibrating dosemeters to be used in diagnostic radiology dosimetry.

<table>
<thead>
<tr>
<th>Reference radiation code</th>
<th>X-ray tube voltage (kV)</th>
<th>Additional filters (mm)</th>
<th>1(^{st}) Half-value layer (mmAl)</th>
<th>Homogeneity coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEC CDTN IEC CDTN IEC CDTN IEC CDTN</td>
<td>IEC CDTN IEC CDTN</td>
<td>IEC CDTN IEC CDTN</td>
<td>IEC CDTN IEC CDTN</td>
<td></td>
</tr>
<tr>
<td>RQR 2</td>
<td>40</td>
<td>41.8</td>
<td>-</td>
<td>2.0 Al</td>
</tr>
<tr>
<td>RQR 3</td>
<td>50</td>
<td>52.4</td>
<td>-</td>
<td>2.2 Al</td>
</tr>
<tr>
<td>RQR 4</td>
<td>60</td>
<td>62.9</td>
<td>-</td>
<td>2.5 Al</td>
</tr>
<tr>
<td>RQR 5</td>
<td>70</td>
<td>72.7</td>
<td>-</td>
<td>2.6 Al</td>
</tr>
<tr>
<td>RQR 6</td>
<td>80</td>
<td>82.0</td>
<td>-</td>
<td>2.7 Al</td>
</tr>
<tr>
<td>RQR 7</td>
<td>90</td>
<td>91.7</td>
<td>-</td>
<td>2.9 Al</td>
</tr>
<tr>
<td>RQR 8</td>
<td>100</td>
<td>102.6</td>
<td>-</td>
<td>3.1 Al</td>
</tr>
<tr>
<td>RQR 9</td>
<td>120</td>
<td>122.1</td>
<td>-</td>
<td>3.5 Al</td>
</tr>
<tr>
<td>RQR 10</td>
<td>150</td>
<td>150.6</td>
<td>-</td>
<td>3.8 Al</td>
</tr>
<tr>
<td>RQA 2</td>
<td>50</td>
<td>51.7</td>
<td>RQR 2 + 4.0 Al</td>
<td>2.0 Al + 3.5 Al</td>
</tr>
<tr>
<td>RQA 3</td>
<td>60</td>
<td>61.7</td>
<td>RQR 3 + 10.0 Al</td>
<td>2.2 Al + 9.0 Al</td>
</tr>
<tr>
<td>RQA 4</td>
<td>70</td>
<td>71.4</td>
<td>RQR 4 + 16.0 Al</td>
<td>2.5 Al + 13.5 Al</td>
</tr>
<tr>
<td>RQA 5</td>
<td>80</td>
<td>81.1</td>
<td>RQR 5 + 21.0 Al</td>
<td>2.6 Al + 17.0 Al</td>
</tr>
<tr>
<td>RQA 6</td>
<td>90</td>
<td>90.9</td>
<td>RQR 6 + 26.0 Al</td>
<td>2.7 Al + 25.7 Al</td>
</tr>
<tr>
<td>RQA 7</td>
<td>100</td>
<td>101.4</td>
<td>RQR 7 + 30.0 Al</td>
<td>2.9 Al + 26.8 Al</td>
</tr>
<tr>
<td>RQA 8</td>
<td>120</td>
<td>121.3</td>
<td>RQR 8 + 34.0 Al</td>
<td>3.1 Al + 30.0 Al</td>
</tr>
<tr>
<td>RQA 9</td>
<td>150</td>
<td>130.3</td>
<td>RQR 9 + 40.0 Al</td>
<td>3.5 Al + 35.0 Al</td>
</tr>
<tr>
<td>RQT 8</td>
<td>200</td>
<td>206.9</td>
<td>RQT 8 + 0.2 Ca</td>
<td>3.1 Al + 0.1 Ca</td>
</tr>
<tr>
<td>RQT 9</td>
<td>250</td>
<td>251.0</td>
<td>RQT 9 + 0.25 Ca</td>
<td>3.5 Al + 0.2 Ca</td>
</tr>
<tr>
<td>RQT 10</td>
<td>300</td>
<td>301.4</td>
<td>RQT 10 + 0.30 Cu</td>
<td>3.8 Al + 0.26 Cu</td>
</tr>
<tr>
<td>RQR-M1</td>
<td>25</td>
<td>26.6</td>
<td>0.032 Mo(^{**})</td>
<td>0.045 Mo(^{***})</td>
</tr>
<tr>
<td>RQR-M2</td>
<td>28</td>
<td>29.6</td>
<td>0.032 Mo(^{**})</td>
<td>0.045 Mo(^{***})</td>
</tr>
<tr>
<td>RQR-M3</td>
<td>36</td>
<td>31.6</td>
<td>0.032 Mo(^{**})</td>
<td>0.045 Mo(^{***})</td>
</tr>
<tr>
<td>RQR-M4</td>
<td>45</td>
<td>36.6</td>
<td>0.032 Mo(^{**})</td>
<td>0.045 Mo(^{***})</td>
</tr>
</tbody>
</table>

*maximum value (by spectrometric method); **X-ray tube with a Mo target; ***X-ray tube with a W target.
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Development of an absorbed dose calorimeter for use in IMRT and small field external beam radiotherapy
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A calorimeter is in development for the absolute measurement of absorbed dose in small fields and complex fields such as those used to deliver intensity modulated radiation therapy. The probe consists of a spherical graphite core surrounded by and separated from a spherical graphite jacket, enclosed in water-equivalent plastic envelope. A spherical geometry was chosen to give approximately isotropic response and sensitivity to dose gradients. Temperature sensing and electrical heating are provided via small thermistors embedded in the graphite, and the temperatures of each component are actively controlled at a set value. Energy absorbed from radiation is measured by substitution, using the electrical heaters. The basic measurement is one of absorbed dose rate rather than absorbed dose. The device is calibrated in terms of absorbed dose to water under standard reference conditions and corrections to its response, in smaller and irregular non-reference fields, are calculated using EGSnrc Monte Carlo and Comsol MultiPhysics to perform finite element analysis of the heat transfer equation. Linearity of the heat equation plays a critical role in analysing measurement uncertainty and the limits on calorimeter performance.

In measurements on the central axis of a small field, volume averaging effects make the correction for beam non-uniformity become dominant when the field size is comparable to the core diameter which, in the initial prototype, is 5 mm. The jacket diameter is 7 mm. Absorbed dose in the target volume of an IMRT treatment is measured as a time integral of dose rate, summed over the component fields in a multi-field plan, or integrated over the whole arc in an arc therapy treatment. Although the IMRT planned dose is uniform over the target volume, the instantaneous dose rate (i.e. the dose within a component field, or the dose rate during the arc delivery) is spatially non-uniform. Such variations in dose rate drive heat transfers within the calorimeter whose magnitude is inversely proportional to the time constant of heat exchange between core and jacket. So in this case, calorimeter performance is limited by the time taken to complete the delivery of each field or the whole arc. The non water-equivalent components, including gaps, perturb the radiation field being measured, and Monte Carlo simulation of the interactions in the calorimeter is required to evaluate this perturbation. The fluence perturbation correction, and its uncertainty, decreases with core diameter. However this increases the surface to volume ratio of the core, and decreases the time constant associated with heat transfer between core and jacket.

In an IMRT treatment there is evidence that volume averaging effects tend to cancel provided the sensitive volume of the detector is entirely contained within the planned target volume. In a calorimetric measurement, this may indicate that the limit on core size could be relaxed so that the core is only contained within the target volume. However the non water-equivalence of the core creates a significant fluence perturbation if the core is too large.

Results will be presented from measurements with the initial prototype calorimeter, with perturbation corrections evaluated using EGSnrc Monte Carlo and heat transfer corrections calculated using finite element analysis of the heat transfer equation using COMSOL.
FIG. 1. Exploded view of the small-field calorimeter.
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Re-establishing the photon absorbed dose primary standard on the new NPL clinical linac
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A new state-of-the-art clinical linac facility has recently been opened at the NPL in addition to the existing research linac facility, which is now over 40 years old. The new machine is an Elekta Synergy Digital Linac, with iViewGT portal and XVI 3D x-ray volumetric imaging that can be configured to deliver seven X-ray beam energies (instead of the usual maximum of three on any one hospital machine). This feature, together with the ability to provide up to ten electron beam energies, will enable NPL to provide absorbed dose calibrations for the full range of energies currently in therapeutic use in the UK.

The NPL is responsible for maintaining the UK primary standards of absorbed dose to water in both high-energy photon and electron beams. For photons, the primary standard is a graphite calorimeter [1] that directly measures absorbed dose to graphite, that is, the energy deposited in a small graphite core at the centre of the calorimeter, in $^{60}$Co gamma ray and MV X-ray beams, divided by the mass of the core. Reference standard ionisation chambers placed in a graphite phantom are then calibrated against the primary standard in terms of absorbed dose to graphite. These calibrations are then converted to absorbed dose to water using two possible methods: one through the application of the photon fluence scaling theorem [2,3] and the second involving charge measurements at a constant target-chamber distance. Secondary standard instruments are then calibrated against these reference standards at either 5cm or 7cm depth in a water phantom. Chamber calibrations are normally given in terms of $k_Q$, the ratio of the chamber calibration factor in a given quality, $Q$, to that in a reference quality, $Q_0$ ($^{60}$Co at NPL) where the radiation quality is defined in terms of tissue-phantom ratio (TPR$_{20/10}$).

In this work, a series of NE2611 secondary ionisation chambers were calibrated against the existing primary standard in the seven new X-ray radiation qualities delivered by the clinical linac using the above procedure. Monte Carlo models of the source for each energy were also developed to determine a number of the required corrections in the procedure, in particular: corrections to account for the presence of non-graphite materials and air/vacuum gaps in the calorimeter, water-to-graphite dose ratios in the phantoms, and corrections for the different geometrical configuration of the calorimeter and graphite chamber phantom.

The EGSnrc code system (release V4-r2-2-5) [4], together with the associated package BEAMnrc (release 2007) [5] was used to develop the source models and these were fine tuned in a 30x30 cm field by comparing both calculated depth-dose and dose profiles in water at different depths with plotting tank measurements until a match was obtained within suitable tolerances. Further calculations were then performed with the tuned sources to confirm similar agreement under reference conditions (10x10 cm field at either 5 or 7 cm depth in water at 100 cm from the source).

Preliminary results obtained for $k_Q$ for a number of secondary standard ionisation chambers for the seven X-ray radiation qualities delivered by the new clinical linac are shown in Figure 1.
Also shown are $k_0$ values and the associated polynomial fit obtained for similar NE2561/2611 type ionisation chambers for the radiation qualities used on the existing research linac, when the primary standard was originally established on this facility.

![Graph showing $k_0$ values and fit](image)

**FIG 1:** $k_0$ for secondary standard ionisation chambers (serial nos: 122, 201, 203 & 214) on the new clinical linac compared to existing data for similar chambers obtained on the NPL research linac.

The error bars indicate the standard uncertainty currently quoted on a chamber calibration in terms of $k_0$ (0.55%). Chamber-to-chamber spread on the new values is typically better than 0.3% at a given radiation quality. As can be seen in the figure, $k_0$ values for the new X-ray qualities are in good agreement (within one standard uncertainty) with the fit to existing qualities used on the research linac.
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Implementation of RQR-M qualities in standard X ray beam used for calibration of mammography ionization chambers
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According to the World Health Organization (WHO) [1], cancer of the prostate, breast and colon are more common in developing countries. In Brazil, the National Institute of Cancer (INCA)[2] estimates that, except the nonmelanoma skin cancer, the breast cancer will be the most common in women, about 60 thousand new cases, followed by cervix cancer (18 thousand), colon and rectum (15 thousand) and lung (10 thousand). These numbers show the importance of keeping a good control between the women, for a possible pathology be detected as soon as possible. Because of this is important to keep a quality control of the equipments used to diagnostic these diseases, to guarantee that the X radiation emitted from these equipments will be well know. The Instruments Calibration Laboratory (LCI), located at the Nuclear and Energetic Research Institute (IPEN), calibrates dosimeters and instruments used in these qualities controls.

The new qualities of mammography, presented by the international standard IEC 61267[3], have been implemented at the LCI. The method used is that presented in the Code of Practice TRS 457[4], from the International Atomic Energy Agency (IAEA), and the values of Half-Value Layer (HVL) used have been given by the German Primary Standard Dosimetry Laboratory, Physikalisch-Technische Bundesanstalt (PTB)[5].

The first thing to be done is to determine the maximum and mean kVp and the Practical Peak Voltage (PPV) values. A non-invasive equipment has been used, and the results are showed in Table 1.

<table>
<thead>
<tr>
<th>Current (mA)</th>
<th>Nominal voltage (kV)</th>
<th>kVp max</th>
<th>kVp mean</th>
<th>PPV (kV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>25</td>
<td>28.45</td>
<td>27.87</td>
<td>27.30</td>
</tr>
<tr>
<td>10</td>
<td>28</td>
<td>31.71</td>
<td>31.20</td>
<td>30.70</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>34.01</td>
<td>33.50</td>
<td>33.00</td>
</tr>
<tr>
<td>10</td>
<td>35</td>
<td>39.62</td>
<td>39.06</td>
<td>38.52</td>
</tr>
</tbody>
</table>

The second step is to build the attenuation curve for each voltage used in mammography (25kV, 28kV, 30kV and 35kV). After this, a rectangle must be built, using as reference the first HVL and the scale of the figure, as showed in Fig. 1. The extention of the left line of the rectangle gives an approximate value of the additional filtration. A thin adjust must be done, and the reduction of the beam intensity must be of 50% + 1,5%. The filtrations found are showed in Table 2. Hereafter, the air Kerma rate has been calculated for each quality. The results are showed in Table 3.
Table 2 – Additional filtration found for the mammography qualities using the HVL values from the PTB

<table>
<thead>
<tr>
<th>Radiation quality</th>
<th>Voltage (kV)</th>
<th>Additional Filtration (mmAl)</th>
<th>HVL - PTB (mmAl)</th>
<th>Reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQR-M 1</td>
<td>25</td>
<td>0.57</td>
<td>0.35</td>
<td>50.315</td>
</tr>
<tr>
<td>RQR-M 2</td>
<td>28</td>
<td>0.57</td>
<td>0.40</td>
<td>49.863</td>
</tr>
<tr>
<td>RQR-M 3</td>
<td>30</td>
<td>0.58</td>
<td>0.43</td>
<td>49.916</td>
</tr>
<tr>
<td>RQR-M 4</td>
<td>35</td>
<td>0.62</td>
<td>0.51</td>
<td>50.058</td>
</tr>
</tbody>
</table>

Table 3 – Air Kerma rate for the qualities RQR-M 2 and RQR-M 4

<table>
<thead>
<tr>
<th>Quality</th>
<th>Voltage (kV)</th>
<th>Filtration (mmAl)</th>
<th>Measurement (nC)</th>
<th>Kq</th>
<th>Nk (Gy/C)</th>
<th>Air Kerma rate (mGy/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQR-M 2</td>
<td>28</td>
<td>0.57</td>
<td>6.640</td>
<td>1.002</td>
<td>4.806 x 10^6</td>
<td>3.191 x 10^3</td>
</tr>
<tr>
<td>RQR-M 4</td>
<td>35</td>
<td>0.62</td>
<td>9.905</td>
<td>1.002</td>
<td>4.806 x 10^6</td>
<td>4.770 x 10^3</td>
</tr>
</tbody>
</table>

The reference chamber has been calibrated in 2009, in the new qualities RQR-M 2 and RQR-M 4. This is why the air Kerma rate has been obtained only in these qualities. From now, the LCI is ready to calibrate ionization chambers from hospitals and medical clinics in the new qualities.
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This paper shows the studies about the reference system to perform the calibration of clinic dosimeters in gamma rays, therapy level, and the calibration procedures and routines of Calibration Laboratory of the Instituto de Pesquisas Energéticas e Nucleares (IPEN-CNEN/SP).

The calibration of clinic dosimeters is very important to reduce the fail in the radiotherapy procedures, increasing the patient safety and decreasing the uncertainties in the measurements. The control quality applied to ionization chambers, electrometers and connecting cables can allows to reaching at high confidence level in the radiotherapy procedures. Then, technical staff for that routine can apply some different tests to confirm the good operation of that instrumentation.

In this work was performed some tests in the standard reference dosimeter of the Calibration Laboratory (IPEN-CNEN/SP), consisting of one ionization chamber (0.6 cm\(^2\)), electrometer from PTW, model UNIDOS, with traceability of the Primary Standard Laboratory PTB (Germany). The irradiator is a teletherapy system from Siemens, model Gamatron, with gamma radioactive source of \(^{60}\text{Co}\) (1250 keV), activity of 0.34 TBq (1999).

To perform the calibration procedures are applied the short and long term stabilities tests, following the Brazilian and international recommendations. The leakage test is performed in the clinic dosimeters following IEC-60731 standard, before the calibration procedures to verify the operational conditions of that instruments to avoid fail in that systems and to determine the fail in each part of that (electrometer, ionization chamber and cables or connectors). That leakage tests is part of the control quality procedures of the clinic dosimeters. That control quality test can be performed by the research institutes, hospitals and clinics where it is used, just to assure the high quality of the measurements of that system. The standard system of the IPEN/CNEN was tested for one year, and about 4 month for leakage test (performed three times a week). The Figure 1 shows the results obtained.
The reference system presented good results, such as: maximum leakage of $+0.30\%$, and the standard IEC-60731 allowed a maximum variation of the $\pm 0.58\%$ in the readings. That results show that the reference system for calibration of clinic dosimeters of the Calibration Laboratory of the (IPEN-CNEN/SP) is operating in good conditions. These studies show the importance of the periodicity of the quality control tests.

REFERENCES

Results of the direct comparison of primary standards for absorbed dose to water in \( ^{60}\text{Co} \) and high-energy photon beams
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The BEV graphite calorimeter is in operation since 1983 as an absorbed dose to water primary standard for \( ^{60}\text{Co} \) radiation fields [1], [2]. After an extended refurbishment process the energy range was enhanced for application in accelerator fields. For this purpose a set of conversion and correction factors was required. They were obtained utilising Monte Carlo simulations and measurements.

To verify the results of the refurbishment and the enhancement process a project was proposed for the direct comparison of primary standards for absorbed dose to water of BEV, METAS and PTB, in \( ^{60}\text{Co} \) gamma ray beams and high-energy photon beams. The primary standards used for this comparison were the BEV graphite calorimeter and two water calorimeters (METAS, PTB).

The measurements were carried out in the \( ^{60}\text{Co} \) gamma ray beams and in high-energy photon beams (4 MV, 6 MV, 10 MV and 15 MV) of METAS and PTB. The BEV transported the graphite calorimeter primary standard to PTB (in September 2008) and METAS (in November 2008).

This was the first time that an absorbed dose primary standard calorimeter of one National Metrology Institute (NMI) was transported to a different NMI for the purpose of a direct comparison in accelerator high-energy photon beams.

The project was connected with a huge logistic effort (transportation and setup of the calorimeter system including graphite phantom, measurement- and evaluation device, vacuum pump, ionization chamber measurement system etc.) and with a lot of expected and unexpected challenges. The main concept of the comparison is shown in the following figures.

**FIG. 1 Concept of the comparison for \( ^{60}\text{Co} \) gamma ray beams**

Measurements in \( ^{60}\text{Co} \) gamma ray beams:

- Determination of the reference value for absorbed dose to water of the \( ^{60}\text{Co} \) therapy unit of PTB, respectively METAS with the the BEV graphite calorimeter.
- Comparison of this value with the reference value determined with the water calorimeter of PTB, respectively METAS.
Measurements in high-energy photon beams:

- Determination of absorbed dose to water at the accelerator at PTB, respectively METAS and calibration of an ionization chamber.
- Calibration of the same ionization chamber using an ionization chamber of PTB respectively METAS, calibrated with the water calorimeter of PTB, respectively METAS.

The graphite calorimeter was used in quasi-adiabatic mode to obtain the absorbed dose to graphite. The conversion to absorbed dose to water were done by two methods based on the photon fluence scaling theorem [3]: conversion by calculation (applied for $^{60}$Co measurements) and conversion with an ionization chamber (applied for accelerator beam measurements). The use of the first method at the accelerator is affected by two problems:

- The effective (virtual) point of source of an accelerator beam is not well known
- There are backscatter influences to the monitor chamber from the graphite phantom as a result of the small distance according to the photon fluence scaling theorem

For $^{60}$Co a deviation of -0.3 % (PTB) and 0.2 % (METAS) was obtained. At the METAS accelerator deviations between 0.3 % and 0.7 % for the four energies were obtained. Only the results for the PTB accelerators are problematical. Deviations between 1.5 % and 2.2 % were obtained. The reason for the discrepancy seems to be clear. The measurements with the ionization chamber in the graphite phantom were made immediately after the graphite calorimeter measurements with a working temperature of 27 °C. Therefore a temperature effect – which influences the ionization current measurement – is assumed. Considering these circumstances one obtains a shift in the right direction. Unfortunately a retrospective correction is not possible.

Nevertheless, and especially under consideration of the very short measuring time at PTB, respectively at METAS the project was very successful. Only five days were scheduled and necessary for five energies including setups of the graphite calorimeter and calibration of the ionization chambers and of course solving of some of the unexpected problems. The mobile application of the BEV graphite calorimeter was shown impressively. Within a very short time very satisfactory results can be obtained. The results obtained by the different NMI's are widely in agreement. Comparing the ionization chamber calibration coefficients of PTB and METAS for the four considered high-energy photon beam qualities deviations between 0.2 % and 0.9 % were obtained.
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FIG. 2 Concept of the comparison in high-energy photon beams
Re-establishing of the dosimetry laboratory in NRPI Prague
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History of the dosimetry laboratory in NRPI, Prague, goes back to the 60’s of the 20th century. At that time, a dosimetry calibration laboratory for X-ray and gamma beams was established as a part of the national metrology framework. Since the 70’s the laboratory was recognized by the IAEA and became a part of the SSDL network. By the year 2002, the laboratory was well established and capable of performing calibrations in X-ray beams (10 to 250 kVp) and in gamma beams ($^{60}$Co, $^{137}$Cs). The laboratory possessed Czech state authorization for the calibrations, and participated also in interlaboratory comparative testing and in other activities organized by IAEA. Besides routine calibrations, research activities were also constantly carried out in the laboratory (e.g. [1] - [3]).

During the years 2006 – 2008, the NRPI (dosimetry laboratory included) was moved from its previous location to newly reconstructed premises in other Prague district.

Two measuring paths are established in the new dosimetry laboratory – one with X-ray beams (path A), the other with gamma beams (path B).

In path A, two X-ray tungsten tubes (Isovolt 160, Isovolt 320) with a rotating filter wheel (32 filter positions) serve currently as the radiation source. Third tube (with a molybdenium anode) will be installed during this year. Six out of the nine RQR/RQA qualities recommended in [4] are already available in the laboratory. Some other spectra recommended in [4] or [5] are under development.

Path B is equipped with a remote controlled irradiation unit OG-8 (Czech manufacturer VF Inc.). The OG-8 unit contains five $^{137}$Cs sources (activities 55 MBq to 5.5 TBq) and one $^{60}$Co source (activity 0.2 TBq).

The position of the device-under-calibration is set either manually (A) or semi-automatically (B). The source-to-measuring-point distance is checked by a gauge (B) or by two precise laser distance meters (A). Further laser beams are used for centering. Electrometers Keithley and ionization chambers Exradin are used as reference measuring devices.

The available values of air kerma rate are as follows:

<table>
<thead>
<tr>
<th>beam quality</th>
<th>air kerma rate (Gy/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min.</td>
</tr>
<tr>
<td>$^{60}$Co</td>
<td>2E-6</td>
</tr>
<tr>
<td>$^{137}$Cs</td>
<td>5E-9</td>
</tr>
<tr>
<td>X-rays</td>
<td>1E-5</td>
</tr>
</tbody>
</table>

A comprehensive system of quality control is being developed and applied continuously. By the end of this year the laboratory will be prepared to fulfil all relevant requirements concerning systems of quality management.
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Purpose

Currently, dosimetry for brachytherapy sources is based on air kerma standards. The goal of the EU co-funded iMERA-plus JRP 6 (7 FP) is to establish a new dosimetric metrology chain for brachytherapy sources, fully based on absorbed dose to water, \( D_w \). In this framework, VSL is developing a water calorimeter as a primary standard for high dose rate (HDR) brachytherapy sources to measure \( D_w \) directly. The aimed standard uncertainty is 2 % (\( k=2 \)), for a source-detector distance of 2.0 cm. Water calorimetry for HDR-sources differs from water calorimetry for external beams on two main aspects. First, due to the self-heating of the source an additional undesired temperature rise will appear. Second, the radiation induced temperature signal is very sensitive to small uncertainties in the HDR-source to thermistor distance. Here the developed water calorimeter is presented, methods to reduce the influence of the source self-heat effect and the sensitivity of the temperature signal to HDR-source to thermistor distance are proposed and their effectiveness has been investigated.

Materials and methods

The developed water calorimeter is based on the existing water calorimeter for external beams with a new developed high purity cell (HPC). In contrast to the HPC of existing VSL water calorimeter, the HDR source can be positioned centrally inside the HPC of the developed water calorimeter. A nylon catheter on the central axis at the centre of the HPC is used for positioning of the source. The HPC is cylindrically shaped with two opposing thermistors on each side of the catheter. The distance between the thermistors and the centre of the catheter is 2.0 cm. To decrease the sensitivity of the temperature signal to variations in the distance between catheter and thermistor, the measured temperature increase as a result of the deposited dose and additional temperature effects, is the average of the temperature signal of both thermistors. The temperature signal is determined by extrapolation of the pre- and post-temperature drifts to the midrun. A cylindrical aluminum heat sink in a concentric configuration with the HPC and the catheter is used to reduce the influence of the source self-heat on the temperature signal. The aluminum heat sink is separated from the inside of the HPC by the central PEEK cylinder of the HPC. Due to the enhanced heat transport in the longitudinal direction of the heat sink, less heat generated in the HDR-source (self heat) reach the thermistors. Heat transport simulations (Comsol Multiphysics™) were performed, to determine the amount of source self-heat and the effectiveness of the aluminum heat sink. In addition, the heat transport model was used to determine other excess heat effects, such as the presence of glass and other materials of the HPC, and the dose gradients.

Furthermore, Monte Carlo simulations were performed to determine the perturbation corrections needed for the presence of the aluminum heat sink. Finally the relation between variation of dose with HDR-source to thermistor distance was determined using the dose distributions resulting from the Monte Carlo code, for the case of the averaged signal of the configuration with two opposing thermistors (as in the developed water calorimeter), and for the case of a single thermistor.
Results

The resulting temperature signal from the heat transport simulations (Fig. 1) shows that the source self-heat increases the post-drift signal up to about 61% at maximum compared to the ideal run. The self-heat is reduced when the aluminum heat sink is applied with a maximum of 37%. Both correction factors include the correction for excess heat due to non-water materials and dose gradients, which is 1.5% of the signal. An additional advantage of the heat sink is the reduced stabilization time between two runs. The Monte Carlo calculated correction for the presence of aluminum heat sink is 1.4%. Because of the opposing thermistors the variation in dose was 0.03% in case the distance between HDR-source and thermistor varied with 0.1 mm, compared to 2% in case only one thermistor was used.

Conclusion

The influence of the source self-heat effect and the sensitivity of the temperature signal to HDR-source to thermistor distance are effectively reduced in the developed water calorimeter, by the use of an aluminum heat sink and the two opposing thermistors. Measurements are in progress to determine the absorbed dose to water for a $^{192}$Ir HDR-source.
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The Secondary Standard Dosimetry Laboratory (SSDL) of Cuba has recently worked on preparation of the dissemination proposal of air kerma quantities for dose measurements at mammography beams into the country. This work was supported by IAEA coordinated research project. The X-ray equipment available at the laboratory is based on tungsten anode, and then the recommended RQR-M series based on molybdenum target and specified in IEC 61267 [1] cannot be established at the SSDL. The calibration of the reference class chamber with flat response in any beams on mammography range is an option suggested in TRS 457 [2] when not all radiation qualities are available. As an alternative some authors [3] have suggested the use of radiation qualities based on tungsten anode and defined by IEC 1223-3-2 [4].

The Radcal 10X6M chamber was designated as secondary standard of the SSDL. The chamber was calibrated over the IEC 1223-3-2 range in the primary laboratory of Austria (BEV). The designation and calibration of the secondary standard was followed by the establishment of the IEC 1223-3-2 qualities at the SSDL of Cuba and preparation of the calibration procedures.

Before introducing the calibrations by alternative method it was necessary to test the quality of the results provided by SSDL of Cuba to confirm both if this procedure can be properly operated by laboratory and the needs of customer are met. For this goal it was found the experienced laboratory from Greece that use appropriate X-ray spectra for calibration of mammography dosimeters. The Hellenic Ionizing Radiation Calibration Laboratory (HIRCL) of Greece maintains the MAGNA Ref 92650 chamber as secondary standard traceable to PTB in RQR-M qualities based on molybdenum target. The X-ray system used is the clinical mammography unit with some modifications to fit the needs of calibrations.

The laboratories were agreed to initiate a bilateral comparison exercise to evaluate whether the results of calibration of both laboratories are similar. The MagnaA650 chamber provided by Greek laboratory was used as a transfer chamber. Each laboratory calibrated the transfer instrument and reported the calibration coefficients. The reference radiation qualities RQR-M2 and W28Mo60 were chosen for comparison. In addition RQR-M4 quality from Greek laboratory was included because of the similar half value layer parameter to the W28Mo60 quality. The characterizations of the radiation qualities established by both laboratories are shown in table 1.

To assess the results of comparison it was used the number \( E_n \) recommended by ISO/IEC 43-1 [5]. The number \( E_n \) consider that the results are satisfactory when \( E_n \leq 1 \) and unsatisfactory when \( E_n > 1 \). The number \( E_n \) is the quotient of the difference between the values of calibration coefficients reported and combination of the expanded uncertainties of the laboratories at 95 % of confidence level \( (K=2) \).
Laboratory Radiation Target Tube Filtration HVL quality code voltage (kV) fixed added

<table>
<thead>
<tr>
<th>Laboratory</th>
<th>Radiation quality code</th>
<th>Target</th>
<th>Tube voltage (kV)</th>
<th>Filtration (μm Mo)</th>
<th>HVL (mm Al)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPHR</td>
<td>W28Mo60</td>
<td>Tungsten</td>
<td>28</td>
<td>--</td>
<td>0.37</td>
</tr>
<tr>
<td>HIRCL</td>
<td>RQR-M2</td>
<td>Molybdenum</td>
<td>28</td>
<td>60</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>RQR-M4</td>
<td>Molybdenum</td>
<td>35</td>
<td>30</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Table 1. Characterizations of the radiation qualities established by both laboratories.

The number $E_n$ remains below 1 and then, it was considered that similar results were achieved by both laboratories (see table 2). The results confirm that proper procedure for calibration was implemented at Cuban laboratory and the dosimetry standard can be disseminated to clinical users in Cuba. The method of calibration is only applied to reference class dosimeters with flat response over the mammography range.

<table>
<thead>
<tr>
<th>Laboratory</th>
<th>Radiation quality code</th>
<th>Calibration coefficients (mGy/nC)</th>
<th>Difference (mGy/nC)</th>
<th>Uncertainty, K=2 (mGy/nC)</th>
<th>$E_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPHR</td>
<td>W28Mo60</td>
<td>8.18</td>
<td>--</td>
<td>0.11</td>
<td>---</td>
</tr>
<tr>
<td>HIRCL</td>
<td>RQR-M2</td>
<td>8.33</td>
<td>- 0.15</td>
<td>0.18</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>RQR-M4</td>
<td>8.31</td>
<td>- 0.13</td>
<td>0.18</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 2. Results of comparison between Greek and Cuban laboratories in calibration of mammography dosimeters.
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Present status of SSDL and dosimetry protocol for external radiotherapy in Japan
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National Institute of Radiological Sciences (NIRS) has been the Secondary Standard Dosimetry Laboratory (SSDL) for external radiotherapy in Japan. The NIRS standard ionization chambers have been calibrated in terms of \(^{60}\)Co exposure by National Metrology Institute of Japan (NMIJ) as the Primary Standard Dosimetry Laboratory (PSDL). In collaboration with Association for Nuclear Technology in Medicine (ANTM), more than 700 therapy-level dosimeters from hospitals were calibrated with the standard chambers and the \(^{60}\)Co standard field at NIRS in the last fiscal year. The uncertainty of the calibration factor in terms of exposure (\(N_x\)) is estimated at 1.5% (\(k=2\)).

The Japanese dosimetry protocol for external radiotherapy [1] has been published since 2002. Although the protocol is mostly in accordance with IAEA TRS-398 [2] and adopts \(N_{D,w}\) based formalism, the traceability of dosimetry in external radiotherapy has been maintained in terms of exposure with \(N_x\) in Japan. Then the protocol tables the calculated values of \(N_{D,w}/N_X\) for each ionization chamber model, in order to use \(N_X\) with the \(N_{D,w}\) based formalism. The calculated values introduce additional uncertainties of 1.3% for cylindrical ionization chamber and 1.9% for parallel plate ionization chamber, respectively, into \(N_{D,w}\) determination. In addition, lack of the calculated values in the protocol prevents use of a new product of ionization chambers.

Recently, NMIJ is establishing the primary standard for absorbed dose to water. The details of the primary standard will be presented elsewhere. To establish the nation-wide traceability of \(N_{D,w}\), NIRS has developed \(^{60}\)Co standard field in a water phantom. An cylindrical ionization chamber is set up with an waterproof sleeve of 1mm thick PMMA wall. The sleeve can be placed mechanically in the water phantom with spatial resolution of 10~\(^{-3}\) mm. Although the dose rate for \(N_{D,w}\) measurement is lower than that for \(N_X\) measurement due to attenuation in water, the reproducibility of \(N_{D,w}\) measurement with stable water temperature is one digit higher than that of \(N_X\) measurement. Then the new standard field in water is expected to supply \(N_{D,w}\) with the lower uncertainty. The NIRS standard ionization chambers have already been calibrated in terms of both absorbed dose to water at IAEA Seibersdorf Laboratory. The feasibility study using several types of ionization chamber has been started. We are planning to start \(N_{D,w}\) calibration service within the 2010 fiscal year.

As a part of the feasibility study, proton beam dosimetry intercomparison was carried out using both \(N_{D,w}\) and \(N_X\) with participation of seven proton/carbon beam facilities in Japan.
Figure 1 shows the results of the proton dosimetry intercomparison. Left and right graphs show the results obtained with $N_X$ traceable to NMIJ and $N_{D_m}$ traceable to IAEA, respectively. Both graphs show that values estimated independently by participants are in good agreement within the experimental uncertainty. The error bars shown in the right graph are smaller than those in the left graph because dose estimation using $N_{D_m}$ does not include the significant uncertainty of the calculated conversion factor, $N_{D_m}/N_Y$. The difference of approximately 0.3% in the average values for the left and right graphs seems to come from the difference between IAEA absorbed dose standard and Japanese standard combined with exposure traceable to NMIJ and Japanese dosimetry protocol.

In parallel to the preparation of $N_{D_m}$ calibration, Japan Society of Medical Physics (JSMP) is discussing update of the Japanese dosimetry protocol. New protocol will be based on IAEA TRS 398 more with $N_{D_m}$ calibration. It is planned to include new information such as updated dosimetric parameters, proton and carbon beam dosimetry and so on, which will be discussed in the International Symposium on Standards, Applications and Quality Assurance in Medical Radiation Dosimetry.
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Posters relating to Reference Dosimetry and Comparisons in External Beam Radiotherapy
Calibration of helical tomotherapy using ESR/alanine dosimetry
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Helical tomotherapy treatment is provided by a 6 MV linear accelerator without flattening filter through a multileaf collimator. Because of the tomotherapy specific geometry, classical radiation therapy calibration protocols such as AAPM TG-51 and IAEA TRS-398 cannot be used. Therefore, a specific metrological transfer protocol is required.

In this framework, the Laboratoire National Henri Becquerel and the Institut Curie decided to study the feasibility of a transfer calibration by ESR/Alanine dosimetry. This dosimeter is suitable considering its small size, integrating capability, and low dependence as a function of dose rate and radiation quality in the radiotherapy domain.

A first calibration curve was established in standard radiotherapy conditions using a $^{60}$Co beam. The water phantom was then substituted by a polymethyl methacrylate (PMMA) orthocylindric phantom allowing to plot a new calibration curve and to derive a transfer coefficient between the two phantoms and the two irradiation geometries. The PMMA phantom was finally used in a tomotherapy beam to measure the absorbed dose.

To compare the dose rate values considering the different reference conditions, 4 methods were used: attenuation coefficients, percentage Depth Dose Curve, Tissue to Air Ratio and Monte-Carlo simulations.

Furthermore, an irradiation plan was designed at the treatment planning station. A planning target volume (PTV) including the alanine dosimeter was defined in the PMMA phantom and a homogenous dose was planned at the alanine dosimeter. After irradiating the dosimeters using the resulting TomoTherapy Inc. procedure, the doses were assessed using the calibration curve previously established in standard radiotherapy conditions associated to the correction factors.

Considering the uncertainties of the dose rate provided by TomoTherapy Inc. (2\%) and of the ESR/alanine method (2\%), results for calibration and verifications are in good agreement.
Measurement corrections for output factor measurements of small robotic radiosurgery beams formed by a variable aperture collimator

P. Francescon, W. Kilby, N. Satariano, S. Cora
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The correction factors \( k_{\text{corr}} \) defined in a recently proposed dosimetry formalism [1] have been calculated using a Monte Carlo (MC) technique for output factor (OF) measurements made with a variable circular aperture collimator mounted on the CyberKnife® Robotic Radiosurgery System [2]. The correction factors for small air ionization chambers, solid state detectors, and a liquid filled ionization chamber have been generated for field diameters 5mm - 25mm. These correction factors have been applied to measurements made using the same detectors and field diameters, and the resulting field factors have been intercompared.

In this work, a MC method previously used by our group to calculate the measurement corrections for fixed collimator output factors with the CyberKnife System [3-5] has been adapted to generate equivalent data for the Iris collimator. The treatment head geometry has been simulated using the BEAMnrc code, with the BLOCK module used to simulate the Iris collimator. The EGS_Chamber code was used to model each detector in order to calculate the absorbed dose within its sensitive volume. MC simulation results obtained using these models were compared with measured TMR, profiles and OF data. The EGS_Chamber code takes advantage of the Intermediate Phase Space Storage volume (IPSS), a user-defined volume that contains the positions of the detector along the profile or PDD, and in the case of the OFs, a volume that contains the detector at the beam axis.

For each field size, correction factors \( k_{\text{corr}} \) were obtained by calculating the ratio of the absorbed dose in the sensitive volume of each detector and in a small volume of water on the central axis of the beam (0.5x0.5x0.5 mm) relative to the same ratio calculated for the reference field size (60mm). These simulations were performed for the PTW 60008 and 60012 p-type diodes, Sun Nuclear Edge n-type diode, PTW 31014 Pin-Point chamber, Exradin A16 chamber, and the PTW MicroLion chamber. Simulations were performed using electron beam energies 6.5 MeV – 7.5 MeV, electron beam FWHM 1.6 mm – 2.5 mm, Source-Detector distance 800 mm, and at depths 15 mm and 100 mm. A subset of these results is shown in figure 1. The corrections are as large as 10% for small volume air ionisation chambers, 4% for solid state detectors, and 3% for the liquid filled ionisation chamber at the smallest field diameter (5mm). The correction factor magnitude decreases with increasing field size, approaching unity at diameters ≥ 15mm for all detectors. The variation in correction factor with electron beam FWHM was not significant for the solid state detectors, but was as large as ± 1.5 % for the air ionisation chambers and ± 0.75% for the liquid filled chamber.

The differences between raw (uncorrected) OF measured using different detectors were as large 15% at the smallest field diameter (5mm), with the differences decreasing as field size increased. As shown in our previous studies [3-4], air ionisation chambers consistently yield smaller measured output factors than solid state detectors, and in this work the liquid filled ionisation chamber is found to give results that lie between these two extremes.

253
The appropriate electron beam energy and FWHM was selected using an iterative process involving comparing the corrected measured OF and MC generated OF at each combination of simulation parameters (see [3]). When these $k_{\text{corr}}$ corrections were applied, the agreement between OF's obtained using different detectors was substantially improved, and the corrected results were generally within 1% of the OF obtained by direct MC simulation.

![Graph](image)

**FIG 1:** $k_{\text{corr}}$ for three detectors, generated by MC simulation using electron beam energy 6.5 MeV and FWHM 2.2 mm. The random uncertainty in each factor is ±0.4%.
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Introduction and aim

The Algerian SSDL has developed the Fricke dosimetry as an alternative method to ionization chamber for the determination of absorbed dose in water for high-energy photon and electron beams as recommended by AAPM. In this paper we report the results of a set of measurements conducted to calibrate the Fricke dosimeter in the range of absorbed dose up to 25 Gy. The calibration of the dosimeters was performed at energies of $^{60}$Co gamma radiation, 6 and 18 MV photon beams, using an ionization chamber calibrated in terms of absorbed dose to water as a reference dosimeter. Some results showing the reproducibility of the Fricke system, as well as the evaluation of uncertainty in \( G(\text{Fe}^{3+}) \) assessment are presented.

Material and method

The Fricke solution was prepared from analytical reagent grade chemicals and high purity water. The recipe for the Fricke solution is that given in N V Klassen et al [1]. The dosimeter ampoules have the following dimensions: inner radius 0.55 cm, height 3.1 cm (referred to the top surface of the liquid in the ampoule) and pyrex side walls thick 0.05 cm.

Fricke solutions irradiation with x-rays photon beams were performed using the beam of a Varian Clinac 1800 linear accelerator at a dose rate of about 1.5 Gy.mn\textsuperscript{-1}. In the 6 MV beam the dosimeters were placed in the water phantom (iaea water phantom) with their geometrical center positioned at a reference depth of 5 g cm\textsuperscript{-2}, with an SSD of 100 cm and a field size of 10 cm x 10 cm at the phantom surface, whereas at 18 MV a depth of 10 g cm\textsuperscript{-2} was used.

The irradiations with $^{60}$Co gamma radiation were performed using an Eldorado therapy unit, model 78, at a dose rate of about 0.5 Gy.mn\textsuperscript{-1}. The dosimeters were placed in a water phantom with their geometrical center positioned at a reference depth of 5 g cm\textsuperscript{-2}, with an SSD of 80 cm and a field size of 10 cm x 10 cm at the phantom surface.

Prior to irradiation, according to the IAEA’s TRS-398 measurements with a calibrated ionization chamber established the absorbed dose rate to water at the reference depth in a water phantom for each radiation cited above.

Change in optical absorbance before and after irradiation was measured using a calibrated Cary 100 spectrophotometer (Varian). In this work Absorbance readings are made at a wavelength of 303 nm with a bandwidth of 1.5 nm, using a quartz micro cuvette having a path length of 10 mm, and an optical window 4 mm wide and 20 mm high.

Results

FIG. 1 shows the variation of the net absorbance, \( \Delta A \), as a function of absorbed dose to water, \( D_w \), for $^{60}$Co, 6 and 18 MV. A good linearity of the response can be observed in the range 5-25 Gy.
The sensibility of the Fricke dosimeter which is represented by the slope of the line seems to increase slowly with x-rays energy, but remaining acceptable in the limit of experimental errors bars.

**FIG.1.** Calibration curve for the Fricke dosimeter for $^{60}\text{Co}$, 6 MV and 18 MV photons.

We performed $G(\text{Fe}^{3+})$ calculations using the formula is that given in Ma et al. [2]

$$D_w = \frac{\Delta A}{G_{\text{Fe}^{3+}}} f P_{\text{wall}} \quad \Rightarrow \quad G = \frac{\Delta A}{D_w f P_{\text{wall}}}$$

Where $D_w$ is the dose-to-water (Gy) as measured by the reference ionization chamber, $\Delta A$ is the difference in absorbance between the irradiated and unirradiated ferrous sulphate solution, $\xi$ is the molar extinction coefficient (220.1 mol$^{-1}$m$^{-1}$ determined in this work), $\rho$ is the density of the Fricke solution (1.024 g/cm$^3$), $l$ is the length of the light path of the cuvette (0.01m). $G(\text{Fe}^{3+})$ is the radiation yield of ferric ions, $f$ is the absorbed dose conversion factor which converts the dose to Fricke solution in a wall-less vessel to dose to water in the same location (1.003 the mean value taken from the literature [2] ) and $P_{\text{wall}}$ is the wall correction factor which accounts for the change in the absorbed dose in the Fricke solution resulting from the presence of wall material (Pyrex). In this work the $P_{\text{wall}}$ values are determined using the data obtained from Monte Carlo calculations for $P_{\text{wall}}$ given in Ma et al. [2] for NPL vials, because these vials are similar to those used in our laboratory. To facilitate their use these data have been fit to a simple linear expression in terms of TPR$^{20}$:

$$P_{\text{wall}} = 1.02076 - 0.04002 \times \text{TPR}_{10}^{20}$$

The values of TPR$^{20}$ for radiation qualities investigated in this work are measured and are found to be 0.663, 0.784 and 0.573 for 6 MV, 18 MV and $^{60}\text{Co}$, respectively. Substitution of these values into the equation (2) yields $P_{\text{wall}}$-values of 0.9942, 0.9894 and 0.9978, for 6 MV, 18 MV and $^{60}\text{Co}$ respectively. Using the slope $(\Delta A/D_w)$ of the line from figure 1 for each radiation quality, and the values of all parameters cited above, we calculate $G(\text{Fe}^{3+})$ into the equation (1). The $G$-values are found to be 1.598 ($\pm$ 0.013), 1.5972 ($\pm$ 0.022) and 1.603 ($\pm$ 0.022) μmol j$^{-1}$ at $^{60}\text{Co}$, 6 and 18 MV photon beams, respectively. Our values are in close agreement within uncertainty with those published in the literature [1]. The uncertainty given for $G$ values is the overall uncertainty (k=1) obtained according to the guidelines given in the ISO guide for the expression of uncertainty in Measurement.
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A reliable Monte Carlo based investigation of ion chambers in medical physics problems depends on the accuracy of the charged particle transport and implementations of the condensed history technique. Improper handling of media interfaces can lead to anomalous results or 'interface artefacts' [1]. This work presents a rigorous investigation of the electron transport algorithm in the general purpose Monte Carlo (MC) code FLUKA (2008.3b.1) [2]. A ‘Fano test’ was implemented in order to benchmark the accuracy of the algorithm. Furthermore, the calculation of wall perturbation factors \( p_{\text{wall}} \) of a Roos type chamber irradiated by electrons were performed and compared with values based on the EGSnrc MC code [3].

In order to perform the Fano test, we followed the methods of Sempau and Andreo [4]. The basic idea is to create a situation where the Fano theorem holds: under charged particle equilibrium (CPE), the fluence of charged particles is independent of the local density as long as the cross sections are independent of the density. In a MC simulation a geometry can be constructed with same material in walls and cavity but differing density. Further, full CPE can be realized and the ratio \( Q \) between the calculated and the expected energy deposition in the cavity can be determined, which must be unity for an artefact-free simulation. In our case the inhomogeneity representing an ion chamber was constructed as a cylinder with a 2 mm cavity and walls of graphite, but with differing density. According to Sempau and Andreo [4], using a line source that emits monoenergetic electrons with energy \( E_0 \) the quantity \( Q \) follows:

\[
Q = \frac{\Delta E}{N E_0} \left( 1 + \frac{2 p_{\text{wall}} \Delta \rho_{\text{wall}}}{\rho_{\text{gas}} \Delta \rho_{\text{gas}}} \right)
\]  

In the above equation \( \Delta E/N \) is the scored energy per primary particle with energy \( E_0 \), \( \rho \) is the mass density and \( \Delta \rho \) is the thickness of wall and cavity, respectively. The wall was made thicker than the maximum range of electrons. The difference of density between wall and cavity was a factor 1000, which resembles the situation in a real ion chamber at normal air pressure. The ratio \( Q \) was determined for initial kinetic energy of electrons of 0.5 MeV, 1 MeV, 10 MeV and 20 MeV.

Being a more practical application, a model of a Roos chamber placed at reference depth in a water phantom was implemented in FLUKA and the wall perturbation factor \( p_{\text{wall}} \) was calculated for monoenergetic electrons of 6, 7 and 8 MeV. Two independent simulations were performed in which the energy deposition within the sensitive volume of the air cavity was calculated. In the first model the chamber wall was modelled according to the manufacturers specification and in the second the wall was replaced completely by water. The ratio between the latter and the first yields \( p_{\text{wall}} \) by definition. The calculated values were compared with results for an identical setup [5] obtained with the EGSnrc system, which is known to allow artefact-free ion chamber simulations [3].

In figure 1 (left) the quantity \( Q \) as a function of energy is shown. Within the energy range considered here a deviation less +/-0.75% from the expected result occurs. Hence, FLUKA’s electron transport algorithm slightly fails to reproduce the correct answer.
At lower energies the calculated result is lower than the expected and at higher energies vice versa. Figure 1 (right) presents the determined values for $p_{\text{wall}}$ and demonstrates only a significant deviation compared to the EGSnrc results at the lowest used energy.

**FIG 1:** Left: Ratio of calculated to expected result (quantity $Q$) as a function of kinetic energy of the emitted monoenergetic electrons. The broken line represents a 0.1% level of agreement. All simulation parameters were set to maximum accuracy following FLUKA’s documentation, that is $\text{EMFFIX}=0.05$, single scattering for too short steps and at boundaries, $\text{STEPSIZE}$ equaling one third of smallest dimensions. Right: Calculated perturbation factors $p_{\text{wall}}$ for the Roos chamber as a function of the beam quality specifier $R_{50}$ for various monoenergetic electron beams, calculated with FLUKA and EGSnrc [5]. Error bars indicate the statistical uncertainties ($\pm$).

In conclusion, FLUKA’s electron transport algorithm is capable to deliver the expected result in a Fano test within <1% at least for the energy ranges investigated here. Reason for the deviations might be an improper handling of the media boundary and failing of the implemented multiple scattering algorithm within the low density air. However, due to the fact that dose ratios are involved for the calculation of wall perturbation factors, the deviations to the EGSnrc results are almost within statistical uncertainties of $\pm 0.1\%$. Only at the lowest energy considered here, a significant deviation can be observed. One must consider that calculation times with EGSnrc are at least one order of magnitude more efficient regarding simulation times.
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Introduction

Novel nonstandard beams improve target dose conformity as compared to conventional methods, but also increase the complexity of dosimetry procedures. As recent studies demonstrated the invalidity of absorbed dose-to-water-based protocols [1,2] to nonstandard beams [3,4], a new workgroup of the IAEA, endorsed by AAPM, published a formalism [5] in preparation of a new protocol applicable to nonstandard beams. Although applying correction factors \( k_0 \) to nonstandard beam measurements is recommended in the upcoming protocol, conceptual problems in regards to nonstandard conditions are yet to be resolved. Furthermore, accurate measurements of \( k_0 \) factors for nonstandard beams need to be performed. In such measurements, accurate uncertainty estimation is also essential, especially in the case where corrections factors are found below the percent level. Evaluations of uncertainties are also important in order to evaluate limiting factors in nonstandard beam dosimetry or to perform sensitivity studies in the design of suitable nonstandard reference fields in the lead up to the new protocol. One goal of the study is to isolate the factors responsible for non-unity corrections in modulated beams, and provide solutions to improve fundamental concepts to be used for nonstandard beams reference dosimetry protocols. Another goal is to provide methods to estimate uncertainties accurately in the measurements of nonstandard beam \( k_0 \) factors, and complement experimental procedures as well as insights on the uncertainty levels achievable in nonstandard beam dosimetry.

Methods

Ionization chamber response to static and dynamic IMRT deliveries is extensively modeled using the Monte Carlo packages EGSnrc [6,7] and BEAMnrc [8,9]. The Exradin A12 and A14 cylindrical ionization chambers (Standard Imaging, WI, USA) are modeled in details in the code egs_chamber [9]. IMRT deliveries are simulated with BEAMnrc a model of a Varian Clinac 21EX 6 MV photon beam with Millennium 120 multileaf collimator (MLC). Chamber perturbation factors are calculated defining a series of scoring volumes similarly to previous studies [10,11] (see figure 1). High gradient conditions are used during calculations [3] to obtain significant overall correction factors. An exhaustive characterization and uncertainty analysis method applied to radiochromic film dosimetry is performed to improve accuracy and precision to the levels required by reference dosimetry.
A complete account of the sources of uncertainties is considered in details (see table 1) and full variance analysis is performed, including statistical correlations of the obtained doses and improvement in film response to dose characterization. Experimental criteria for achieving required levels of uncertainties are predicted using the method.

An implementation of original unbiased statistical estimators of dose uncertainty and \( k_0 \) uncertainty provoked by setup positioning is performed in egs chamber, this in order to estimate these type B experimental uncertainties during nonstandard beams measurements. Models of the Exradin A12 chamber and the PTW (Freiburg, Germany) 60012 diode are used to numerically evaluate uncertainty provoked by positioning in nonstandard beams.

**Results**

Results show that the factor responsible for large \( k_0 \) in nonstandard beams is the gradient effect [12] (see figure 2), which can be decomposed into two distinctive effects which share approximately half of the overall correction: 1) volume averaging and 2) difference in density between the detection material and water. For ideal nonstandard reference fields defined by the IAEA-AAPM (PCSR), a theoretical expression of \( k_0 \) is obtained. For precise radiochromic film dosimetry, an extensive procedure is developed optimizing of the characterization and uncertainty analysis methods [13], where characterization curve criteria and variance analysis taking into account statistical correlations are developed. Levels of uncertainty of the order of 0.3% are achieved (see figure 3) when carefully following the defined procedure and repeating measurements 10 times [13,14]. The Monte Carlo estimation method of dose uncertainty produced by positioning is successfully constructed and implemented in egs chamber [15]. Arbitrarily defining a positioning precision of 0.5 mm (1 \( f \)), uncertainties up to 4% on \( k_0 \) factors are reported using an Exradin A12 chamber in high dose gradients nonstandard beams (see table 2). For small beams down to 0.5 x 0.5 cm\(^2\), uncertainties up to 3% on in-diode OF are found using a PTW 60012 diode (see figure 4), defining a positioning precision of 0.6 mm (1 \( f \)).

**Conclusions**

Results suggest that reporting dose to the volume of the chamber filled with water instead of a point of measurement would cut the correction factors magnitude about in half. In future developments, if correction factors of nonstandard reference fields (PCSR) as well as clinical deliveries are in agreement with theory, in-water output factors (OF) would be obtained by dividing the in-chamber OF measurement by the gradient perturbation factor (\( P_{gr} \)) of the reference field used for normalization. Otherwise, in-chamber OF measurements could be used directly in QA procedures without the need for intermediate steps of in-water OF nor \( k_0 \) calculations, since accurate calculations would be required to model chamber response. Limitations in accuracy would then rely on chamber response models using Monte Carlo techniques. Results of positioning-induced uncertainties in nonstandard beam suggest possible limitations in the precision achieved in clinical nonstandard beam measurements, as compared to the actual standards. Not only can this study potentially help improving concepts in the new generation of protocols, but also suggest limitations in the accuracy of nonstandard beam dosimetry, as uncertainties become crucial in such conditions.
FIG 1: Illustration of the series of cavity doses simulated to calculate the perturbation factors.

FIG 2: Behavior of the gradient perturbation effect (\(P_{gr}\)) and the density perturbation effect (\(P_d\)) for the Exradin A12 chamber under 14 IMRT beams.

FIG 3: Uncertainty calculation as a function of the number of measurement repetition for different numbers of points used to characterize the sensitometric curve, for measurement of a) absolute dose and b) dose ratios.

FIG 4: Calculation results of output factors PIDU in small beam measurements using a PTW 60012 diode model with both isocenter and detector uniform displacement of ±1 mm.
Tables

<table>
<thead>
<tr>
<th>Source</th>
<th>Action for reducing uncertainty</th>
<th>Dependence on OD</th>
<th>Dependence on size of ROI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Film manufacturing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Emulsion homogeneity</td>
<td>B</td>
<td>Neglected</td>
<td>No</td>
</tr>
<tr>
<td>b. Perturbation effects and energy dependence</td>
<td>B</td>
<td>Neglected</td>
<td>No</td>
</tr>
<tr>
<td>c. Temperature and humidity dependence</td>
<td>B</td>
<td>Keep temperature and humidity constant during digitization</td>
<td>No</td>
</tr>
<tr>
<td>d. Sensitivity to polarized light</td>
<td>B</td>
<td>Monitor film temperature and air humidity to ensure constancy during digitization (within ±0.6 °C and ±5%)</td>
<td>No</td>
</tr>
<tr>
<td>e. Stabilization of chemical reactions</td>
<td>B</td>
<td>Allow 48 hours to pass before digitization</td>
<td>No</td>
</tr>
<tr>
<td>(2) Film manipulation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Foreign bodies (dust, scratches, fingerprints, folded edges)</td>
<td>B</td>
<td>Use gloves during manipulation, clean all contact surfaces with alcohol-free screen cleaner, use air jet to clean dust from film, and use framed paper cutter to get film pieces</td>
<td>No</td>
</tr>
<tr>
<td>b. Storage environmental conditions</td>
<td>B</td>
<td>Keep film in temperature-controlled storage room</td>
<td>No</td>
</tr>
<tr>
<td>(3) Irradiation process</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Stochastic nature of dose deposition</td>
<td>B</td>
<td>Use size of ROI greater than threshold (for ROI smaller than threshold only)</td>
<td>Yes</td>
</tr>
<tr>
<td>b. Measurement setup uncertainty</td>
<td>B</td>
<td>Neglected</td>
<td>No</td>
</tr>
<tr>
<td>c. Linear output reproducibility</td>
<td>A</td>
<td>Use ionization chamber during film calibration</td>
<td>No</td>
</tr>
<tr>
<td>d. Dose variation within region of interest</td>
<td>B</td>
<td>Use as flat dose profile as possible over ROI</td>
<td>No</td>
</tr>
<tr>
<td>(4) Digitization process</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Stochastic nature of optical photon detection (shot noise)</td>
<td>B</td>
<td>Parametrize uncertainty with ROI (for ROI smaller than threshold only)</td>
<td>Yes</td>
</tr>
<tr>
<td>b. Scanner homogeneity</td>
<td>B</td>
<td>Correct mathematically using an OD-dependent 8-degree polynomial fit obtained from homogenous film bands irradiated with a flat electron beam</td>
<td>No</td>
</tr>
<tr>
<td>c. Scanner reproducibility and stability (dark noise, readout noise, scanner mechanics, lamp stability, Newton rings)</td>
<td>A/B</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>d. Numerical manipulation (rotation, registration)</td>
<td>B</td>
<td>Neglected</td>
<td>No</td>
</tr>
<tr>
<td>(5) Film characterization</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Sensitometric curve uncertainty</td>
<td>B</td>
<td>Use large number of points</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1: Summary of all sources of uncertainty on net optical density during the calibration process of radiochromic film dosimetry.

<table>
<thead>
<tr>
<th>Field</th>
<th>RCD</th>
<th>RDF (chamber volume)</th>
<th>RDF (small sphere)</th>
<th>k0 (chamber volume)</th>
<th>k0 (small sphere)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.3536(4) ± 0.005(1)</td>
<td>0.3687(2) ± 0.0039(3)</td>
<td>0.411(1) ± 0.022(3)</td>
<td>1.0428(0) ± 0.009(6)</td>
<td>1.1612(0) ± 0.063(9)</td>
</tr>
<tr>
<td>(b)</td>
<td>0.4505(5) ± 0.006(1)</td>
<td>0.4578(2) ± 0.0056(3)</td>
<td>0.433(1) ± 0.136(2)</td>
<td>1.0162(0) ± 0.000(2)</td>
<td>0.9601(0) ± 0.353(5)</td>
</tr>
<tr>
<td>(c)</td>
<td>0.2178(3) ± 0.0039(7)</td>
<td>0.2141(1) ± 0.0045(2)</td>
<td>0.1980(7) ± 0.041(1)</td>
<td>0.9827(0) ± 0.008(5)</td>
<td>0.9090(0) ± 0.242(6)</td>
</tr>
<tr>
<td>(d)</td>
<td>0.5118(4) ± 0.0033(2)</td>
<td>0.5181(2) ± 0.0041(2)</td>
<td>0.518(1) ± 0.064(1)</td>
<td>1.0123(0) ± 0.000(4)</td>
<td>1.0115(0) ± 0.134(3)</td>
</tr>
<tr>
<td>(e)</td>
<td>0.2107(3) ± 0.0026(8)</td>
<td>0.2101(1) ± 0.0030(2)</td>
<td>0.1619(6) ± 0.0252(9)</td>
<td>0.9975(0) ± 0.010(1)</td>
<td>0.7685(0) ± 0.175(6)</td>
</tr>
<tr>
<td>(f)</td>
<td>0.1622(2) ± 0.0103(8)</td>
<td>0.1661(1) ± 0.0113(2)</td>
<td>0.284(1) ± 0.038(3)</td>
<td>1.0243(0) ± 0.038(9)</td>
<td>1.7338(1) ± 0.20(1)</td>
</tr>
</tbody>
</table>

Table 2: Results obtained from dynamic IMRT beam simulations with an Exradin A12 chamber placed at 5 cm depth in a 30 x 30 x 30 cm³ phantom using an SAD of 100 cm.
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The use of the IMRT has become commonplace, even in many developing countries. However, several studies have evidenced that IMRT treatments are not as accurate as expected/desired \cite{1}. Measurements of dose in composite fields are not standardized and reference conditions of the composite fields are not defined in the present standard dosimetry protocols. The international initiative of IAEA for extending the N\textsubscript{D,W} based dosimetry protocols to small and non-standards fields \cite{2}, as those used in stereotactic radiosurgery and IMRT, has been implemented in a aperture-based IMRT system. For composite fields like those used in IMRT plans, the IAEA initiative suggests an intermediate calibration condition, in which a “plan-class specific reference field \((f_{pcs})\) is created by a specific delivery sequence, similar to clinically delivered irradiation patterns. This field arrangement should be able to ensure a uniform dose distribution larger than the extent of the ion chambers used for patient-specific QA, achieving CPE in that volume. Under these conditions, the absorbed dose to water irradiated by a composite field \(f_{pcs}\), at the reference depth in water, in a beam of quality \(Q_{pcs}\), in the absence of the chamber, can be obtained with the conventional formalism, adding a correction factor that accounts for the difference in ion chamber responses between the conventional reference field \(f_{csr}\) (usually the 10x10 cm\textsuperscript{2} field) and the \(f_{pcs}\), as follows:

\[
D_{w,Q_{pcs}}^{f_{pcs}} = M_{Q_{pcs}}^{f_{pcs}} \cdot N_{D,W,Q_{0}}^{f_{pcs}} \cdot k_{Q_{pcs}} \cdot k_{Q_{pcs},Q_{pcs}}^{f_{pcs},f_{ref}}
\]

The purpose of this study was to design a representative \(f_{pcs}\) for H\&N treatments with static, aperture-based IMRT, and evaluate the corresponding correction factors \(k_{Q_{pcs},Q}^{f_{pcs},f_{ref}}\) for the ion chambers used in the clinic.

IMRT treatments at the Department of Radiotherapy (INOR) in Havana have being implemented with Elekta Precise\textsuperscript{®} linear accelerators and Elekta’s PrecisePLAN\textsuperscript{®} treatment planning system (TPS). This TPS uses an aperture-based inverse planning approach, which creates static apertures prior to calculating dose using several rationales. The rationale used for developing these apertures is not limited to those automatically created by the TPS since it may include user-designed apertures. For establishing a representative \(f_{pcs}\), a revision of most of the local H\&N IMRT plans was done, combined with the recommended structure set of test 13 (mock head/neck) in the AAPM TG-119 report \cite{3}, resulting in a averaged structure set, field arrangement and segment sequence. Two targets volumes (PTV including neck nodules and boost PTV) and two OAR (spinal cord and parotids) were defined in a slab phantom composed by water-equivalent plastic (RW3\textsuperscript{®}, PTW, Freiburg). The phantom permits point measurements both with ion chambers and planar dosimeter (films). A beam arrangement consisting of 9 fields at typical angles averaged over the local plans was applied. The inverse planning protocol with representative dose goals was employed for obtaining the set of segments per beams, their shape and weights.
Due to the shape of the used phantom, the $f_{pcsr}$ was assessed for collapsed beam delivery technique, at 0° gantry angle; a measuring point was defined at the uniform dose region for this beam arrangement, as shown in Fig. 1.

In order to measure the $k_{Q_{pcsr}}$ correction factors for the different ion chambers, a suitable dose detector is required, such as alanine, Fricke dosimeter or radiochromic films. In this study the GAFchromic EBT2 film (International Special Products) was chosen due to its good energy response, low perturbation, wide dose range and reported achievable precision. The film sheets were cut into small pieces (1.5 x 2.0 cm) and calibrated in the RW3 phantom for 6MV photons. Scanning settings of a flatbed, 48 bit colour film-scanner were optimized in order to obtain the highest precision in the net optical density. A combined uncertainty of 0.8% (1σ) was obtained for the dose calibration of the EBT2-scanner system. This allowed measuring the relative dose factor for the $f_{pcsr}$ respect to the $f_{ref}$ with acceptable dosimetric accuracy, resulting in a value of 0.753±0.006.

The relative cavity dose factors were measured for the proposed $f_{pcsr}$, with three different ion chambers (farmer 0.6cc, semiflex 0.125 cc and pinpoint 0.016 cc). Consequently, the correction factors for these chambers were found out, as shown in Table 1.

<table>
<thead>
<tr>
<th>Ion chambers</th>
<th>Farmer PTW 30103</th>
<th>Semiflex PTW31010</th>
<th>Pinpoint PTW 31016</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative cavity factor</td>
<td>0.758</td>
<td>0.760</td>
<td>0.757</td>
</tr>
<tr>
<td>$k_{Q_{pcsr}}Q_{ref}$</td>
<td>0.994</td>
<td>0.991</td>
<td>0.996</td>
</tr>
</tbody>
</table>

The study has evaluated a procedure for establishing the $f_{pcsr}$ in an aperture-based inverse planning IMRT system. The obtained correction factors, as expected for the designed $f_{pcsr}$, are very close to unity. These results are in agreement with our routine chamber measurements of IMRT patient-specific QA. Monte Carlo computation of the relative dose factor for the proposed $f_{pcsr}$ is in progress.
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Response of alanine dosimeters in small photon fields
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Within the framework of the European project JRP7 “External Beam Cancer Therapy” (EBCT), the response of alanine dosimeters in different non-reference conditions was investigated. The secondary standard measurement system of the Physikalisch-Technische Bundesanstalt (PTB) was used for this purpose [1], which is traceable to the PTB’s water calorimetry primary standard [2]. For two x-ray qualities, the response to the dose to water relative to the response for the $^{60}$Co reference field was determined experimentally and via Monte Carlo simulation.

Alanine dosimeters were irradiated in the 6 MV and 10 MV x-ray fields of a clinical elekta accelerator which is part of the accelerator facilities of PTB. Field sizes were 10 cm x 10 cm and 3 cm x 3 cm, respectively. The dose was determined with ionization chambers (transmission and thimble) that had been calibrated using water calorimetry immediately before the alanine irradiations. Within a few days, a set of alanine dosimeters were irradiated in the $^{60}$Co reference field with a field size of 10 cm x 10 cm. For each quality, at least four dosimeters, each containing four alanine pellets from the manufacturer Harwell, were irradiated with doses between 12.5 Gy and 22.5 Gy in a water phantom. For the larger field, a stack of four pellets was irradiated in a watertight sleeve for a Farmer (NE2571) chamber. For the smaller field size, a stack of four pellets was shrink-wrapped in polyethylene foil (0.2 mm thickness) that was spanned in a polymethylmetacrylate frame. The response was determined with the help of the cobalt irradiated pellets as was detailed in a previous publication [3]. The irradiation and calibration procedure was repeated at least four times for each quality and field size.

In addition, the response was calculated using the EGSnrc Monte Carlo simulation package. Two simulations were carried out per quality and field size, one with a simplified (rotationally symmetric) geometry with the user code DOSRZnrc, one with a realistic geometry with the cavity user code of EGSnrc.

The results are displayed in Figure 1. The response to the dose to water relative to $^{60}$Co (10cm x 10 cm) is shown as a function of the ratio TPR$_{10}$.$^{20}$. On the right, the results for the 3 cm x 3 cm field are shown and on the left, for comparison, the results for the 10 cm x 10 cm field are shown. For the experimental data, error bars represent the standard measurement uncertainty including the uncertainty of the primary standard. The latter is the dominant component in the uncertainty budget; for the larger field the overall uncertainty is 0.3% whereas for the smaller field it is 0.5%. For the simulated data, the error bars represent the statistical uncertainties only. For the 10 cm x 10 cm field, the data for 8 MVX and 16 MVX published earlier are added.
FIG. 1. Response of alanine dosimeters w.r.t. the absorbed dose to water, relative to the response in a cobalt reference field (size 10 cm x 10 cm). Left: experimental and simulated data for field size 10 cm x 10 cm; Right: field size 3 cm x 3 cm.

The experimental data (and the $^{60}$Co reference) are represented by the full symbols while the open symbols represent the simulated data. The simulations with the realistic geometry (open squares) and the simulations for the rotationally symmetric case (open circles) agree very well within the statistical uncertainties. Comparing with the experimental data, only the measurements for 10 MVX appear to be lower; in general, the agreement between simulation and measurement is very good within the limits of uncertainty. Within these limits, it is hard to tell whether there is an effect of the field size on the alanine response: only the simulated data suggest an increase of the response by about 0.2% - 0.3%.

The experimental results for the 10 cm x 10 cm field agree very well with published data from the NRC [4]. Overall, the influence of quality and size of the high energy photon fields is very small, as was expected.
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Clinical dosimetry requires a beam quality correction factor $k_g$ (see e.g. [1]). An ion chamber and beam quality dependent factor $f_{C_{Q_0}}$ (abbreviated chamber-quality factor cf. Ref. [2]) enters the determination of $k_g$ and equals the product of the stopping power ratio between water and air $s_{w/a}$ and the overall perturbation factor $p$ in the reference beam (usually Co60).

Panettieri et al. used the PENELOPE Monte Carlo code to calculate $f_{C_{Q_0}}=1.1578(8)$ for the NACP-02 plane parallel ion chamber at a stated 0.6% uncertainty level, which was based on statistical uncertainty and approximated by the relative uncertainty for $s_{w/a}$ [2]. They compared their results with calculations by Mainegra-Hing et al. based on the EGSnrc system and demonstrated an almost perfect agreement. However, if one takes the $p_{\text{rel}}=1.0204(8)$ factor and stopping power ratios $s_{w/a} = 1.1332$ of Ref. [3] as well as $p_{\text{rel}}=p_{\text{phys}} p_{\text{det}} = 1.0065(10)$ by Wang and Rogers [4] (all of them based on EGSnrc) a value of $f_{C_{Q_0}}=1.164(1)$ results. This corresponds to a fairly large $\sim 0.5\%$ deviation between the two codes. Meanwhile Chin et al. have revised the data on the NACP-02 chamber’s entrance window mass thickness by tuning their MC model, leading to 140 mg/cm$^2$ instead of 104 mg/cm$^2$ used in all other studies [5]. In the light of the mentioned discrepancies and the revised NACP-02 model, we recalculated $f_{C_{Q_0}}$ directly with EGSnrc (instead of multiplying single factors) and investigated the systematic uncertainties as a possible explanation for the observed deviations.

We used the egs chamber code [6] of the EGSnrc system to calculate the chamber dose in a water phantom. Dose to water was scored in a thin slab of water (0.2 mm thickness, 5 mm radius). $f_{C_{Q_0}}$ was calculated as the dose ratio with a combined statistical uncertainty of $<0.1\%$ ($1\sigma$) default transport parameters of EGSnrc. Cutoff/threshold energies of PCUT=AP=1 keV and ECUT=AE=521 keV were used. As default a Co60 spectrum was used. Various transport settings of EGSnrc were tested, including different cross-section databases, turning on/off various options and changed energy cutoffs. Further variations in the source and geometry were investigated. For this purpose, different Co60 spectra and a complete phase space of a clinical Cobalt treatment unit were used as radiation source.

We determined $f_{C_{Q_0}}$ as a function of entrance window mass thickness, either by changing the mass density or the thickness of the MYLAR and carbon constituting it. In a final step the contribution of electron cross section uncertainties (more precisely the excitation energy $I$) to the total uncertainty of $f_{C_{Q_0}}$ was estimated. This was accomplished by determining the sensitivity of $f_{C_{Q_0}}$ to changes of the $I$-value in a linear approximation and assigning the corresponding uncertainties.

Only reducing the electron transport cutoff-energy and production threshold respectively led to a significant deviation of $\sim 0.2\%$. That is in agreement with the findings in Ref. [3]. Turning on Rayleigh scattering resulted in an almost insignificant change of $f_{C_{Q_0}}$ by 0.13%. All other variations in the transport parameter settings of EGSnrc did not alter the results beyond statistical uncertainties of $\sim 0.1\%$. Different Co-60 spectra altered the calculated values by up to 0.17%, whereas using a complete phase-space instead of its spectrum did not influence the result.

In figure 1, the chamber-quality factor $f_{C_{Q_0}}$ is shown as a function of entrance wall mass thickness. Changing the density or thickness of the carbon layer leads to similar results, whereas a changed MYLAR thickness of up to 50% does not alter the chamber-quality factor.
The wall mass thickness of 104 mg/cm² would result in a value close to the product of published values with EGSnrc as mentioned above (1.164), but differing from the PENELOE based value (1.158). The combined contribution due to uncertainties in the stopping powers amounts to ~0.3% using the estimated sensitivity and taking the quoted uncertainties for the I-values into account found in the ICRU37 report. The influence of changing photon cross section of all materials by a 1% led to insignificant changes in of the $f_{c,Qo}$ value below the statistical uncertainty of <0.1%.

In summary, the deviation between the results of the chamber-quality factor $f_{c,Qo}$ either calculated with EGSnrc or PENELOE exceeds possible systematic uncertainties. Both codes have been demonstrated to allow artefact-free ion chamber simulations due to their elaborate electron transport algorithms. Hence, another source of discrepancy must underlie the simulations. However, the chamber-quality factor $f_{c,Qo}$ by Panettieri et al. for the outdated NACP-02 chamber model agrees within statistical uncertainties with the EGSnrc calculated values here for the revised model.

REFERENCES

Comparison of calibration methods of plane parallel ionization chambers for electron beam dosimetry

I. Jokelainen, A. Kosunen

STUK - Radiation and Nuclear Safety Authority, Helsinki, Finland

E-mail address of main author: ilkka.jokelainen@stuk.fi

IAEA dosimetry protocol TRS 398 [1] describes three optional methods for calibration of plane parallel (PP) ionization chambers for absorbed dose to water (ADW): calibration in a $^{60}$Co gamma beam in a SSDL, calibration at a series of electron beam qualities in a PSDL or cross-calibration in a high-energy electron beam in a clinic.

Since 1999 the calibrations of PP ionization chambers in Finland have been done by cross-calibration method in user electron beams (16 MeV or 20 MeV) by the SSDL of STUK. The reason for using the cross-calibration method was the high variation of wall correction factors ($p_{\text{wall}}$) in $^{60}$Co beam between the same type of the parallel-plate chambers NACP-E and CALCAM which forbids the use of type-specific ($p_{\text{wall}}$) [5]. Finnish hospitals have replaced these type of chambers with Roos and NACP-02 PP chambers. For Roos type PP chambers low chamber-to-chamber variation of ($p_{\text{wall}}$) have been published [2,4]. In Finnish hospitals the IAEA TRS 398 dosimetry protocol has been used for electron beam dosimetry since 2003.

A comparison between cross-calibration and $^{60}$Co calibration methods for 13 PP chambers of Roos type (11 PTW 34001, 2 Scanditronix-Wellhöfer PPC40) and 5 Scanditronix NACP-02 type chambers from Finnish hospitals was performed. Total of 22 cross-calibrations were carried out in a 16 MeV electron beam of Varian Linac iX accelerator at Docrates clinic in Helsinki and 54 calibrations in a $^{60}$Co beam at the SSDL of STUK. In both methods the reference dose was measured by cylindrical ionization chambers calibrated in $^{60}$Co beam at the SSDL of STUK traceable to BIPM.

The absorbed dose to water calibration coefficients were determined for electron beam quality (Q) $R_{20,cm} = 3.5$ cm. For Roos and NACP-02 type chambers the ratio of the calibration coefficients for $^{60}$Co calibration ($N_{Q,Co}$) and for cross-calibration ($N_{Q,\text{cross}}$) are shown in Fig 1.

The experimental overall perturbation factors $p_{Co}^{pp}$ for chambers were determined from results of $^{60}$Co and cross calibrations.

$$p_{Co}^{pp} = \frac{M_{Q}^{pp} N_{Q,Co}^{pp}}{M_{Q}^{pwd} N_{Q,Co}^{pwd}} p_{Q}^{pwd}$$

The chamber type specific $p_{Co}^{pp}$ were determined by averaging over all $p_{Co}^{pp}$ values of the same chamber type. For Roos and NACP-02 chamber types values $p_{Co}^{Roos} = 1.024$ and $p_{Co}^{Roos} = 1.026$ with chamber-to-chamber variation 0.2% and 0.3% were determined.

The determined chamber type specific $p_{Co}^{pp}$ values are consistent with earlier results reported 2001-2007 for Roos chambers [2,3,4,7] and NACP-02 chambers [6,8]. For Roos type chamber the determined $p_{Co}^{pp}$ deviates 1% from data used in IAEA dosimetry protocol TRS 398 [1].
Based on the results of this study, labour-consuming cross-calibrations of PP chambers are not necessary for the PP chambers used in Finland. However, the results of current studies for $p_{\text{Co}}^{\text{PP}}$ indicate also that the data of TRS 398 needs to be updated.

\[ \text{FIG. 1. Ratio of electron beam (} R_{50,ob} = 3.5 \text{cm) ADW calibration coefficients for } ^{60}\text{Co calibration (} N_{\text{Q,Co}} \text{) and for cross-calibration (} N_{\text{Q,cross}} \text{).} \]
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Existing standards for dose measurement with ionization chamber (IC) in pulsed radiation fields include saturation correction with respect to pulse dose but not to pulse length. This is sufficient for radiotherapy application at pulsed beams delivered by clinical linear accelerators due to a total saturation correction lower than 1% with a non measurable contribution by pulse length correction. However, novel technologies like laser acceleration generate particle and X-ray beams with shorter pulse duration and much higher pulse dose.

This work presents both theoretical and experimental studies of the dependence of saturation correction on pulse length and pulse dose for an Ross IC (PTW Freiburg). The investigated range of 1 to 300 μs pulse duration and 5 to 250 mGy pulse dose includes the parameters reached by conventional clinical linear accelerators (about 5 μs and 5 mGy, respectively). First, the saturation as a function of pulse length and pulse dose was experimentally determined at the superconducting electron linear accelerator ELBE at Forschungszentrum Dresden-Rossendorf. The accelerator delivers an electron beam of 20 MeV energy with micro pulses of 5 ps length and 13 MHz frequency (77 ns period between two micro pulses). The number of micro pulses to form a macro pulse can be set by the user in the range of 1 to 10^7. The integral dose delivered by a macro pulse was measured simultaneously with the IC and a Faraday cup placed directly behind the IC. In a second step, the pulse length influence was determined by describing the processes inside the IC by means of partial differential equations.

FIG. 1: The saturation correction factor in dependence on pulse dose of the present experiment (filled symbols) and iterative solution of differential equation system (line) after adjusting its free parameters. Both are in good agreement with experimental results by other groups (open circles).
FIG. 2: The pulse length dependence of saturation correction for three different pulse doses. The experimental results are represented by filled circles and the solution of differential equation system by solid line. For better eye guidance two constant dashed lines are shown.

The considered processes are (i) constant production of electrons and ions by irradiation during the macro pulse, (ii) attachment of electrons to neutral atoms resulting in negative ions (iii) motion of all charge carriers with constant velocities and (iv) recombination of positive and negative ions. Other physical effects, e.g. shielding of collecting electrodes by space charge, initial recombination and the micro pulse beam structure, have been neglected for simplification. The resulting differential equation system was solved iteratively. Adjusting the free parameters to the experimental results enables the determination of saturation correction factor $k_s$ for pulses with arbitrary pulse doses and durations.

The experimentally determined dose rate dependence (see FIG. 1) at constant pulse duration (5 μs) is in good agreement with measurements of other groups [1]. It is also in good agreement with the german DIN standard [2], but the latter is only valid up to 5 mGy pulse dose. After adjusting the free parameters the differential equation system describes the experimental data very well. The adapted parameters are in good agreement with literature values. The differential equation system describes also the pulse length dependence of saturation correction determined in experiment very well for pulse doses up to 120 mGy (see Fig. 2). For higher pulse doses the differential equation system gives a lower saturation correction factor compared with experiment. Obviously, more physical effects like partial shielding of the collecting electrodes by space charge has to be included in the differential equation system in order to obtain reliable results for higher pulse doses and/or shorter pulse durations. The pulse length correction can be neglected for the IC used at pulse doses up to 120 mGy if the pulse length is lower than 5 μs within an uncertainty of about 2%. For lower pulse doses the pulse duration may be longer.

These results approved the negligible pulse length correction at conventional clinical linear accelerators which have typical pulse doses of 5 mGy and pulse durations of 5 μs. An extension of existing standards to higher pulse doses as, e.g., delivered by novel laser accelerators should include an appropriate description of pulse length dependence.
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PRESAGE is a polymer dosimeter which has the potential of being an easily used three dimensional (3D) dosimeter for complex radiotherapy techniques. For a dosimeter to be used in radiotherapy, it should ideally be water equivalent in terms of radiation interactions over the energy range of interest. Two new PRESAGE polymers have recently been developed with new chemical formulas with corresponding effective atomic numbers of \( Z_{\text{eff}} \) of 7.69 and 7.74. These two new formulations were developed to improve the water equivalency over a larger energy range. In this work, we have calculated the relative dose response of the original and the new two PRESAGE polymer dosimeters, in comparison to water, for high energy electron beams (6 and 12 MeV) using EGSnrc/BEAMnrc Monte Carlo code. Three different PRESAGE polymer dosimeters were evaluated: the currently available PRESAGE as well as two with a new chemical formulation. Total mass stopping powers were calculated over the energy range 10 keV-20 MeV using the NIST ESTAR database for the three PRESAGE dosimeters and water.

Monte Carlo modeling was used to determine the differences in depth doses between the PRESAGE dosimeters and water for 6 and 12 MeV electron beams from a Varian 21iXe linac with a 10x10 cm\(^2\) field size. All Monte Carlo calculations were performed using the EGSnrc/BEAMnrc package (V4 r225, NRC, Canada). The phase space file for the electron beam generated by BEAMnrc were used to calculate depth dose curves for each of the three PRESAGE dosimeters and water using the DOSXYZnrc user code. The energy cutoff parameters for electron and photon transport, ECUT and PCUT, were set to 0.561 MeV and 0.01 MeV respectively for all simulations. Cross section data for the three PRESAGE dosimeters and water were generated by the PEGS4 preprocessor using the elemental compositions and mass densities of the different materials. In order to compare calculated central axis depth doses in water and in the PRESAGE dosimeters, the water equivalent depth was calculated for each case.

For electron energies of less than 2 MeV, the collisional energy losses dominate and the mass stopping power is greater for water due to having a lower \( Z_{\text{eff}} \) than the PRESAGE dosimeters. The probability of radiation loss relative to the collisional loss increases as the electron energy and as the atomic number increase. For electron energies higher than 10 MeV where the which radiative stopping power becomes increasing more dominant, the existing PRESAGE dosimeter has the highest differences with the value of water due to having the highest \( Z_{\text{eff}} \).

Figure 1 shows the water equivalent Monte Carlo results for dose calculation for the three PRESAGE dosimeters and water for 6 and 12 MeV electron beams. For the calculated relative dose versus water equivalent depth, the new PRESAGE dosimeters were in better agreement with the depth doses calculated in water for the 6 and 12 MeV electron beams. In the build up region corresponding to less than 1.5 cm water equivalent depth for the 6 MeV beam, the relative dose in water is up to 2% lower than the new PRESAGE dosimeters and 4% higher than the existing PRESAGE dosimeter. This is attributed to the higher collisional stopping power of water than the PRESAGE dosimeters. For the 12 MeV beam in the build up region corresponding to 3 cm water equivalent depth, the relative dose in water is up to 1% lower than the new PRESAGE dosimeters and 4% lower than the existing PRESAGE dosimeter.
The depth of maximum dose, in terms of water equivalent depth, is almost the same for the three PRESAGE dosimeters and water, with a value of 1.4 and 3 cm for the 6 and 12 MeV electron beams respectively.

![Water equivalent Monte Carlo relative dose curves for 6 and 12 MeV electron beams for the three PRESAGE dosimeters and water.](image)

We conclude that the PRESAGE dosimeter shows potential as a 3D dosimeter for radiotherapy electron beams and can be considered water equivalent provided one uses water equivalent depth for all dosimeters.
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With advances in technology and improved treatment delivery techniques of high-precision radiotherapy such as stereotactic radiosurgery (SRS), intensity-modulated radiation therapy (IMRT) and image-guided radiation therapy (IGRT), requirements for dosimetry control and quality assurance became much stronger. In particular, this is connected with usage of small fields in all modern techniques [1]. Absolute dosimetry of small fields constitutes rather complicated problem due to absence of common protocol, which should include all necessary correction factors for detectors, computed in nonequilibrium conditions of narrow beams.

In this study we used the EGSnrc system [2] with user code egs_chamber for modelling of a PTW31010 semiflex chamber, verification of a simplified photon source, evaluation of correction factors for small fields.

A simplified model of 6 MV photon source was chosen for modeling, which was simulated as an isotropically radiating disk collimated in a window of given size on the distance corresponding to the bottom side of MLC leaves. The source spectrum used was taken from NRC publications.

PTW31010 0.125 cm$^3$ semiflex ionization chamber was used for modeling, being one of the most popular detectors for relative and absolute dosimetry. Modeling of the sensitive volume of the chamber was performed in strong accordance with specifications of the manufacturer, although stem was simplified. Both simulation and experiment were performed with vertically positioned IC on depths of 1.5 and 10 cm, SCD=100 cm, with beams size varied from 0.5x0.5 cm to 3x3 cm.
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FIG.1. Correction factor depending on the field size (PTW31010, 6MV photons).
As a result, profiles and correction factors were obtained. The latter were calculated as a ratio of doses to the cavity of the “real” chamber and a “cavity” of chamber made of pure water (fig. 1).

The general model was experimentally verified using profiles obtained from simulation and experiment that showed good results on the depths of electronic equilibrium. Thereby correction factors calculated for 10 cm depth are in a good agreement with the real ones (fig. 2).

**FIG. 2. Comparison of simulated and experimental profiles for PTW31010 (25x25 mm, SSD=90 cm, SCD=100 cm)**

Finally, correction factors for the presence of PTW31010 ionization chamber in small fields according to its size were evaluated. It is expected to continue the study with complicating the source model and evaluating all the correction factors for wide range of ionization chambers, including microchambers.
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Determination of absorbed dose to water under reference conditions in radiotherapy electron beams has been carried out in the Czech Republic according to TRS-398 since 2005. Physicists in hospitals (users) use calibration factors of plane-parallel chambers determined either in $^{60}$Co beams (given in most cases by the producer) or by cross-calibration in their own clinical electron beams. There is a limited possibility to verify the calibration factor in terms of absorbed dose to water in a $^{60}$Co beam in SSDL and no possibility to verify it in electron beams. In the Czech Republic calibration factors are checked indirectly through the absorbed dose verification by on-site audits after acceptance tests and by periodic postal TLD audits.

The aim of the study was to carry out by NRPI the cross-calibration of the users’ plane-parallel chambers in the reference clinical electron beam at the radiotherapy department and to compare the determined calibration factors with the given/used calibration factors.

The cross-calibration procedure consists in absorbed dose determination in high energy electron beam ($R_{so} > 7 \text{ g/cm}^2$) with the reference cylindrical chamber calibrated in SSDL in a $^{60}$Co beam and with the calibrated plane-parallel chamber positioned alternately at the reference depth in water in accordance with reference conditions for each. The procedure for cross-calibration according to chapter 7.6 of TRS-398 [1] was applied. Reference conditions were: water phantom Scanditronix Welhoffer 2001, electron beam of Clinac 2100 C/D (Varian accelerator) with half-value depth in water $R_{50} = 8.43 \text{ cm}$ (20 MeV), the reference depth $z_{ref} = 5 \text{ cm}$, the reference point of the calibrated plane-parallel chamber was positioned at the reference depth in water in accordance with reference conditions, the reference point of the reference cylindrical chamber PTW 30002 was positioned at the depth $z_{ref} + 0.5r_{ci} = 5.1 \text{ cm}$ ($r_{ci}$ is cavity radius of the cylindrical chamber). Every chamber was calibrated (set up) twice and the average value was taken into account.

The plane-parallel chamber of NRPI, type PTW 34001, was used to check the stability of the calibration procedure. This chamber was calibrated at the reference electron beam prior to the calibration of users’ chambers. Its determined calibration factor was compared to the expected calibration factor – the average value from previous calibrations under the same conditions (tolerance 2%).

To be able to compare calibration factors, the beam quality correction factor must be applied, particularly for calibration factor from $^{60}$Co. In that case, the correction factor applied to the given calibration factor $k_{Q \text{cross,Co}}$ equals to 0.89 (for Roos, PPC40 and Markus chambers). The deviation is given as $\frac{N_{D,w,\text{det.}} - N_{D,w,\text{given}}}{N_{D,w,\text{given}}} \times 100\%$. $N_{D,w,\text{det.}}$ is calibration factor determined by NRPI, $N_{D,w,\text{given}}$ is calibration factor given by the hospital.

21 plane-parallel chambers and dosemeters from 18 hospitals were calibrated in three periods. Types of ionization chambers were: PTW 34001 (11 pcs.), PPC40 (7 pcs.), Markus (2 pcs.) and NACP (1 piece). Combined standard uncertainty of the calibration factor $N_{D,w,\text{det.}}$ was 1.45% ($k=1$).
Combined standard uncertainty of absorbed dose in user's beam must take into account uncertainty of calibration factor, uncertainty of perturbation factors ratio for plane-parallel chamber for $Q_{\text{cross}}$ and $Q$ and uncertainty of measurement in user’s beam $Q$. Estimated uncertainty is 1.6%.

Results of cross-calibrations are given in Fig. 1. In all cases, the deviation was less than 3%, and only in two cases, the deviation exceeded 2%. In those cases, doubts of the hospitals of slightly higher deviation were confirmed. Results also demonstrated that deviations were not influenced by the period (date), in which calibration was carried out, by the type of calibrated chamber or by the method of calibration of given calibration factor (8x cross-calibration in 20 MeV electron beam, 1x cross-calibration in 15 MeV electron beam, 9x calibration in a $^{60}$Co beam by producer, 2x cross-calibration in a $^{60}$Co beam by user, 1x calibration in a $^{60}$Co beam by SSDL).

No serious problems have been revealed during this independent cross-calibration. Such calibration is suitable particularly for hospitals which have not sufficient electron beam quality or which use calibration factor from cross-calibration in a $^{60}$Co beam. This method represents independent verification of dosimetry systems used for high energy electron beams in radiotherapy. The method is prepared to undergo accreditation.

![Distribution of deviations from cross-calibrations](attachment:image.png)

**FIG. 1.** Distribution of deviations between calibration factors from cross-calibration carried out by National Radiation Protection Institute and calibration factors given by hospitals.
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Introduction

Absolute output for the Leksell Gamma Knife (LGK) is measured using the largest size collimator, i.e. 18 mm for LGK models U, B, C, 4C and 16 mm for LGK Perfexion. The relative output factor (ROF) for a given collimator is defined as the quotient of the output measured with this collimator to that measured with the largest size collimator. The outputs are traditionally measured at the center of a 160 mm diameter spherical ABS phantom provided by vendor. When the phantom is docked in the LGK for irradiation, the center of the phantom coincides with the focal point of the LGK unit with stereotactic coordinates of X=100, Y=100, and Z=100. The measurement of ROFs, especially for 4 mm collimator is not a trivial task due to demands of an accurate set up and size of measured radiosurgery fields. Both proper detector choice and geometric accuracy of placement of detector in the measurement set up, such as detector positioning in the phantom are critically important. The lack of secondary electronic equilibrium makes the choice of an appropriate dosimeter an important issue. Special attention has to be paid to the size and dimensions of the active volume of the detector, since volume-averaging effects could result in lower values of output factors.

Purpose

The goal of present study is to perform assessment of a broad variety of different detectors for the measurement of ROFs for 4 mm and 8 mm collimators for the LGK Perfexion. The measurement results are compared with Monte Carlo calculated ROFs values of 0.805 and 0.924 for 4 mm and 8 mm collimators, respectively.

Materials and Methods

Various types of detectors were used for measurement of ROFs. These are: i) Two types of micro ion chambers: Exradin A16 (volume 0.007 cm$^3$) and PTW 31016 PinPoint 3D (volume 0.016 cm$^3$); ii) Two types of diode detectors: IBA dosimetry PFD (diameter 2.00 mm, thickness 0.06 mm) and IBA dosimetry SFD (diameter 0.60 mm, thickness 0.06 mm), and iii) Three different film dosimeters: Kodak EDR2, Gafchromic EBT and Gafchromic MD-V2-55. The films were read on EPSON EXPRESSION 10000 XL scanner with 200 dpi resolution in 16-bit grey scale for EDR2 film. Gafchromic films were read in 48-bit color and imported in red channel. Films were analyzed using Film QA version 2.0.1215 software. Background corrections as obtained by scanning an unexposed piece of film were applied to all films. Additional measurements are currently being taken using Best Medical Canada MOSFETs TN 502 RD (diameter 2.3 mm), TN 502 RDM (diameter 1.0 mm) and diamond detector PTW 60003 (volume 1-6 mm$^3$, thickness 0.3 mm). All measurements have been carried out using the ELEKTA spherical ABS plastic phantom of 160 mm diameter. For each detector type special phantom cassette was manufactured to position effective volume of the detector in the center of the spherical phantom. Experimentally obtained results of the ROFs are compared with vendor recommended Monte Carlo values obtained from calculations based on Penelope system.
Results

Results of measured ROFs for 4 mm and 8 mm collimators are presented in Table 1. Dependence of measured ROFs on the detector volume is shown in Figure 1. It is obvious that detectors with larger effective volume, e.g., micro ion chambers, are providing wrong results and should not be used for these kinds of measurements.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Measured 4 mm ROF</th>
<th>Measured 8 mm ROF</th>
<th>Deviation to MC [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTW 31016 PinPoint 3D ion chamber</td>
<td>0.616 ±0.015</td>
<td>0.873 ±0.009</td>
<td>-23.5 -5.5</td>
</tr>
<tr>
<td>Exradin A16 ion chamber</td>
<td>0.675 ±0.009</td>
<td>0.869 ±0.006</td>
<td>-16.1 -5.9</td>
</tr>
<tr>
<td>IBA dosimetry PFD diode detector</td>
<td>0.767 ±0.026</td>
<td>0.890 ±0.024</td>
<td>-4.7 -3.7</td>
</tr>
<tr>
<td>IBA dosimetry SFD diode detector</td>
<td>0.812 ±0.029</td>
<td>0.893 ±0.032</td>
<td>-0.9 -3.4</td>
</tr>
<tr>
<td>Kodak EDR2 film</td>
<td>0.769 ±0.010</td>
<td>0.904 ±0.012</td>
<td>-4.5 -2.1</td>
</tr>
<tr>
<td>Gafchromic EBT film</td>
<td>0.810 ±0.007</td>
<td>0.917 ±0.014</td>
<td>-0.6 -0.8</td>
</tr>
<tr>
<td>Gafchromic MD-V2-55 film</td>
<td>0.819 ±0.009</td>
<td>0.906 ±0.018</td>
<td>+1.7 -2.0</td>
</tr>
</tbody>
</table>

Table 1. Results of measured ROFs and percentage deviation to Monte Carlo (MC) calculated values of 0.805 and 0.924 for 4 mm and 8 mm collimators, respectively.

FIG 1. Dependence of measured values of 4 mm and 8 mm collimator ROFs on the volume of detector types. Strong detector volume dependence is observed for both 4 mm and 8 mm ROF measurements. The best agreement with Monte Carlo is seen for measurements performed with film dosimetry.

Discussion and Conclusion

Both detector volume and accurate detector positioning are very crucial when measuring ROFs of small stereotactic fields. The present results indicate that the best agreement with ROFs obtained by Monte Carlo for 4 and 8 mm collimators is obtained when film dosimetry is employed [1]. Measurements made with micro ion chambers showed significant deviation from Monte Carlo, especially in the case of 4 mm collimator. Dependence of measured value of ROF on detector volume is observed for both 4 mm and 8 mm collimators. Proper selection of detector, especially in terms of volume, is critical when measuring relative output factors for small radiosurgery gamma knife fields.
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Introduction and Purpose

The dose-rate calibration of a Leksell Gamma Knife (LGK) unit (Elekta Instrument AB, Stockholm, Sweden) is performed at the center of a spherical solid plastic phantom (160 mm in diameter), provided by the vendor. A dose-rate calibration is performed using the largest size collimator (18 mm for the LGK B, C and 16 mm for LGK PFX) using an ion chamber with small volume positioned at the geometric center of the phantom. Outputs for smaller collimators (4, 8 and 14 mm for the LGK B, C and 4, 8 mm for the LGK PFX) are measured as a relative output factor related to the measurement of dose for the largest size collimator. At this time, no national or international calibration protocol exists for LGK units that specifically address the calibration procedure of the small fields of LGK. Instead one of the nationally or internationally accepted calibration protocols (designed initially for the calibration of large fields), i.e. AAPM TG 21, AAPM TG 51, IAEA TRS 277 or IAEA TRS 398 is commonly employed for the calibration of the LGK units. In view of this, regional differences might be observed worldwide. The purpose of this project was to survey between 70 to 100 LGK units worldwide and: 1) gather detailed information about calibration procedures used for the LGK and 2) measure output of the surveyed LGK units using alanine dosimeter and compare these results with treatment planning system calibration value.

Materials and Methods

Each participant of the project was provided with LGK calibration questionnaire seeking the following information on LGK calibration: LGK model, calibration protocol used, phantom used, ion chamber (manufacturer, model, volume, etc.) used, LGK calibration personnel (e.g. on-site physicist, ELEKTA physicist, other), whether independent verification of calibration was performed, and collimator relative output factors used (ELEKTA default values, values measured by on-site physicist, other). Along with questionnaire were also mailed a set of 5 alanine dosimeters (dimension of each dosimeter: 4.8 mm diameter x 3.0 mm height) and an adaptor to place the alanine dosimeters at the center of calibration phantom. The participants were required to deliver a dose of 50 Gy to each of 5 dosimeters. The irradiated dosimeters were evaluated with a Bruker ECS106 Electron Paramagnetic Resonance spectrometer using the protocol described in the NIST Ionizing Radiation Division Quality System Manual. Experimental uncertainty of alanine dosimetry is at this time 1.8% at 95% confidence level.
Results

To date, 30 LGK units have participated in this project (North America 13, Europe 10 and Asia 7). Results from 23 centers are available at this time.

The calibration protocols used for survey sites were: AAPM TG21 11 sites, IAEA TRS277 1 site and IAEA TRS398 11 sites. ELEKTA ABS plastic spherical phantom was used in 20 cases and ELEKTA solid water phantom in 3 cases. List of ion chambers used for LGK calibration is given in Table 1 along with frequency of ion chambers used in this study. Calibration of LGK units was performed by an on-site physicist in 17 cases and by ELEKTA physicist in 6 cases. Independent verification was done in 10 cases out of total 23 surveyed centers. All LGK units surveyed are currently using the ELEKTA default values for collimator relative output factors. The range of planned-dose to measured-dose ratio was 0.972 – 1.030 demonstrating reasonably good LGK calibration consistency (Figure 1). Mean percentage deviation between planned and measured dose was 1.35 ± 0.84 %.

Table 1. List of ion chambers used for calibration in 23 worldwide centers participating in the International Leksell Gamma Knife Calibration Survey.

<table>
<thead>
<tr>
<th>Ion chamber manufacturer and type</th>
<th>Ion chamber volume [cm³]</th>
<th>Frequency in this study [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTW 31010</td>
<td>0.125 cm³</td>
<td>9/23 39%</td>
</tr>
<tr>
<td>Exradin A16</td>
<td>0.007 cm³</td>
<td>4/23 18%</td>
</tr>
<tr>
<td>PTW 31006</td>
<td>0.015 cm³</td>
<td>3/23 13%</td>
</tr>
<tr>
<td>Capintec PR-05P</td>
<td>0.070 cm³</td>
<td>2/23 9%</td>
</tr>
<tr>
<td>Exradin A1SL</td>
<td>0.057 cm³</td>
<td>2/23 9%</td>
</tr>
<tr>
<td>Exradin A14SL</td>
<td>0.016 cm³</td>
<td>1/23 4%</td>
</tr>
<tr>
<td>Wellhoffer IC-10</td>
<td>0.125 cm³</td>
<td>1/23 4%</td>
</tr>
<tr>
<td>PTW 31002</td>
<td>0.125 cm³</td>
<td>1/23 4%</td>
</tr>
</tbody>
</table>

FIG1. Deviations in calibration as measured by alanine dosimetry expressed as Plan/Measured dose ratio. Data are divided to three regions (North America, Europe and Asia). As can be seen all deviations are within ±3.0%.

Discussion and Conclusion

Worldwide current practice in calibration of LGK can be divided into following typical calibration models/schemes based on region. Calibration in North America is performed by an on-site medical physicist in ELEKTA ABS plastic spherical phantom using AAPM TG21 calibration protocol. Calibration in Europe is performed by an on-site medical physicist in ELEKTA ABS plastic spherical phantom using IAEA TRS398 calibration protocol. Calibration in Asia is typically performed by an ELEKTA (LGK vendor) medical physicist in ELEKTA ABS plastic spherical phantom using IAEA TRS398 calibration protocol. Despite these variations from region to region, high accuracy in dose delivery and dose calibration was observed for all surveyed centers so far. More results are given in [1].
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It is important to use as many detectors as possible during the implementation of Radiosurgery in clinical routine since small field dosimetry is not a very easy task due to the lack of lateral equilibrium [1]. Some theoretical issues concerning the non-reference dosimetry have recently proposed a new methodology for the determination of the quality index for photons beams, especially for very small field sizes [2,3] One approach makes use of the zero-field percent depth dose and the tissue maximum ratio because these dosimetric parameters provide useful primary beam information [4]. In order to validate the experimental results obtained during the implementation of stereotactic Radiosurgery fields, they were compared to the theoretical data mentioned above. For the initial analysis of this study and the validation of the small fields dosimetry, the first theoretical approximation proposed by Sauer et al. [2] which calculates the beam quality parameter (Q) and the tissue-phantom ratios (TPR) for any field size, was adopted.

The TPR\textsubscript{20\textsubscript{10}} used in this investigation was derived from measurements carried out in a 6 MV photons linear accelerator (Varian 6EX) using three different detectors: a PinPoint ion chamber (CC01), a small ion chamber (CC13) and a stereotactic diode from Scanditronix/Wellhofer. The readouts derived from each detector were used to obtain the corresponding TPR values and thus calculate the quality index for field sizes ranging from 0.6 to 10 cm\textsuperscript{2} (stereotactic fields) and up to 40x40 cm\textsuperscript{2} (conformal field sizes) according to the following expression:

\[
Q_{(s)} = \frac{TPR_{20\textsubscript{10}}(s) + 0.208 - 0.625(1 - e^{-s/194})}{1.213 - 0.679(1 - e^{-s/194})}
\]

where TPR\textsubscript{20\textsubscript{10}} ratios were obtained with the aid of the detectors mentioned above for all analyzed field sizes and \(s\) is the side length of the square field.

The values of quality index (Q) for each field size obtained with all detectors were compared to the values presented in the literature and are shown by Fig. 1. The experimental results obtained in this study differ from the values obtained by Sauer et al by 1.8%, 4.0% and 4.9% for the pin point chamber, the CC13 ion chamber and the stereotactic diode, respectively. Regarding the BJR-25 data [4] one can consider the results provided by a Farmer type chamber which were more common at that time. On the other hand, the zero-field approximation [5] gives a small difference, of 0.7%, due to the fact that only the stereotactic diode has been considered in both investigations. By comparing the experimental results to those provided by Cho et al. [6] a much better agreement is found, except for the pin point chamber. Further investigations will be made with this last detector in order to clarify all possible deviations.

The comparison of the experimental results obtained with the pin point chamber, the small ion chamber and the stereotactic diode present a good agreement to the literature data, thus they provide an appropriate method for experimental results validation for small field dosimetry.
FIG 1. Quality index versus side length of the square field.

TABLE 1. PERCENTUAL DIFFERENCES BETWEEN EXPERIMENTAL RESULTS AND LITERATURE DATA.

<table>
<thead>
<tr>
<th></th>
<th>$Q_{max}$ measured</th>
<th>Deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CC01</td>
<td>CC13</td>
</tr>
<tr>
<td>This work</td>
<td>0.705 ± 0.0178</td>
<td>0.665 ± 0.011</td>
</tr>
<tr>
<td>Sauer et al. 2009b</td>
<td>0.569 ± 0.026</td>
<td>0.672 ± 0.003</td>
</tr>
<tr>
<td>BJR-250</td>
<td>0.564 ± 0.004</td>
<td>0.568 ± 0.002</td>
</tr>
<tr>
<td>Cheng et al. 2007</td>
<td>0.645 ± 0.003</td>
<td>0.668 ± 0.002</td>
</tr>
</tbody>
</table>
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In radiotherapy, ionization chambers are usually used in dosimetry, and this method needs beam quality correction factors to obtain the absorbed dose to water for the user’s beam quality. These factors include the stopping power ratios, the $w$ values, and the perturbation factors for the ionization chamber. The factors for heavy-ion beams have large uncertainties and are assumed to be constant values for all conditions in the IAEA protocol \cite{1}. In particle therapy with passive scattering methods, Spread-Out Bragg Peaks (SOBP) with the ridge or wheel filter are used to achieve a uniform biological response for the irradiated tumor. Therefore, there are primary and fragment particles with variable energies in the SOBP.

We developed a portable graphite calorimeter to achieve the dosimetry including that of the heavy-ion beams \cite{2}. In 290, 400, and 430 MeV/n carbon ion beams, the calorimetry and ionization chamber dosimetry were performed at the plateau region and the center of SOBP. Two cylindrical chambers (PTW 30001 and PTW 30011, Farmer) and two plane-parallel chambers (PTW 23343, Markus and PTW 34001, Roos) calibrated by the secondary standard dosimetry laboratory were used. Comparison of the calorimetry with the ionization chamber dosimetry made it possible to sophisticate the dosimetry in the carbon ion beams. The absorbed dose to graphite obtained by the calorimeter was converted to the dose to water using an ionization chamber and Monte Carlo simulation.

The beam quality correction factors were obtained by comparison and are indicated in Fig. 1. The factors revealed were about 3% larger than those from the IAEA TRS 398, and the uncertainties were reduced by approximately 1% from the conventional values. The beam quality correction factors were calculated by re-evaluating each component. With regard to the stopping power ratios, water to air will be 1.125 from the new I value \cite{3}; the $w$ value in air will be 35.7 J/C \cite{4}, and the perturbation factors will be 1 from the experimental comparison with a pure graphite chamber. Using these values, the beam quality correction factors for each chamber agreed very well with those obtained by direct comparison. Therefore, the absorbed dose to water in the carbon ion beams would be increased by about 3% of that using the beam quality correction factors recommended by the IAEA TRS 398.
FIG. 1. Beam quality correction factors for cylindrical and plane-parallel ionization chambers in the carbon ion beams. The dashed lines are from the IAEA TRS 398, and the symbols indicate those values evaluated by calorimetry. The solid lines show the average of experimental results.
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We propose new, chamber-specific values for the effective point of measurement (EPOM) of 25 commercial thimble ionization chambers for use in megavoltage photon beams. The EPOM is critical for accurate dosimetry: it is the point at which the measured dose would arise in the measurement medium in the absence of the probe.

Our precise calculations show that the upstream EPOM shift (relative to the geometrical centre of the chamber) is smaller than the value of 0.6 times the cavity radius recommended by the International dosimetry protocol TRS-398. This incorrect specification leads to an error in depth of about 0.4 mm when measuring a dose distribution in water with a typical 0.6 cc thimble ionization chamber.

Our work relies on Monte Carlo simulations of radiation transport through a radiotherapy treatment head, a water phantom and various ionization chambers, all modeled in realistic detail. For each chamber, we determine the location of the EPOM by comparing the depth-dose curves in water (in the absence of the chamber), \( D_w \), and in the gas of the chamber cavity, \( D_g \). We follow the method proposed in 2006 by Kawrakow [1], which stems from the consideration that, in practice, the proper EPOM shift is the one for which the ratio \( D_w / D_g \) is independent of depth.

More specifically, we use the EGSnrc code system [2] for all aspects of the simulation. We use a BEAMnrc [3] model of the Elekta Precise linac installed at the NRC laboratory, for which the geometry specifications and the primary electron beam parameters have been validated in previous work [4]. We use DOSXYZnrc [5] to obtain a high-precision water depth-dose curves and the efficient egs_chamber user code [6] to calculate the central axis dose to the cavity of each chamber for depths ranging from 0 to 20 cm in water.

With such data it is relatively straightforward to extract the EPOM shift: we simply perform an exhaustive numerical search to determine the EPOM shift that minimizes a \( \chi^2 \) measure of the depth-dependence of the \( D_w / D_g \) ratio.

In Figure 1 we show sample results for the EPOM shift as a fraction of the cavity radius for a subset of common ionization chambers, for a nominal beam energy and field size [7]. The difference with the currently accepted value of 0.6 (the upper limit of the graph) is striking, as is the variation between the different chambers.

We are able to verify our prediction experimentally for the A1SL chamber, which exhibits the largest relative difference [8]. Moreover, by varying parameters in the chamber models, we uncover simple dependencies of the EPOM shift on the chamber length, the central electrode radius and the thimble wall thickness and material. This allows us to predict the EPOM for a wide range of designs. Notably, we can adjust the thimble wall thickness to yield a thimble ionization chamber with a vanishing EPOM shift [8].

In our presentation, we will report new EPOM values for the majority of thimble ion chambers in use today, and discuss their implications for dose distribution measurements and for Monte Carlo beam model commissioning.
In light of our findings, a revision of dosimetry protocols in regards to the effective point of measurement of thimble ionization chambers for relative photon beam dosimetry seems inevitable.

**FIG. 1.** Calculated relative upstream EPOM shift for a few common thimble ionization chambers. The bottom of the graph corresponds to the centre of the chamber, and the top corresponds to the current prescription of dosimetry protocols. Error bars are not visible as they are smaller than the symbols.
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The use of small fields in radiotherapy has increased substantially. The benefits of the use of small fields are apparent; a higher dose can be delivered to the planning target volume, PTV, while sparing healthy tissue and critical organs. However, it has been shown that dosimetric errors at small fields can be considerably larger than in conventional beams. Accurate absolute dosimetry is crucial because it is used as input data for treatment planning systems as well as validation of calculated treatment plans. In order to obtain acceptably small uncertainties of about 3 % (k = 2) in the absorbed dose determination of small fields, relevant detectors should be calibrated directly in terms of absorbed dose to water under non-reference conditions. Therefore it is essential that absorbed dose to water is traceable to primary standards for non-standard fields.

The objective of this study is to determine if it is feasible to perform traceable absorbed dose to water measurements, based on water calorimetry with an expanded uncertainty smaller than or equal to 3 % in square field photon beams originating from the VSL $^{60}$Co source with side lengths between 1.8 and 10 cm.

This study describes a method for determination of water calorimeter correction factors for non-standard fields, smaller than $10 \times 10$ cm². It is initially employed and validated in the VSL $^{60}$Co source. The method consists of a Monte Carlo model of seven fields originating from the Siemens Gammatron-3 unit and their resulting energy deposition in the VSL transportable water calorimeter. These calculations are followed by heat transport calculations inside the water calorimeter. Corrections are calculated for perturbation of radiation and for undesired heat flow as a result of the presence of non-water materials and 3D-temperature profiles. They have been calculated for square fields ranging from 1.8 cm to 10 cm.

Monte Carlo calculations, using the PENELOPE Monte Carlo code, are performed for all six non-standard fields and for the standard field of $10 \times 10$ cm² to obtain phase-space files, 3D-dose distributions and mass restricted stopping power ratios. Variance reduction techniques are applied in order to improve the efficiency of the calculations. The Monte Carlo results have been compared to measurements using an ionisation chamber and showed good agreements. The results are used as input for the heat transport calculations.

The perturbation correction obtained from the calculated 3D-dose distributions, based on seven sets of phase-space files, results for the six largest fields in a correction factor smaller than 0.82 % (i.e. $1.0007 < k_p < 1.0082$). The smallest field, however, yields a perturbation correction of 1.0035. Comparison of the calculated perturbation correction of the standard $10 \times 10$ cm² field with measurements performed in an earlier study, showed excellent agreement.

The heat transport corrections obtained from Comsol Multiphysics calculations vary between 59 % and 0.25 % (i.e. 1.59 and 0.9975 between the smallest non-standard field and the standard field, respectively, as illustrated in Figure 1.

* A feasibility study for a transportable absorbed dose to water primary standard in small field sized high-energy photon beams.
The heat conduction correction for the standard field is compared to the same heat conduction correction determined in a previous study. They show excellent agreement and it is expected that the current method provides a more realistic approach and therefore a more reliable outcome.

The output factors obtained from the water calorimeter measurements at two non-standard fields of 4.3 cm and 5.3 cm FWHM (Full Width at Half Maximum), show excellent agreement with the ionization chamber measurements and with Monte Carlo calculations. However, the uncertainties in the results obtained from these Monte Carlo calculations are quite large.

The total expanded uncertainty ($k = 2$) of the water calorimeter for square fields with $FWHM$ between 1.8 cm and 10 cm varies between 28% and 2.2%. Dominant uncertainty contributions are the uncertainties in the corrections determined by the Monte Carlo calculations and the statistical uncertainty of the calorimeter measurements for fields smaller than 4.3 cm due to the smaller output factor in the VSL $^{60}$Co source.

Taking into account that several uncertainty contributions in the water calorimeter budget are expected to be reducible, it is concluded that calorimetry for small fields is feasible. The smallest non-standard square field, using the current VSL water calorimeter, in the VSL $^{60}$Co beam, and obtaining an uncertainty smaller than 3.2% has a side length of approximately 40 mm.

The method introduced in this study shows its suitability for use in the VSL $^{60}$Co beam. Once phase-space files are available, the absorbed dose distributions and heat conduction corrections can be determined. The general methodology could well be suited for non-standard and small field sizes smaller 40 mm. Future work will be focused on water calorimetry for applications in high-energy accelerator beams in clinical settings. Subsequently work can be focused on other types of radiation like medium- and high-energy photon beam, high-energy electron beams, proton and heavy ion beams.

FIG 1: Overall heat conduction correction in the VSL transportable water calorimeter as a function of square field size in the VSL $^{60}$Co source determined using subsequent Monte Carlo calculations and heat transport calculations.
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Small field dosimetry, in beams with dimensions of less than 3 cm, is challenging [1, 2]. Problems include lack of lateral equilibrium, spectral changes, choice of detector and practical measurement problems. However, small field dosimetry and its accuracy have become increasingly important in recent years, not only for stereotactic radiotherapy, but also for small sub-fields for IMRT, VMAT, SBRT and other novel radiotherapy delivery technologies. Measurements are limited by: detector size relative to field size, changes in detector response linked to spectral responses, and detector perturbation of the charged particle fluence due to material and density effects. Detector limitations and the control of experimental conditions all become more critical as field size is reduced, as the experimental uncertainties become more significant. Monte Carlo (MC) approaches provide a powerful tool to overcome some of these problems, to model and predict dosimetric parameters and to assist in interpreting measurements with different systems. However, MC modelling requires the selection of some small field dosimetry measurements to fine-tune the model.

This work is a collaboration between centres modelling a range of Elekta and Varian linac head designs down to their limiting field sizes of 10 x 10 mm, 5 x 5 mm and 4 x 4 mm (depending on head design) [3,4]. Most of the work has been done for the 6MV beams on the various linacs, but with some data and modelling at 10 and 15 MV on the Elekta linacs in one centre (L). BEAMnrc has been used for all modelling, with initial benchmarking for each linac against normal field size dosimetry (dimensions 4 cm upwards).

Recognising that electron source parameter fine tuning may be required for small fields, further benchmarking of the models has been carried out against unshielded diode measurements of relative output factors (OF) and profiles (mainly IBA/Scanditronix SFD), with verification of profiles using radiochromic film measurements. Careful attention has been given to the control of experimental uncertainties, with one centre (S) fitting a stepper motor driven linear actuator to better position the detector in the water tank, thereby reducing the positional uncertainties by more than half that of the normal water tank drive system. In addition, modelling of the SFD detector has been performed to quantify the perturbation effects of the sensitive volume, material and construction of the detector housing and to separate intrinsic small field dosimetry changes from specific detector perturbation effects.

The fine tuning for small fields has typically shown that a mono-energetic linac electron beam can be used to model the observed behaviour, with this energy selected to within +/- 0.1 MeV (an example being 6.0, 6.1 and 6.2 MeV for the Varian head design). The spatial distribution of the electron beam incident on the target has been established within a narrow range around a Gaussian FWHM = 1.0 mm.
There is some indication that small differences in x and y directions may exist, but it is not fully clear whether this is due to differences or inadequacies in modelling x- and y-collimators, in using a Gaussian source or in real differences in shape and width of the electron beam in the two directions.

A geometrically correct model of the SFD detector has been used to simulate measured small field OFs. For the Varian 6 MV beam (modelled at 6.2 MeV) the percent difference between measured and simulated OFs are found to be within the statistical uncertainty (1.2-1.4%, one standard error) for all but the smallest field sizes. For the nominal 5.0 mm field size the difference is -3.0%, 0.0% and +3.0% at FWHM = 0.100, 0.110 and 0.120 respectively, indicating there is significant sensitivity in OF to source occlusion and therefore the modelled FWHM.

Modelling the SFD detector in an initially simple way, taking into account only the sensitive material and its volume indicates differences due to material composition, but more significantly to density. Modelling relative OFs in a completely water situation and then in a sensitive detector volume in water situation and comparing the two provides estimates for correction factors that can be applied to specific detector measurements. For an SFD in a 6MV beam this correction factor is unity for field sizes above 10 mm, but then falls to 0.99 at 8.5 mm field size, 0.98 at 6.5 mm and 0.97 at 5.0 mm, i.e. a 3% correction to the measured relative OF. Considering the possible variation of actual jaw position, which may be 4.5 mm equivalent field size, results in a correction factor of 4.0%. Uncertainties are estimated at 0.5%. The results indicate that the correction factors are statistically equivalent at depths of 1.5, 5.0 and 10.0 cm, within these uncertainties, and therefore may be easily implemented clinically. However, such correction factors need to be considered with care to ensure consistent sets of dosimetric parameters are used.

Fine tuning is required for small-field MC models, against very careful dosimetry measurements based on clear selection criteria and consistency. Different MC models may be required to give best simulations across the range of conditions for small fields and large fields. Correction factors can be estimated for specific detectors, which can then be applied to raw measurements with those detectors in small radiation fields, but are field size dependent and will require careful consideration in their application to ensure consistent dosimetry for small fields.
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Results of calibration coefficients of plane parallel Markus type ionization chambers calibrated in $^{60}$Co and electron beams
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In Poland, the Markus type plane-parallel chambers (or their substitutes - PPC05 chambers) are most popular. It is due to the fact that radiotherapy centres are mostly equipped with the therapeutic beams analysers „Mephisto” from PTW, which provide Markus chambers. The calibration of plane-parallel chambers are recommended to be done in water, in an electron beam of maximum energy available, usually about 20 MeV, against a cylindrical chamber calibrated in a Co-60 photon beam (cross-calibration). However, the access to medical accelerators is seriously limited due to the heavy patient load. Therefore, a study of calibrating the plane-parallel chambers Markus type in water, in a Co-60 beam, and recalculation of the calibration factor for electron beam of a given energy, were undertaken. Calibration coefficients determined for each chamber both in high energy electron beams and in Co-60 photon beams have been compared.

The material was composed of 36 plane parallel chambers, from 20 radiotherapy centers in Poland, calibrated at the Polish SSDL.

Each chamber was calibrated in two different radiation beams: a) Varian 2300 accelerator (22MeV electron beams, (output 1.2 cGy/MU at 300 MU/min); b) Co-60 Theratron 780/403 (output about 1.0 Gy/min). A dosimeter Keithley Instruments Inc. 6517- A with cylindrical ionization chambers Nuclear Enterprises Technology Limited type 2571 was used as the reference standard. The calibrated plane-parallel chamber and reference cylindrical chamber were placed sequentially in a water phantom from PTW type 4322. The methods of IAEA Code of Practice for Dosimetry TRS 381 and 398 were adopted [1,2].

Mean values and standard deviations (1 SD) of the calibration coefficients of 36 plane - parallel Markus - type chambers established with two methods were:

- in electron beam: $48.67 \pm 0.98$ cGy/nC
- in Co-60 beam: $48.72 \pm 0.99$ cGy/nC

Very small differences in the results (shown in Fig. 1 and 2) for the two calibration methods, confirmed by small standard deviations observed, indicate that these two calibration methods, in the case of Markus -type plane parallel chambers may be used alternatively. The value of this accuracy is in accordance with the IAEA Report TRS 398.

* The study was supported by the Polish National Atomic Energy Agency with the grant No 14/SP/2008.
FIG. 1 Calibration coefficients, in the increasing order, for electron beam calibrations ND, W, Qcross (triangles) and corresponding calibration coefficients for Co-60 beam, recalculated for the 22 MeV electron beam quality (circles); n - chamber number.

FIG. 2 Histograms of calibration coefficients in two different beams, in 22 MeV electrons – front row, and in the Co-60 beam – back row. The shape of the histograms, not following the normal distribution, suggests the manufacturing differences between particular chambers.
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Study of the formalism used to determine the absorbed dose for x-ray beams

The most common codes of practice (IPEMB, Klevenhagen et al 1996; DIN 1996; NCS 1997; AAPM, Ma et al 2001; TRS-277, IAEA 1987) recommend to use the half-value layer (HVL\textsubscript{1}) to characterize x-ray beams generated with potentials up to 400 kVp. In a previous work (Chica et al 2008), we have estimated, for low-energy x-ray beams, the uncertainty in the absorbed dose in water due to the use of HVL\textsubscript{1} as quality index. We found that this uncertainty can be above 11\% in some cases. These values are, by far, larger than the uncertainties stated by the dosimetry protocols above mentioned.

For medium-energy x-ray beams, these are those generated with potentials between 100 and 300 kVp and with HVL\textsubscript{1} values between 0.17 and 4 mm Cu, the protocols propose to calculate the absorbed dose in water as

\[
D_w = M N_K P_Q \left( \frac{\mu_{en}}{\rho} \right)_{w/air}
\]

where M is the reading obtained at the reference depth (2 cm) in a water phantom, corrected to normal conditions of pressure and temperature, NK is the air-kerma calibration factor for the beam quality, \((\mu_{en}/\rho)_{w/air}\) is the ratio water-to-air of the mass energy absorption coefficients averaged over the photon spectrum at the reference depth in water and PQ is a perturbation factor which accounts for the presence of the ionization chamber itself.

The uncertainty in the determination of the absorbed dose in water for medium energy x-rays beams has been estimated. X-ray beams whose spectra were generated with the codes XCOMP5R and SPEKCALC, for potentials up to 300 kVp, were transported using the Monte Carlo code PENELOPE in order to calculate the perturbation factors, for the PTW 30001 ionization chamber, and the mass-energy absorption coefficients needed to determine the dose. The consideration of the half value layer as quality index induces \(~5\%\) uncertainty in the absorbed dose in water. The use of the generating potential or the homogeneity coefficient as a second quality index permits to characterize the beams in a better way and to determine the absorbed dose in water within \(3\%\) uncertainty.
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Cavity theory is fundamental to understanding dosimeter response, and the Spencer-Attix cavity-size dependent extension of Bragg-Gray theory, formulated over 50 years ago [1], is still the most advanced form of cavity theory. However, S-A theory involves several approximations e.g. the electron fluence spectrum in the cavity is assumed to be identical to that in the undisturbed medium down to an energy delta where electrons of this energy can just cross the cavity. When Spencer and Attix developed their theory tools to critically examine such assumptions did not exist; today we have Monte-Carlo codes with electron transport schemes specifically designed to yield accurate results from ion chamber simulations [2-5]. This work describes such an examination, and involves computing the electron fluence down to energies far below that of the S-A cutoff.

Monoenergetic photons of energy 10MeV were incident on an aluminium phantom containing a wall-less air cavity (cylinder, 0.3 cm radius, 2 cm long) at 5 cm depth. The electrons were followed down to 1 keV. Aluminium was chosen as its atomic number (Z=13) is significantly different from that of air, and aluminium-walled ion chambers can easily be constructed.

All MC simulations were performed by using the 2006 version of PENELOPE [3], a general-purpose MC code widely used in dosimetry and medical radiation physics. PENELOPE is a subroutine package which requires a main program. In this work the general-purpose main program provided with the PENEASY package (v.2008-06-15) (Sempau and Badal 2008) [6] was employed. The transport algorithm involves six user-defined simulation parameters for each material. These values correspond to: cutoff energy for each particle type (EABS), C1 and C2 which determine the cut-off energies for the production of hard inelastic and bremsstralung events, respectively, and distance DSMAX, an upper limit on the allowed step length. As explained elsewhere [4, 5] lower values of the simulation parameters yield shorter path lengths, increasing charged particle transport accuracy, for an increase in calculation time. Low parameter values are usually employed in very small regions, such as ion chamber air cavities. In order have the highest possible accuracy in the air cavity, analogue collision-by-collision simulation was performed by setting the C1, C2, WCC and WCR parameters to 0 and the EABS reduced to 1 keV for all particles. Similarly to previous work by Aldana et al [5] two thin “skin” regions were also defined around the air cavity with relatively low parameter values (i.e. for skin 1, WCC and WCR equal to 0.1 keV and C1, C2 equal to 0.01). In the volume of aluminium surrounding the skin regions conventional parameters were assigned.

The following quantities have been computed:

1. Absorbed dose (per incident photon) in a “cavity” in the uniform aluminum medium with dimensions identical to the air cavity.
2. Absorbed dose (same normalisation) in the air cavity.
3. The Spencer-Attix stopping-power ratio for a cavity of these dimensions.
4. Absorbed dose in the air cavity computed according to:

\[ D_{\text{air}} = \int_{E_0}^{E} \left[ (\Phi_E^{\text{tot}}(E))_{\text{air}} \left[ L_\Delta(E)/\rho \right]_{\text{air}} dE + \left[ (\Phi_E^{\text{coll}}(\Delta))_{\text{air}} \left[ S_{\text{coll}}(\Delta)/\rho \right]_{\text{air}} \right] \Delta \right] \]
where the electron fluence, differential in energy, is that in the air cavity, and the lower limit of the integration, \( \Delta \), is chosen to be much lower than the Spencer-Attix cutoff \( \Delta_{SA} \).

5. The electron fluence spectrum in the air and aluminum cavities, down to 1 keV.

Figure 1 shows clear differences between these two fluences at energies below around 3 keV.

**FIG 1**: Electron fluence spectrum in the air (AIR), and aluminium cavity (ALU) down to 1 keV. MC data uncertainties are within 0.3% (1 sigma) for ALU and within 4% (1 sigma) for AIR.
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Small luminescence point-detectors coupled to optical-fiber cables (typically 1 mm diameter and 15 m length) may be used for medical dosimetry. Currently, the main luminescence materials are $\text{Al}_2\text{O}_3$:C and organic scintillator materials. The potential applications include, for example, online in vivo dose verification during remotely afterloaded brachytherapy [1], in vivo time-resolved IMRT dosimetry [2,3] and dose-per-pulse measurements in megavolt x-ray beams [4].

In the present work, we specifically explored the use of a new readout protocol for $\text{Al}_2\text{O}_3$:C for accelerator characterization measurements, and eventually, small-field dosimetry in external beam radiotherapy. $\text{Al}_2\text{O}_3$:C can in principle be used for radioluminescence (RL) dosimetry as well as optically stimulated luminescence (OSL) dosimetry. In the new readout protocol, however, we have eliminated the OSL readout. The main advantage of this so-called saturated RL protocol compared with the combined RL/OSL readout protocol is that it provides an RL sensitivity which is almost constant. Furthermore, the new readout protocol is much simpler and faster to use in the clinic. In contrast to the main organic scintillators, it is noteworthy that the RL signal from $\text{Al}_2\text{O}_3$:C has a long luminescence life-time which allows for almost complete removal of any interference from light generated in the optical fiber cable due to stray radiation from pulsed beams [3].

Measurements were conducted in a 6 MV beam (Varian iX linear accelerator, USA) using a solid-water phantom (type 457, Gammex, USA) and a 2 mg $\text{Al}_2\text{O}_3$:C crystal (Landauer inc, USA) attached to a PMMA optical-fiber cable. The data acquisition system recorded both the RL signal from the $\text{Al}_2\text{O}_3$:C and the number of accelerator gun pulses (deduced from the so-called target current signal).

The new RL-protocol with saturated $\text{Al}_2\text{O}_3$:C was found to be highly sensitive ($\sim5\times10^6$ counts pr. Gy) and doses in the range from 10 mGy to above 15 Gy could be measured using a single calibration factor. The reproducibility of the raw RL signal was less than 1% relative standard deviation. The RL sensitivity was found to change by approximately -0.5% pr. 100 Gy. Figure 1 shows, as an example, the response to 63 irradiations (25 MU, 100 source-to-surface distance, 10x10 cm$^2$ field size) with the $\text{Al}_2\text{O}_3$:C probe at 10 cm depth. The relative standard deviation was about 0.5%. For three of the irradiations (irradiation no. 1, 27, and 46) we noted, however, that the response deviated by approximately 2% from the mean. These deviations coincided with irradiations with a low number of gun pulses, and the data therefore may reflect accelerator variability during the 1.3 h period it took to deliver the 63 irradiations.
FIG. 1. Top panel: Measured doses for 63 assumed identical irradiations (25 MU, 6 MV, 10 cm depth). Bottom panel: The corresponding number of accelerator pulses for each irradiation. Irradiation no. 1, 27, and 46 were preceded by delays in the sequence of irradiations by about 10 minutes.
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Absorbed dose at a point on the central axis is fundamental to the planning, measurement and delivery of megavoltage photon external beam radiotherapy. Particularly in small fields, measurement at a point becomes quite challenging, and it may be interesting to consider instead the use of integral quantities such as Dose Area Product. For instance, it turns out that a plot of percentage DAP as a function of depth (PDDAP) retains a sensitivity to the incident beam energy which is comparable to that of the more familiar plot of CAX percentage depth dose. However unlike PDD data, the PDDAP plot is relatively insensitive to SSD, to field size, and even to field shape.

Tissue Phantom Ratio, TPR_{20/10}, is widely used as a beam quality parameter in reference dosimetry protocols, but their extension to non-reference fields is made more complicated by the associated field size dependence of TPR. The properties of DAP make it natural to consider whether DAP Ratio, DAPR_{20/10}, may be useful as a beam quality parameter. In particular, one can expect DAPR to be insensitive to SSD, to field size and field shape, while retaining a sensitivity to beam energy comparable to that of TPR. Such a beam quality parameter should take essentially the same value for all the fields contributing to an IMRT plan, provided only that the plan is composed of fields of a single beam energy and having the same beam filtration. In that case, DAPR could qualify as a beam quality parameter, associated with the IMRT plan itself, for the purpose of dosimeter calibration in terms of absorbed dose. Specifically, the calibration coefficient under reference conditions would be expressed as a function of DAPR and evaluated for the measurement in an IMRT plan at the DAPR value associated with the fields composing that plan.

However an analysis of the residual small variations in DAPR associated with field size and shape suggests that these are not correlated with changes in beam quality in a way that would predict changes in dosimeter calibration. The situation is similar to that of TPR_{20/10} when considering the effect on ion chamber calibration of varying beam filtration at fixed energy. Accordingly, a second integral quantity is defined which is the ratio of DAP, at a depth of 10 cm in water, with and without an additional 1 cm thickness of lead placed upstream of the water. This lead attenuation factor may be combined with DAPR in a beam quality index which has the required correlation with the effective stopping power ratio, in phantom, averaged over the beam. This beam quality index can be used for the purpose of dosimeter calibration in IMRT.

Measurements have been made of DAP, percentage depth-DAP, DAPR and the lead attenuation factor in a solid water-equivalent phantom using a large area PTW 34070 transmission monitor chamber. The measured sensitivity of DAPR and TPR to nominal beam energy is shown in Figure 1, and the insensitivity of DAPR to field size and shape is shown in Figure 2. Results will also be presented for measurements of DAP, PDDAP and DAPR, made in a water phantom using a PTW 34070 Bragg Peak chamber.
FIG. 1. Variation of beam quality indices TPR20/10 and DAPR20/10 with nominal beam energy in an Elekta Synergy linear accelerator.

FIG. 2. Lack of variation of beam quality index DAPR20/10 with field size for 6MV x-rays in an Elekta Synergy linear accelerator.

REFERENCE

Measurement and modelling of electron beam profiles and calculation of graphite calorimeter gap corrections and ion chamber wall perturbation factors for the NPL Elekta Synergy linear accelerator

M Bailey, D R Shipley

National Physical Laboratory, Teddington, United Kingdom

E-mail address of main author: mark.bailey@npl.co.uk

In addition to the seven x-ray beam qualities available on the Elekta Synergy Digital Linear Accelerator recently installed at NPL, there are ten available electron beam qualities. Up to nine of these will be in common use enabling NPL to provide absorbed dose calibrations for the full range of electron beam qualities currently in therapeutic use in the UK. This will largely remove the need for the extrapolations required for calibrations carried out on NPL’s aging research linac facility.

During commissioning exercises, depth-ionisation measurements were made using a Scanditronix NACP-02 parallel-plate ionisation chamber, and validated Monte Carlo models of the electron beam source are required for each electron beam quality, for the calculation of gap corrections for primary standard graphite calorimetry and wall perturbation factors for hospital ionisation chamber calibration services.

![Graph showing depth-dose curve](image-url)

**FIG 1:** Example depth-dose curve calculated using DOSRZnrc/BEAMnrc (blue) compared with measured values, for mean electron energy 12.57 MeV, with FWHM 2.5 MeV

EGSnrc [1] -based calculations were performed using DOSRZnrc and DOSXYZnrc, with water-air stopping power ratios calculated using SPRRZnrc, all with a full BEAMnrc [2] model for the clinical linac head (see Figure 1). The NPL Grid [3] was used for many of these calculations, enabling a calculation taking many hundreds of CPU hours to be performed in just a few hours.
It is important to compare these results with those obtained using the current IPEM electron radiotherapy dosimetry code of practice [4] (see Figure 2) since the equations presented in the code of practice were obtained using Monte Carlo calculations using EGS4-based codes in 1995 [5,6]. EGSnrc contains more complete physics, particularly in relativistic spin interactions and in the Bhabha and Moller cross-sections for electron and positron scattering and there had been errors in the physics for these cross-sections until 1996 [7].

![Figure 2: Depth of peak dose on axis in reference field (R_{100,D}) against depth of 50% dose (R_{50,D}) for NPL Elekta Synergy linac, showing comparison with equation of Burns et al [2].](image)

The results of calculations of the gap corrections for the primary standard absorbed-dose graphite calorimeters and wall perturbation factors for parallel-plate ionisation chambers designated in the IPEM electron radiotherapy code of practice will be presented.
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Measurement and modelling of beam profiles in small fields produced by a 2.5 mm microMLC
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A pre-production Apex\textsuperscript{TM} add-on microMLC (Elekta, Crawley), having double focussed leaves and a projected leaf width of 2.5 mm, was fitted to an Elekta Synergy linear accelerator and aspects of its performance investigated at 6 MV, 10 MV and 18 MV.

Beam profile and output factor measurements were performed in an IBA Blue Phantom\textsuperscript{2} using a stereotactic SFD diode, a PTW 60012 unshielded diode, a PTW31014 pinpoint chamber, and a PTW microLion liquid filled ion chamber, and in air using the stereotactic diode fitted with a brass build-up cap. Additional measurements were made using GafChromic EBT and EBT2 films in a solid water-equivalent phantom. The x-ray beams used the standard Elekta beam flattening filters and were collimated with the Apex\textsuperscript{TM}, using the 80 leaf MLCi and backup diaphragms to set a 12 cm x 14 cm field. The resulting beam profiles and output factors may be represented by a multi-source fluence model consisting of a geometrically small direct beam component and an extended (extra-focal) indirect source component. This model was validated by small field measurements in which the 80 leaf MLCi was set give a “primary” collimation smaller than the default size, 12 cm x 14 cm, thereby reducing the contribution from the indirect source component.

Some beam profiles measured with the SFD diode in water are presented in figure 1, which shows the variation in one leaf bank penumbra as the field size is reduced and penumbrae overlap. Further results of measurement and modelling of beam profiles, output factors and isodose contours will be presented for a range of small and irregular fields with overlapping penumbrae.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{SFD diode-measured single leaf bank penumbra profile, for various opposing leaf bank positions.}
\end{figure}
Secondary electron perturbations in Farmer type ion chambers for clinical proton beams

H. Palmans

National Physical Laboratory, Teddington, United Kingdom

E-mail address of main author: hugo.palmans@npl.co.uk

Introduction
Dosimetry of proton therapy has reached a reasonable level of consistency with the introduction of absorbed dose based protocols by the IAEA [1] and the ICRU [2]. Both recommendations adopted the assumption from earlier recommendations that ion chamber perturbation factors in proton beams are unity for all ionisation chamber types. However, early experiments [3, 4] indicated a difference in response of up to 2% between ion chambers with a graphite wall and those with an Al150 tissue equivalent wall. A later experiment [5] demonstrated that Farmer type chambers with graphite and Al150 walls exhibit on average a difference in response of 0.5%. Monte Carlo simulations [6] showed that secondary electrons are responsible for this effect but the uncertainty of those simulations was rather large due to limitations in available computation time and they were performed with EGS4.

Another potential issue is the central electrode effect of chambers with an aluminium central electrode. Two experimental papers indicate that the perturbation factor due to the aluminium electrode is unity within the experimental uncertainties [4, 5]. No Monte Carlo simulations have been reported on this. It is worth to note that in high-energy electron beams, the presently accepted value of the aluminium central electrode perturbation factor is 0.998 [1].

Method: Monte Carlo simulations
Simulations of electron transport were performed assuming that the proton spectrum over the geometry of the cavity geometry does not change. This can be retrospectively justified if the resulting perturbation factors are only slowly varying as a function of energy. The modelled geometry is a cylinder with length 24 mm, diameter 6.4 mm and wall thickness of 0.38 mm, i.e. dimensions close to that of Farmer type chambers. Both graphite and Al150 as wall material is modelled. The central electrode was modelled as a 1 mm diameter and 20 mm long cylinder at the centre of the cavity protruding from its base. Electron recoil spectra in the cavity, central electrode, wall and surrounding water are calculated from the Bhabha cross section and based on the electron density in each medium. Electron transport through the geometry is simulated using DOSRZnrc for either isotropic internal electron sources or more realistic sources accounting for a simplified angle-energy double-differential distribution of recoil electrons (for which a modification to the code was required). These can be considered as two extremes.

Results
FIG. 1. shows the resulting wall and central electrode perturbation factors as a function of incident proton energy. The wall perturbations are energy dependent and increase from unity to about 1.004 for an Al150-walled Farmer chamber and decrease from unity to about 0.998 for a graphite walled Farmer chamber. This is in good agreement with the experimental ratio of about 1.005 observed for the same geometries in an 75 MeV proton beam [5]. The central electrode perturbation factor for a 1 mm diameter aluminium electrode in a Farmer decreases from unity to about 0.998. This is consistent with experimental data [3, 5] as shown in fig. 1. although the experimental uncertainties do not enable to resolve the 0.2% effect.
FIG. 1. Wall perturbation correction factors calculated in this work for a Farmer geometry with graphite and A-150 tissue equivalent plastic walls (left) and central electrode perturbation correction factors for a Farmer geometry with a graphite wall and aluminium central electrode (right).
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Ionization chamber of variable volume and the uncertainties in the chamber positioning
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The present work is aimed at determining the uncertainties on positioning (leveling and alignment) of a free-air ionization chamber with variable volume as a primary standard in X-rays low energy beams. Usually, the ionization chamber has to be positioned perpendicular to the beam. For sure, this positioning shall hardly be 100\% perpendicular, otherwise it will induce the beam in the chamber to be inclined, thus modifying the beam’s form and sensible volume, and, consequently, generating an uncertainty. The accessories used to achieve that goal were described in the material and methods of the extended version and the results are in accordance with the precision metrological mechanics, which leads to deduce that adopted procedures are viable.

Positioning procedure of the ionization chamber (alignment and leveling): The chamber alignment system consisted of an automatic table of x, y and z coordinates, installed in front of the radiation source. In order to guarantee the correct perpendicularity of the chamber, the laser at the bottom of the room was aimed to the center mark that was machined at the center of the steel stem of the assemblage, which was centered with the collimators support by means of flanges. The bottom laser was then directed to the x-axis at the preexisting center mark behind the chamber (the alignment of various points is the operation that considers putting all of them at the same straight line. The laser beam has constant dimension at large lengths, which made it applicable to the industrial laser applications) \cite{3}. After these actions were performed with an assemblage of mirrors at 90\°, it was obtained the perpendicularity of the two lasers on the opposite lateral walls to the room bottom laser. So as to guarantee the frontal chamber alignment, it was projected and manufactured an adaptable delimiter flange on the nut that fastened the collimator at the chamber, allowing the positioning of the diameter focus of the lasers of the lateral opposite walls in the edge of the trims machined in the acrylic flange. Occurring a coincidence of the two lasers of the lateral trims in the edges with dots diametrically opposite in this flange (as the laser is frequently used to great distances alignments, it is indispensable to study the laser’s beam propagation with the possible previsible perturbations and their consequences in the expected results) \cite{3}, which was not considered in the present work, thus enabling the obtention of the alignment at the horizontal plan of the chamber. The uncertainties as to the alignment and leveling at the horizontal and vertical plans will be respectively described afterwards.

Current chamber positioning (leveling): Once the previous stage was observed and using the same table of coordinates, and also sustaining and keeping the chamber alignment with its central axis to the focus of the wall laser at the bottom of the room, a bubble level was used on the ionization chamber body, having the chamber level visually adjusted with a shim.

Positioning uncertainties (alignment and leveling): Once the assemblage (dial indicator-flange stem of steel) was calibrated and the previous steps were carried out, the procedure adopted to quantify the longitudinal variations in the positioning of the chamber as to uncertainties consisted in positioning the dial indicator (instruments used to accurately measure small linear distances) \cite{4}.  

311
A regular dial indicator measured linear displacement along the axis of the indicator [2]. The stem extremity of the dial indicator was positioned against the interface of the external perimeter of the collimator nut and the acrylic flange, on whose face there was a extreme trimmed dot marked and stipulated as dot 0° in the flange adaptor, and the stem extremity of the dial indicator was mechanically moved towards the aperture perimeter of the chamber collimator nut. The chamber collimator nut was addressed towards the dial indicator pointer up to the pointer reached zero in its scale, since the assemblage was previously calibrated at a height trace, which meant that the collimator nut was at a nominal distance focus chamber of 500mm. In order to follow the mechanism of the coordinates of the table moves, the ionization chamber in the vertical plan made the pointer dial indicator ran from 0°, to 90°, 180° and 270° sequence dots. In these four dots diametrically opposite and in the axis X-X’ (horizontal) and Y-Y’ (vertical), there were performed four series of ten measurements with the pointer dial indicator. All these measurements were carried out around the aperture perimeter of the chamber collimator nut. These ten measurements were taken by repositioning ten times the ionization chamber. The data thus obtained were converted under the form of relative uncertainty standard in the positioning (alignment and leveling) Equation 1 [1].

$$U(\%) = \frac{S}{\sqrt{n}} \times 100$$  

(1)
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Contributions of the different ion chamber walls to the fluence perturbation in clinical electron beams: A Monte Carlo study of the NACP-02 parallel-plate chamber
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Parallel-plate ionization chambers are widely used and highly recommended in clinical electron dosimetry. They are constructed to minimize possible electron fluence perturbations due to the presence of the chamber walls and the air-filled cavity itself, therefore the wall correction factor $p_{\text{wall}}$ is assumed to be unity in all current dosimetry protocols [see e.g. 1] independent of electron energy and depth.

Already early experimental investigations have given considerable evidence that the perturbations are not always negligible [2]. Especially the back wall was identified as a source of fluence perturbation as the electrons that are backscattered from the rear wall make a significant contribution to the dose within the active volume of the chamber. The influence of different backscattering materials behind the cavity of parallel-plate chambers was experimentally investigated by Hunt [3] et. al. and Klevenhagen [4]. According to their results, the electron backscatter is proportional to the atomic number of the scatterer and inversely proportional to the electron energy. Especially the rear wall of the NACP chamber is quite massive (thickness: 5.6 mm) and consists of graphite, which has an atomic number $Z = 6$ which is about 10% smaller than the effective atomic number of water. So the wall perturbation concerning the back wall directly reflects the backscatter deficiency due to the back wall of the NACP chamber. Several years ago McEwen [5] reinvestigated the backscattering of different parallel-plate chambers in clinical electron beams and determined the wall perturbation correction due to the rear wall of the NACP chamber experimentally (see fig. 1).

Monte Carlo simulations are a good tool for investigating perturbation corrections of ionization chambers. For the NACP chamber several studies have been performed during the last years [see e.g. 6]. In all studies the wall perturbation for the whole chamber was calculated, resulting in significant larger values than those measured by McEwen. In the light of these discrepancies we performed Monte Carlo for the NACP chamber using the EGSnrc code calculating the contributions of the different chamber walls to the wall perturbation correction of the NACP chamber. The chamber was modeled in detail according to data given in literature [7] and was positioned with its reference point at the water equivalent depth $z_{\text{ref}}$ within a water phantom. In figure 1 the wall perturbation correction for the whole chamber ($p_{\text{chamber}}$) and the contributions from the rear ($p_{\text{wall}}$) and side wall ($p_{\text{side}}$) as a function of the electron energy specifier Rs0 is given. The data clearly show, that the perturbation due to the side wall is not negligible, despite the fact, that the NACP chamber is known as a "well guarded" ionization chamber. The contributions of the side wall to the wall perturbation correction may as as large as 0.7% for low electron energies.
FIG 1: Contributions of the different chamber walls of the NACP-02 parallel-plate chamber to the wall perturbation correction $p_{\text{wall}}$ at the depth $z_{\text{ref}}$ as a function of the electron energy specifier $R_{50}$. The open circles represent the experimental data for the rear wall taken from [5].
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Dosimetry for small size beams such as IMRT and stereotactic radiotherapy: Is the concept of the dose at a point still relevant? Proposal for a new methodology
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Solving the problem of traceability of the absorbed dose to the tumour for the radiation fields of small and very small dimensions, like those used for new treatment modalities usually results in the use of dosemeters of much smaller size than those of the beam.

For the realisation of the reference in primary standard laboratories, the absence of technology likely to produce primary (absolute) small-size dosemeters leaves no possibility for the direct measurement of the absorbed dose at a point and implies the use of passive or active small-size transfer dosemeters to derive from the reference values in classical conditions (field size 10 x 10 cm²) those used for radiation fields of smaller size.

This paper intends to introduce a new kind of dose quantity for radiotherapy similar to the mean Dose Area Product concept used in radiology. For radiotherapy, the reference in terms of “absorbed dose on the whole surface of the beam” would be measured using a graphite calorimeter of a larger surface than the beam. This quantity would be used to calibrate a large surface plane-parallel ionization chamber used as a working standard. This concept is complementary to the classical one based of the absorbed dose at a point since it can only be used for small irradiation fields. The large surface instruments, the graphite calorimeter as well as the plane-parallel chamber does not exist for the moment. To check the feasibility of this new approach at LNHB, a small additional collimator has been built with a diameter of about 0.5 cm. This radiation field can be measured with the existing graphite calorimeter (GR9) and working standard such as plane-parallel chambers. The profile of such a beam has been measured at 12 MV on the Saturne 43 LINAC at LNHB, the calorimetric measurements are in progress. Such a new concept has to be propagated through the metrology chain, including the TPS, to the calculation of the absorbed dose to the tumour.
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In 2006-2007 occurred the Toulouse accident that impacted 145 patients treated by stereotactic radiation therapy (SRT) for head disease. The technical expertise performed by the Institute of Radiation Protection and Nuclear Safety (IRSN) revealed that it was due to an error made during the commissioning of the installation of a Novalis system: the measurement of the scatter factors for the beams defined by the BrainLAB m3 micro MLC has been made using an inappropriate detector (a Farmer type ionisation chamber). This led to the overdose of all patients going until 200% [1]. Besides that, BrainLAB informed the IRSN that the values of the scatter factors measured by the users of the Novalis system around the world varied from 0.4 to 0.68 for the beams collimated with the 4 mm diameter cone, what represents a spread greater than 50%.

Because of these facts, the French authorities asked the IRSN to set up a working group (WG), in collaboration with the French Society of Medical Physicists (SFPM) in order to establish a national protocol for the determination of the absorbed dose in very small photon beams.

The WG first made a national survey to know the current practices in the French centres regarding beam commissioning of the small beams used for SRT. Results showed that in 2008, the irradiation technique more used in France for delivering stereotactic beams was a linear accelerator with the BrainLAB m3 micro MLC (integrated or added to the machine), and that the detector more used for measurement of scatter factors was the PTW Pinpoint chamber 31006.

The survey has also revealed that most physicists followed the recommendations of the manufacturers regarding the choice of the detector while those recommendations were not always appropriate. For instance, for the measurement of the scatter factors, BrainLAB recommended to use a “medium size detector” (Pinpoint ionisation chamber with a volume equal or smaller than 0.03 cm³) for all field sizes and Accuray recommended the use of the PTW 60008 diode for the Cyberknife. A review of the international literature on the subject shows however that a Pinpoint chamber and a PTW 60008 diode respectively underestimates by about 10% and overestimates by about 5% the measured dose in the smallest field sizes (~5 mm). None of the manufacturers encouraged physicists to use different kind of detectors in order to compare the results and have an eye criticizes on them.

For similar irradiation conditions (6 MV RX; BrainLAB m3 microMLC; SSD = 1000 mm; z = 50 mm), the spread of the measured values of scatter factors was around 5-10% for field sizes equal or greater than 12 mm x 12 mm and around 30% for the smallest field (6 mm x 6 mm), in agreement with the international literature.
The measurement uncertainty is a combination of uncertainties due to the size and the composition of the detector, the positioning and the centering of the detector, and the drift of the response.

The WG began a campaign of measurements of the data needed to characterize the small beams for different kinds of stereotactic systems delivering X-ray beams (standard linear accelerators with additional micro MLC, Novalis, CyberKnife). The response of commercial detectors that are usually used in the radiotherapy centres (different Pinpoint chambers and stereotactic diodes) are analyzed together with more particular but a priori more adapted detectors (various types of tissue equivalent solid state detectors).

First results have shown that regarding irradiation conditions using a micro MLC, additional uncertainty comes from the jaws’ aperture and centering (1-2 mm): possible large errors (until -20%) on measured scattered factors can occur if jaws are a little inside the MLC field (example with a Novalis, miniMLC, field of 6x6 mm2). A systematic few millimetres withdrawal of the jaws outside the field defined by the leaves of the MLC allows one to get free from the problem. Such a recommendation was inserted in the BrainLAB Physics Technical Reference Guide issued at the end of 2008.

Another early result was that the unshielded SFD stereotactic diode better estimates the dose in the smallest fields (below 10 mm) then PTW diodes do; however, the SFD diode seems to present small diverging response in larger fields as compared to tissue-equivalent detectors.

Measurement uncertainties in small fields are not the sole problem for correct determination of the dose delivered to the patients in stereotactic radiotherapy. Indeed, one has also to take into account the uncertainties and errors due to the limits of usual algorithms for calculation of the absorbed dose in highly heterogeneous medium. It has been shown that possible large error (+10%) can occur using the Raytrace algorithm in case of lung heterogeneity (treatment with CyberKnife, 20 mm diameter beams) [3], and that the error increases when field size decreases [4]. Nevertheless, more sophisticated algorithms like Monte Carlo, able to manage correctly the dose calculation in non equilibrium electronic conditions, were not yet used in France in 2008.

Following the publication of the WG report [2], a series of measures have been taken in France to improve the knowledge and the control of the dose in small fields, including an IRSN R&D project in dosimetry and an official support of the development of a metrology standard for small fields at the LNHB laboratory in Saclay.
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The use of intensity modulated radiotherapy (IMRT) has increased significantly since its clinical introduction in the 1990's and is used in most modern radiotherapy departments today. In IMRT the patient can be irradiated with fields that are significantly different in size and shape from those used in conventional external beam radiotherapy, posing a severe constrain to the applicability of the classical 10 cm x 10 cm reference field for beam calibration used in dosimetry codes of practice and protocols such as AAPM TG-51 and IAEA TRS-398 [1, 2]. An international working group has suggested a formalism for the reference dosimetry of small and nonstandard fields [3] which introduces a new concept for reference field for IMRT, a so-called plan class specific reference (pcsr) field. The pcsr field can be a 4D delivery sequence, similar to an actual clinical treatment delivery and different treatment sites could use different pcsr-fields, to ensure a close similarity with the actual clinical conditions for each site. One important concern with the new formalism is to establish criteria for suitable pcsr-fields, which should both be close to the clinical plans in the given plan class and deliver a uniform dose to a volume exceeding the dimensions of a reference detector. The aim of this work is to develop an analytical and unbiased method to find a generic treatment plan from a group of plans in a given plan class which could become a possible pcsr field. Prostate treatments have been chosen for the analysis.

Thirty one IMRT treatment plans used to treat cancer patients at the Uppsala University Hospital were considered in the study. The patients included in the study had target volumes including the prostate and the regional lymphnodes in the pelvic region. The treatments had been planned by medical physicists and nurses on a Nucletron Oncentra MasterPlan system and delivered on an Elekta Precise linac with a nominal energy of 6 MV and fitted with a 80 leaf MLC. A step-and-shoot technique was used. The mean number of segments per plan was 70, ranging from 63 to 83, using seven gantry angles. The corresponding DICOM-RT treatment plan files containing the information on the irradiation parameters such as gantry angles, collimator positions and monitor units were analyzed using MATLAB functions specifically designed for the project. These functions iterate through the segments in the same order as they are delivered to the patient, i.e. for the first gantry angle the first segment is examined, then the second segment for that angle and so on. For each segment the positions of the MLC and jaw collimators are determined collimator by collimator.

The weighted mean and median of the collimator positions, using the number of monitor units as weighting factors, were calculated from the input plans to generate potential pcsr fields. The weighted median provided a more compact pcsr, with a smaller number of segments of reduced contribution, than the mean calculation. The results were transferred back to DICOM-RT files for input to the TPS and dose calculations on an IBA IMRT phantom were performed. The calculated plan created by the MATLAB functions have many segments and only the first few contribute significantly to the total dose, due to the many segments of small size and with few monitor units.
To investigate the possibility of generating simplified pscr's, segments with varying level of dose delivered were filtered out from the pscr (FIG 1) and the dose re-calculated with the TPS for the modified configuration (FIG 2). In all cases, the calculated dose distributions show regions of dose homogeneity in the central part of the phantom that are considered suitable for an experimental absorbed dose determination (work in progress).

**FIG 1.** Simplification criteria for the weighted median plan. Each marker represents one segment. The dashed lines represent the four values of $X_{\text{med}}$: $1 \times 10^4$, $5 \times 10^4$, $1 \times 10^3$ and $5 \times 10^3$.

**FIG 2.** Calculated dose distributions in the IMRT phantom from the weighted median plan simplified with $X_{\text{med}} = 1 \times 10^4$. The dose is normalized to the isocenter and the difference between two adjacent isodose lines is 5 percentage units. Sagittal and coronal views are shown on the left.

**REFERENCES**


Posters relating to
Reference Dosimetry and Comparisons in
Brachytherapy
Calibration of $^{192}$Ir sources used for high dose rate remote afterloading brachytherapy

M. Asghar, S. Fatmi\textsuperscript{1}, H. Mota\textsuperscript{2}, S.A. Buzdar\textsuperscript{3}, M. Afzal \textsuperscript{3}

\textsuperscript{1}Bahawalpur Institute of Nuclear Medicine & Oncology (BINO), Bahawalpur, Pakistan.
\textsuperscript{2}Radiation Oncology - CMC NorthEast, NC, USA.
\textsuperscript{3}Department of Physics, the Islamia University of Bahawalpur, Pakistan.

E-mail address of main author: asghargadhi@gmail.com

The effectiveness and safety of brachytherapy treatment is mainly concerned with the calibration of sources and their traceability to Internationally accepted Standards. For brachytherapy sources vendors assign large uncertainties to their stated calibration values, in some cases up to ± 10\% \cite{1}. Independent verification as well as exact measurement of source strength is quite significant in order to assure the quality of brachytherapy treatment. This work has been carried out to calibrate the High Dose Rate (HDR) $^{192}$Ir sources.

Since SSDL does not offer calibration of ionization chambers with Gamma-ray spectrum of $^{192}$Ir High Dose Rate source, an interpolation procedure is employed \cite{2}, using calibrations above ($^{60}$Co, 1.25MeV) and below (135 kV X-rays, 61.1 keV) the exposure-weighted average energy (397 keV) of $^{192}$Ir. Using this chamber HDR $^{192}$Ir source has been calibrated by free in-air measurement technique and then this calibrated source has been used to calibrate well-type ionization chamber.

For in-air measurement technique; scatter correction factor, non-uniformity correction factor, and correction for the attenuation of primary photons in air and for well-type chamber measurements; calibration factor, sweet point (point of maximum response), and recombination correction have been determined.

Difference between the successive measurements with in-air measurement technique remained within ± 1\%, and that between in-air measurement and manufacturer remained within ± 3\%, and the difference between in-air measurement and well-type chamber remained within ± 1\%. Comparison between well-type measurements and manufacturer values shows differences less than ± 2\%. Comparison among values of reference air kerma rate obtained by in-air measurements, well chamber measurements and vendor’s certificate are shown in figure 1. All these differences are within the acceptable tolerance limits. This method can be used by brachytherapy community to calibrate their sources and to ensure the traceability of calibration.

Constaney checks of well-type chamber has been carried out after the interval of one month under Co-60 beam in reproducible position and result closely match with the accepted values ±1 \% \cite{3}.
Graph among $K_R (m)$, $K_R (mw)$, and $K_R (c)$

**FIG 1:** Comparison among values of reference air kerma rate obtained by in-air measurements, well chamber measurements and vendor's certificate.
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Current dose specification practices in brachytherapy introduce significant dose calculation errors by failing to account for heterogeneities such as tissue-air interfaces, shielding in applicators and tissue composition variation. Dose perturbation due to applicator shielding especially could be dramatic with differences as high as 50% [1,2] and should be adequately accounted for in order to avoid some adverse radiobiological effects.

The Convolution and Monte Carlo techniques have become critical tools for the development of new technologies in radiotherapy and are now becoming more affordable owing to the reduction in the costs of computer hardware and software. These techniques have been clinically validated using external beam radiotherapy dose calculation algorithms and seem to be the panacea for heterogeneity corrections. By making use of analytic and Monte Carlo generated kernels, a Fast Fourier Transform (FFT) convolution model for external beam radiotherapy has been adapted to incorporate heterogeneity corrections in brachytherapy applications. The algorithm is being tweaked to direct Monte Carlo outputs so as to maintain the computational time efficiency of the FFT, whilst taking advantage of the accuracy in the Monte Carlo method (the gold standard for accurate dose calculations in radiotherapy). With the main objective of this work being improved accuracy, we considered unoptimised dose distributions, starting with the establishment of a convolution model for the calculation of the dose rate distributions at points \( r \) in a homogeneous medium of water within the vicinity of a system of brachytherapy sources, each of air kerma strength \( S_k \), as

\[
\dot{D}_h(r) = \sum_{r'}[\delta(r')]f(r-r')
\]

\( \delta(r') \) explicitly accounts for the discrete positions of the sources at \( r' \) in space \( \delta(r') \in (0,1) \)

The Monte Carlo generated convolution kernel

\[
f(r-r') = \frac{\dot{D}_h(r)}{S_k} = \frac{\dot{D}_h}{N S_{k\ell}}
\]

was derived by introducing a dosimetry quantity \( S_{k\ell} = \frac{S_k}{N} \), \( N \) being the rate of change of the initial number of photons emanating from the brachytherapy source

If \( \dot{D}_{ket}(r) \) is the perturbation in dose rate due to the heterogeneities then the corrected dose rate was given by

\[
\dot{D}_h(r) = \sum_{r'}[\delta(r')]f(r-r')
\]
\[ D_R(r) = D_u(r) + D_{het}(r) \]  

(3)

To take advantage of FFT, the same kernels must be used throughout the medium, suggesting that the sources were all oriented in the same sense. This has not been the case in clinical practice therefore a hybrid approach, based on FFT and the TG 43 formalism [3] has been developed for obtaining the homogeneous component of the dose rate.

Dose formulae [4,5] for correcting heterogeneities in external beam radiotherapy based on the FFT formalism have been transformed to dose rates for correcting heterogeneities in brachytherapy geometries as

\[ D_{het}(r) = \sum_k \rho_w \left[ \frac{1}{S_{ht}} \right] \frac{1}{2} \rho_c(r') \]  

(4)

where \( f_e^c \) is an analytically generated correction kernel given by

\[ f_e^c = \frac{d\sigma}{d\Omega} e^{-\mu_e(r')} \frac{1}{r - r'} E_x(\theta) \frac{\mu'_m(\theta)}{\rho} \]  

(5)

\( E_x \) is the energy of the scattered photon at a scattered angle \( \theta \)

\( \frac{d\theta}{d\Omega} \) is the differential scattering cross section per unit solid angle

\( \frac{\mu'_m}{\rho} \) is the mass absorption coefficient of the scattered photon.

\( \mu'_w \) is the linear attenuation coefficient of water at the scattered photon energy

\( \rho_w \) is the electron density of water in electrons per unit volume

\( \rho_c(r') \) and \( \rho_e(r) \) are relative electron densities at points of interaction and dose deposition respectively

A function \( f(het,s) \) was introduced to account more accurately for the geometries, composition, distribution and the quantities of the heterogeneities in the medium as well as the geometrical configuration and the distribution of the sources in space so as to obtain the perturbation in dose rate by the heterogeneities as

\[ D_{het}(r) = f(het,s) D_{het}(r) \]  

(6)

Using data obtained by the Monte Carlo method as benchmark, a mathematical relationship is under development to parameterise the differences between Monte Carlo and FFT as the function \( f(het,s) \). The sensitivity of the output against the independent variables in the function will be assessed to cast the function in the simplest form, whilst not unnecessarily compromising the robustness and accuracy of the model.

After putting the model on a sound footing, a wide range of real clinical implants will be used to run test cases and in performing calculations with fine spatial resolution to consider further modifications. Finally theoretical calculations will be confirmed with measurements in phantoms and all results (theoretical, simulations and experimental measurements) integrated to fine tune the models.
Improved accuracy in dose computation could only be appreciated on the basis of efficient and precise prediction of the biological effects of therapy. The sensitivities of selected radiobiological parameters with the dose calculation errors will therefore be evaluated to assess the direct clinical impact of our algorithm. This work forms the basis for the unification of physical and biological dosimetry, supposedly, starting from the construction of tumour growth models, through physical radiation dosimetry models and the response of the tumours and normal tissues (notably organs at risk) to radiation with the FFT formalism being a common parameter at all stages of the development. This approach seeks to optimise speed, efficiency, accuracy and precision in the computational techniques being adopted for improved patient cure and survival rates.
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For the last forty years or so, episcleral brachytherapy using $^{106}\text{Ru}/^{106}\text{Rh}$ ophthalmic applicators has been a proven method of therapy for uveal melanomas, sparing the globe and in many cases conserving the vision [1,2,3]. In episcleral brachytherapy, a radioactive $^{106}\text{Ru}/^{106}\text{Rh}$ ophthalmic applicator (BEBIG Co., Berlin, Germany) is temporarily fixed on the surface of the bulbus oculi, whereby the intraocular tumour gets irradiated protractedly through the sclera (fig. 1). $^{106}\text{Ru}/^{106}\text{Rh}$ ophthalmic applicators are primarily beta sources, i.e. they generate a local dose escalation both in the vessels supplying the tumour and in the tumour itself, while simultaneously sparing the risk structures (fig. 2).

In its certificates, BEBIG, the manufacturer of the product, indicates a dose rate for the $^{106}\text{Ru}/^{106}\text{Rh}$ ophthalmic applicators at a dose specification reference point [4] which ensures traceability to the NIST standard (12/2001). The dose specification reference point is situated at a distance of 2 mm from the middle of the inner (conceave) surface of the applicators, and the dose rate was measured with a scintillation detector (diameter 1 mm, height 0.5 mm). The manufacturer indicates for this dose rate at the dose specification reference point a relative measurement uncertainty of ±20% within the 95% confidence interval.

Since the introduction of the NIST calibration, the quality of the calibration passed on by BEBIG to the user has been examined for $n=45$ ophthalmic applicators.
Until now, the users of $^{106}$Ru/$^{106}$Rh ophthalmic applicators are not able to measure their absorbed dose rate, because a commercial secondary standard is not yet available. Therefore, the calibration of BEBIG has been adopted and the authors have been calibrating their scintillator measurement equipment using $^{106}$Ru/$^{106}$Rh ophthalmic applicators. The plastic scintillator measurement system used consists of a 0.8mm³ plastic scintillator, a photomultiplier and a high-voltage unit. The plastic scintillator was positioned at the dose specification reference point at a distance of 2 mm from the middle of the inner (concave) surface of the applicators with a MP3S (PTW Co., Freiburg, Germany) 3D water phantom. For the measurement of the current of the photomultiplier, a UNIDOS (PTW Co., Freiburg, Germany) therapy dosimeter was used which was operated as an electrometer [5].

For the measurement equipment used by the authors, a calibration factor of 38.0 Gy/$\mu$C was found for $n=19$ ophthalmic applicators in the internal clinical acceptance tests conducted between 2002 and 2004. The relative measurement uncertainty for the 95% CI was 3.7%. Considering the steep dose gradient in fig. 2, it can be derived from this small 95% CI that between 2002 and 2004 BEBIG passed on the NIST calibration to its customers very well. This calibration factor is still being used in the internal clinical acceptance tests for the ophthalmic applicators, as BEBIG continues to ensure traceability of the dose rate values to the NIST standard. Over the last six years, however, the internal clinical acceptance tests showed at times considerable deviations from the certified values.

In 2005, four ophthalmic applicators were purchased whose dose rate at the dose specification reference point was approximately 20% higher than the dose rate stated in the manufacturer's certificate. The manufacturer was informed and re-assessed its dose rate values. This examination identified an error in the manufacturer's measurement installation which was subsequently corrected.

In 2006 and 2007, the internal clinical acceptance tests did not reveal any particular deviations.

In 2008 and 2009, 16 ophthalmic applicators were purchased which had a dose rate at the dose specification reference point that exceeded the dose rate stated in the manufacturer's certificate by approximately 13%. Again, the manufacturer was informed, but has not yet made an official statement.

Based on the experiences derived from acceptance tests of $^{106}$Ru/$^{106}$Rh ophthalmic applicators over the last few years, users should examine the dose rate at the dose specification reference point to verify the calibration provided by the manufacturer in an internal clinical test.
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Detectors for brachytherapy dosimetry: Response as a function of photon energy
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Introduction

At present, a number of different detectors have been used for the verification of dose distributions of brachytherapy sources, e.g., in gynaecological treatments by $^{192}$Ir and ophthalmic treatments by $^{125}$I. The accuracy of relative dose measurements depends on the basic characteristics of the dosimeters such as the dependence of the detector response on photon energy. In this work, the response as a function of photon energy has been determined for radiochromic film [1] (Gafchromic® EBT), diode (Scanditronic type DEB050) and scintillation detector (OPTIDOS type T10013), for x-ray beam qualities from about 20 keV to 120 keV effective energy (HVL 0.15-2.4 mmCu) and for $^{60}$Co gamma beam, using the therapy level beam qualities of an SSDL.

Methods

Irradiations for radiochromic film were carried out in RMI solid water phantom and for the other two detectors in a water phantom. The conventionally true absorbed dose rate were based on calculations from air kerma measurements with an air kerma calibrated secondary standard chamber. For measurements with a radiochromic film, a high precision automatic read-out system (XY-plane scanner) was constructed and the accuracy of measurements was ensured by careful testing of the other detector characteristics (base transmission, homogeneity, sensitivity to background light, change of transmission after irradiation, dose response). Experiments were carried out at the SSDL of STUK.

Results

The results indicate that both the diode and the scintillation detector possess a very high dependence of the response on photon energy, more than twofold in the energy region studied (Fig.1) On the contrary, Gafchromic® EBT film had relatively small energy dependence, within about 17% in the x-ray region and within 28% between 100 kV x-rays and $^{60}$Co gamma energy. The estimated uncertainty of the relative calibration factors for radiochromic film was about 1.8% (with coverage factor k=2).

Conclusions

The results suggest that Gaferomic EBT film is suitable and sufficiently accurate for the determination of relative dose distributions of brachytherapy sources, while the high energy dependence of diode and scintillation detector turn them unsuitable for these measurements.
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FIG.1. Relative response of the three detectors as a function of the mean photon energy.
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Measurement of low level ionization current in a new standard free air chamber derived from a $^{125}$I brachytherapy source
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In Japan, the number of I-125 brachytherapy case is rapidly increasing after they were approved as medical equipment by modification to relevant domestic laws in 2003. Presently, more than 100 hospitals provide the brachytherapy. It means that the demand for I-125 seed sources grow sharply. These leads that concern for quality assurance in practical clinic is raised up. It is our motivation to establish a primary standard for an I-125 brachytherapy source.

In NMIJ, we have assembled a new free air chamber in order to measure reference air kerma rate (RAKR) which is defined in ICRU report 72 [1]. In order to gather enough ionization current in limited size of free air chamber, a technique which changes separation distance between voltage and collecting electrode have been developed in National Institute of Science and Technology [2]. The two electrodes are made from thin aluminized film. They are perpendicular to beam line through an aperture from an I-125 brachytherapy source. In this technique, the secondary electron equilibrium state are maintained by canceling perturbation around these electrodes by subtracting obtained current at small volume from one at large volume. The collecting area between the two electrodes are surrounded by a cylindrical half voltage electrode. It prevent escaping of ionization charge from the collecting area. We applied this method to our chamber as a primary standard.

Even though the chamber has larger collecting volume than a conventional free air chamber, the ionization current derived from an I-125 clinical level source (around 0.4 $\mu$Gy h$^{-1}$) is very small such as around 40 fA at 182 mm electrode separation distance. It is important to suppress electrical noise and drift less than 1 fA in terms of standard deviation. We applied TR8401 vibrating reed electrometer with charge up mode. The signal cable from collecting electrode is carefully connected as short as possible. The free air chamber were surrounded by an acrylic box in order to prevent wind from air conditioner and other disturbance. They are laid on an iron anti-vibration table. All electrical measurement instruments are powered by an isoration transformer. As shown in Fig. 1, background current at the same distance (signed as “Gross”) is around 12 fA at 182 mm separation. It is undesirable that the background drift in almost one day periods because time for measurement of RAKR is half day or more. The amplitude of the drift is 4 fA in terms of peak to peak. It seems to be mainly caused by the natural radioactive gas effect such as radon gas. Fig. 2 shows the difference between in cases of ventilated and unventilated experimental room condition. It declares that the current drift is suppressed effectively by the ventilation. While the experimental room is ventilated full time, the ventilation system of the whole building is automatically shut down in the evening of weekday and all time of weekend. Therefore, the drift remained a little. On the other hand, we applied background measurement before and after pertinent on-beam measurement in order to reject the drift. We presumed that background current is averaged one by before and after pertinent on-beam measurement. We deduce NET ionization current by subtracting the averaged background from pertinent on-beam measurement. By this method, the drift disappeared well as demostrated at “Net” in
Fig. 1. Furthermore, the standard deviation is 0.9 fA. It satisfies our criteria (1 fA). We will provide calibration service for I-125 brachytherapy sources under the no drift and low noise condition.

**FIG. 1 Background measurement for a week at 182 mm electrode separation distance**
(Gross: Raw data, Net: Subtracted data)

**FIG. 2 Suppressed drift by ventilation in the experimental room**
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Brachytherapy dosimetry for gamma ray sources is currently based on source calibrations in terms of reference air kerma rate (RAKR) [1] or air kerma strength (AKS) [2]. The National Physical Laboratory (NPL) has commissioned a graphite-walled cavity ionisation chamber and an associated lead collimator as primary standard for high dose rate (HDR) $^{192}\text{Ir}$ [3]. This device allows the determination of RAKR of HDR $^{192}\text{Ir}$ brachytherapy sources from first principles and with an overall measurement uncertainty of $0.7\%$ ($k = 2$). This is an improvement on the measurement uncertainties currently achieved by other standards laboratories which use interpolation techniques to derive $^{192}\text{Ir}$ calibration coefficients for their air kerma standards. With the NPL standard it is possible to calibrate ionisation chambers directly traceable to an air kerma standard using a commercially available $^{192}\text{Ir}$ source.

The HDR $^{192}\text{Ir}$ air kerma primary standard is disseminated to radiotherapy centres via the calibration of suitable secondary standard ionisation chambers, such as well-type ionisation chambers. At present, the primary standard used at NPL has been commissioned for use with only one $^{192}\text{Ir}$ source type, the Nucletron microSelectron v-1 “classic” brachytherapy source. However, there are a number of different afterloaders and source types currently in use in hospitals in the UK. If the $^{192}\text{Ir}$ source type in the hospital is different from that used for the calibration of the well chamber at NPL, a source geometry factor, $k_{sg}$, is required to correct the calibration coefficient for any change of the well chamber response due to the geometric differences between the sources.

In this work, source geometry correction factors were determined for a number of different HDR $^{192}\text{Ir}$ brachytherapy source types currently in use (such as the Nucletron microSelectron v-2, GammaMed Plus, Varian Varisource and Isodose Control Flexisource) for two types of well-type ionisation chambers and associated source holders.

Models of each source and well chamber were constructed using the C++ usercode cavity that forms part of the EGSnrc code system (release V4-r2-2-5) [4]. Source models were validated by calculating radial dose distributions for each source type and confirming that they matched data published in the CLRP TG-43 Parameter database [5]. A series of calculations were then performed at different source dwell positions for each source type and well chamber combination and the source position that gives the maximum chamber response (the ‘sweet-spot’) was determined. Where possible, these response curves were validated by comparing with similar measured curves. Air kerma rate calculations were also performed for each source type using this code by calculating the air kerma in a small circular region (radius 1 cm) in vacuum at 1 m from the source. The source geometry correction factor, $k_{sg}$, for a particular source is then obtained from the ratio of the RAKR at 1 m to the chamber response at the ‘sweet-spot’ for the source of interest, divided by the same ratio for the NPL source.

Preliminary results indicate that $k_{sg}$ is close to unity for the Nucletron microSelectron v-2, GammaMed Plus and Isodose Control Flexisource source types when used in a Standard Imaging
1000+ well-type chamber (with a Model 70010 source holder). This is as expected as the geometries for these sources are quite similar to the Nucletron microSelection v-1 source used at NPL. However, \( k_{ag} \) for the Varian Varisource was found to be 0.983 (-1.7%), indicating that the length of active material together with the thinner source encapsulation in this source requires a significant change to the value of the NPL calibration coefficient.

The source geometry correction factor is included in the formalism described in a new UK code of practice (COP) for HDR \(^{192}\)Ir dosimetry which was written by an IPEM working party [6]. Rather than listing the \( k_{ag} \) factors in the COP, the correction factors will be issued as part of the NPL calibration certificate. Should NPL upgrade or change the source type used for the calibration of secondary standards, any new correction factors could easily be incorporated in the new certificate.
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High Dose Rate (HDR) Brachytherapy treats cancer using small encapsulated radioactive sources placed inside or in the close vicinity of the tumor volume. This treatment modality delivers a high dose to the tumor while sparing surrounding healthy tissues.

The LNE-LNHB is involved in the European Joint Research Project T2.J06 "Increasing cancer treatment efficacy using 3D brachytherapy" which aims to reduce the current uncertainty on the dose delivered to the patient from 10 down to 5 % ($k=1$). A critical issue is the accurate knowledge of the dose distribution at short distances from the source where dose gradients are high. As part of the T2.J06 project, the LNE-LNHB has to evaluate the spatial dose distribution around an HDR $^{192}\text{Ir}$ MicroSelectronV2 source. Small cubic thermoluminescent dosimeters (TLD) of 1 mm side length (FIG. 1), also refered to as “microcubes”, were the choice detector for the measurements.

The main characteristics of the TLD that were assessed in this work are variability in energy response and the linearity of response with dose and dose-rate. The linearity of the TLD response was studied in the 20 mGy to 1 Gy range. The rate dependance of the dosimeters was estimated within the 5 mGy.h$^{-1}$ to 1 Gy.h$^{-1}$range. The photon energy variability of the microcubes was evaluated using several X-ray beams with effective energies in the 24 to 209 keV energy range and gamma rays emitted by $^{137}\text{Cs}$ (around 662 keV) and $^{60}\text{Co}$ (around 1250 keV) sources. Results were compared with published data [1]. The analysis of results allowed estimate of appropriate factors which are used to correct microcube TLD measurements.

The 3D dose distribution was evaluated placing the $^{192}\text{Ir}$ source at the center of a cubic tank filled with water. The microcubes were positioned between 1 and 10 cm around the source. Monte Carlo calculations were also performed. Finally, measurements and calculations for the HDR $^{192}\text{Ir}$ source (MicroSelectron V2) were analyzed and compared with published data [2, 3].
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In this work, a parallel plate ionization chamber, developed at the Calibration Laboratory of IPEN (LCI), was utilized with the objective to verify the possibility of its application in the quality control program of $^{90}$Sr+$^{90}$Y clinical applicators at clinics and hospitals that perform brachytherapy procedures. A characterization of this ionization chamber was realized and a methodology for this practice at clinics and hospitals of brachytherapy was developed.

The parallel plate ionization chamber [1] was projected for utilization in high energy electron beam dosimetry. It was constructed in acrylic and cylindrical form, with an entrance window in aluminized Mylar and collecting electrode of graphite.

The calibration of clinical applicators is recommended by protocols of calibration and dosimetry of sources used in brachytherapy [2,3]. The extrapolation chambers are the most adequate instruments for the determination of the absorbed dose rates of these sources. Some extrapolation chambers were developed at the LCI [4,5], to calibrate dermatological (plane) and ophthalmic (curve) applicators of beta radiation. However, due to the complexity in their construction and use, they are not indicated for use in the clinics and hospitals where $^{90}$Sr+$^{90}$Y clinical applicators are utilized, but at calibration laboratories. For the calibration of clinical applicators at the clinics radiotherapy, one recommended method is the use of thermoluminescent dosimeters.

At the clinics, three main tests would be recommended as a quality control program for clinical applicators, using a parallel plate ionization chamber (home-made or commercial): leakage current and repetitivity (for the ionization chamber) and measurements of the clinical applicator radiation beam, positioned at, for instance, 3 different short distances from the chamber. An extrapolation of its response to null distance will allow the determination of the absorbed dose rate at its surface, using a calibration factor previously provided for the ionization chamber at a calibration laboratory. In this work, a special simple holder for this procedure was also developed.

The characteristics of the parallel plate ionization chamber with graphite collecting electrode were studied. The measurements in this work were taken utilizing an electrometer PTW, model UNIDOS E. Initially, the leakage current and chamber response reproducibility were verified (Fig.1a). The leakage currents measured before each irradiation were always less than 0.02%. The maximum variation of the response chamber obtained in the repetitivity test was less than 0.03%, and in the reproducibility test, it was less than 0.5%. The chamber response linearity was studied, in relation to the collected charge in function of the irradiation time (Fig 1b). Linearity behaviour can be observed, with a correlation factor of 1.00. For these measurements, a control source of $^{90}$Sr+$^{90}$Y (33 MBq, 1994), PTW, model 8921, was utilized. The null distance between source and entrance window was utilized to simulate a brachytherapy procedure.

Measurements were also taken using a $^{90}$Sr+$^{90}$Y clinical applicator, calibrated at the primary standard laboratory of the National Institute for Standards and Technology, USA, called NIST applicator in this work.
The preliminary results show that the simple parallel plate ionization chamber with collecting electrode of graphite may be used with efficiency for the quality control of clinical applicators. These measurements were repeated for another ionization chamber, with collecting electrode of aluminum, showing satisfactory results too. Data about calibration and quality control measurements will be presented for other clinical applicators, using the NIST applicator as reference.
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The first experience of implementation of HDR afterloader with $^{60}$Co source into clinical practice at National Cancer Institute
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A new afterloading HDR treatment machine, with a Co-60 source, was installed in the Brachytherapy Department of the National Cancer Institute, Ukraine, in 2009. The equipment was obtained in the framework of IAEA Project UKR/6/007 “Upgrade Brachytherapy Services to Oncological Patients in Ukraine”. The 5-channel afterloader GyneSource (Eckert & Ziegler Bebig) was installed with the two-dimensional treatment planning system HDR Plus and a C-arm X-ray machine (Toshiba BV, Libra).

The source nominal activity is 75.11 GBq (2.03 Ci), and has an active length of 3.5 mm, and an external diameter of 1.0 mm. An afterloading calibration phantom Type 9193, Farmer chamber W30001-2112 and Unidos E (PTW Freiburg) were used for dosimetry calibration of the source [1].

Acceptance tests of equipment were carried out. Quality control tests of afterloader safety systems including the emergency stop, room monitor, door interlock, warning light, communication equipment were implemented before clinical commissioning [2]. The afterloading system provides for its calibration test, dummy and source position visual test.

Images for treatment planning must be made using the Reconstruction box isocentric technique by C-arm X-ray machine transfer to the TPS in DICOM format. The HDR Plus treatment planning system allows calibration X-ray images, selection and identification of applicators, determination of control and normalization points, position of the dwell positions, dose optimization, dose distribution display and 3-D views.

The GyneSource HDR afterloader with a Co-60 source is used for gynecological patient treatments at the national cancer institute. Typically brachytherapy treatments are done in conjunction with external beam therapy for these patients. Brachytherapy single dose per fraction is 5-7 Gy, while the total dose is 28-35 Gy [3] delivered in 4-5 fractions.
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Gel dosimetry using MRI is increasingly being utilized in contemporary literature. In our work we investigated the calibration of an acrylic gel by means of imaging with magnetic resonance and its application to the dose measurement in a 3D distribution $^{192}$Ir HDR brachytherapy treatment.

Early gel dosimetry used Fricke gels and $T_1$ relaxation time. In 2001 Fong et al. [1] introduced a new normoxic gel known as “MAGIC” gel, the main components of which are Metacrylic Acid (polymer) and Hydroquinone (polymerizing inhibitor). For this material, the evidence of radiation dose is indicated by a change in the $T_2$ relaxation time on an MR image. Later studies varied concentrations of the MAGIC gel components in order to observe its effect and the behavior of the gel sensitivity, for magnetic fields over 0.5 T. In the 1980s a series of studies on dose quantification using magnetic resonance images and Fricke gels were performed by evaluating $T_1$ signal through means of an Inversion Recovery technique.

Polymer gels have been developed to avoid the adverse effects of oxygen that plague Fricke gels. Normoxic gels have a component which helps to capture the oxygen dissolved in the gel (MAGIC). For these type of gels, measurements of $T_2$ are made using a Spin-Echo technique. For both groups of gels, the Relaxativity compared to either $T_1$ or $T_2$ varies linearly with the absorbed dose. Novotny et al. [2] has obtained a dose response curve for BANG-2 gel showing a linear relationship of $1/T_2$ vs D[Gy]. In the work presented here we tested and found the same linear relation between spin-spin relaxation ($R_2 = 1/T_2$) versus dose up to 8.0Gy.

The MAGIC gel was prepared following the composition suggested by Crescenti et al.[3] (6% Metacrylic Acid). The irradiation for calibration purposes was performed in a $^{60}$Co teletherapy machine TERADI 800 2c (INVAP S.E.). The corresponding images were obtained with a Siemens Magnetom Concerto, 0.2T. Special containers were designed for the gel: PVC cylinders, 3cm diameter and 3cm height. These cylinders were inserted in a home-made phantom built for calibration purpose, consisting in a PMMA slab 20cm x 20cm x 3 cm with a hole for the PVC cylinders and a second slab 0.3cm thickness on the top. After evaluating the variation in the tissue-air ratio (TAR) over 6mm (+/-3mm) around 2 cm depth, the selected reference depth for the calibration curve was 2cm. Thus, the variation in dosis within a 4mm voxel was less than 1% at such depth. A special phantom was also designed to perform the measurements at the MR machine, consisting in a cylindric geometry holder, 15cm diameter which allows the fixation of 2 sets, with 7 samples each. Consequently, it was possible to obtain a calibration curve with 14 points in one reading.

To measure the dose distribution in brachytherapy we built two similar phantoms, one with PMMA and the other with PVC. The irradiation of both were done with an HDR MicroSelectron HDR V2 unit (NUCLETRON) and the corresponding images obtained were analysed and compared against the dose distribution planned from PLATO Sunrise TPS. The planning volume was designed in order to obtain a pear-shaped volume, similar to gynecologic treatment.
The calibration curve obtained, valid for doses ranging from 0 to 8 Gy and using a 0.2 T MRI equipment, were in good agreement with the literature. A chemical reaction of the MAGIC gel with the PMMA was observed, polymerizing close to the container walls previous to irradiation. On the other hand, the PVC phantom did not show any reaction. The dose measurement on the specified points selected on the PLATO Sunrise TPS were compared with those obtained from MathLab analysis of MRI. Matrix of dose distributions were drawn for axial and sagittal planes. The discrepancies obtained were on average 6.75% of values provided by the TPS, which is under tolerance for brachytherapy requirements.

FIG. 1: Sagital dose distribution, colour scale, MathLab analysis + PLATO dose distribution.
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The implementation of good acquisition/reconstruction protocols is important today, looking for an adequate relationship between image quality and dose to the patient, especially for pediatric studies. Some steps have been given towards this goal [1-4].

Thirteen axial head CT scans were acquired employing the anthropomorphic phantom OPRAMedical 2008 and using a PHILIPS Brilliance 6 scanner. The phantom contains small structures in posterior fossa which simulate tumors. The acquisition parameters were: kVp = 120, rotation effective time=1.167 sec and a Field of View = 250 mm. Tube current were varied among tomographies taking following values: 100, 150, 200, 250, 300 and 350 mA per sec. Acquisitions under collimations of 6 slices x 1.5 mm and 6 slices x 0.75 mm were done for each value of mAs. A ionization chamber PTW, model TW 30009, was used for dosimetric measurements. Air kerma was measured using the same acquisition combinations than for the phantom experiment and CT air kerma index \((C_{a,100})\) was calculated.

Slices corresponding to posterior fossa were used for all the tomographies to analyze image quality. They were shown to an expert observer who rated images into Excellent, Good, Regular or Poor image quality. Four objective quality metrics were also calculated for the same purpose and using Regions of Interest in posterior fossa of size 30 x 30 pixels. Two of these metrics were calculated globally: contrast to noise ratio (RCR [dB]) and signal to noise ratio (RSR) while the other two, were relative to the maximum dose condition (350 mAs and 6 x 1.50 mm collimation). The relative measures were the gain in signal to noise ratio (SNR [dB]) and the peak signal to noise ratio (PSNR [dB]).

PSNR [dB] and SNR [dB] show a linear increment with mAs although the gain of these metrics between 250 and 350 mAs is just of 0.006 dB for PSNR and 0.4 dB for SNR. The global signal to noise ratio (RSR) show a tendency fitted to second order polynomials for both collimations. The studies made with collimation 6x0.75 mm do not allow lesion detectability under 250 mAs. The gain in spatial resolution with this width was not enough to compensate image quality deterioration produced by the noise increment respect to 6 x 1.5 mm.

Analyzing the image quality and dosimetric measures in this experiment we noted that at time that dose is incremented for a factor of 4, image quality only has an increment factor of 2.

The behavior of the dose was also closely related to collimation. The values of \(C_{a,100}[mGy]\) for collimation 6 x 0.75 mm showed a minimum value of 38.62 mGy, a maximum of 89.10 mGy and a mean value of 64.58 ± 20.18 mGy, while for collimation of 6 x 1.50 mm \(C_{a,100}[mGy]\) had a minimum
of 32.17 mGy, a maximum of 75.33 mGy and a mean value of $52.83 \pm 16.96$ mGy, for the same values of mAs.

The above results using a phantom suggest that less than 350 mAs are enough for obtaining good image quality in posterior fosse images for the correct detectability of lesions whose image pattern was similar to one described with this phantom and the use of similar CT technologies and acquisition conditions. Nevertheless, real clinical data should justify this choice based on the optimization framework.

The use of the protocol proposed has permitted an air kerma reduction from the usual 89.10 mGy imparted in the hospital monitored using the acquisition reference condition of 350 mAs, 120 kVp and 6 x 1.5 mm collimation to 51.34 mGy with this optimized protocol.

FIG. 1. Image with low noise and good lesion detectability in posterior fosse.
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Dose assessment in interventional radiological procedures in children with gafchromic films: Results of IAEA Project RAS/9/055.TSA3
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Interventional radiology is a rapidly growing area of medicine in Pakistan. Fluoroscopically guided techniques are being used by an increasing number of clinicians and technicians not adequately trained in radiation safety or radiation biology. Interventional procedures in children are generally performed in children hospitals. No data is available related to radiation doses and skin injuries in adults/children during different IR procedures where fluoro time is very high. To determine peak skin dose (PSD) a measure of the likelihood of radiation induced skin effects for a variety of common interventional radiology (IR) and IC procedures, and to identify procedures associated with a PSD greater than 2 Gy, IAEA project "Strengthening Radiological Protection of Patients and Medical exposure Control RAS/9/047" started in 2005 (new no RAS/9/055). 10 hospitals in big cities where interventional procedures especially in children are performed included in the project to evaluate the radiation protection conditions. The study conducted over a period of 5 years.

Following conditions from radiation protection viewpoint are determined. Numbers of Procedures on same patient, skin doses to patients, number of patients suffering with radiation induced skin injuries and in young patients increased risk of future cancer. For the measurements of peak skin doses 180 patients are included in the project age range 1-20 years who underwent diagnostic or therapeutic interventional procedures, e.g. TCA, cardioangiography, angioplasty, stent placement, needle biopsy, embolization, gastrostomy (feeding tube), genitourinary and biliary interventions with fluoro time 2-60 minutes and for which the highest peak skin dose values were expected.

To estimate the peak skin doses during fluoroscopically guided procedures, Dosimetry films (Gafchromic films, EDR2 films) are used dose evaluation is done with semi quantitative method (evaluation with comparison tablet provided with film lot number) and quantitative measurements (with spot densitometer). Equipment parameters (dose area product, total air kerma) are also monitor to estimate the skin doses. Optimization of operational and technical parameters is achieved with the proper selections of filters and acquisition mode. The mean DAP values are reduced for patients who underwent cardiac catheterization and cardiac angioplasty procedures with the optimization of exposure parameter and with the use of appropriate copper filter.

For the measurements of doses in repeated procedures on the same patient, intensive follow up is carried out. Eight patients had repeated IR procedures. After first intervention procedures patients are followed up. Three patients have three repeated IR procedures and five patients have two repeated IR procedures.

Interventional procedures are increasing in Pakistan not only in adult but also in pediatric patients radiation protection conditions are better with respect to use of personnel monitoring badges. Use of lead glass eye wears is 70%. Use of lead apron is 100%. There is KAP availability in 50% cath lab but
no use of it. None of the hospitals had previously measured or estimated PSD and most hospitals had no experience of recording KAP. Most hospitals did not have persons with skills to use dosimetry methods and therefore required very detailed instructions and training. Young Patients who received at least 3 interventional procedures their total peak skin dose is also calculated. Incident of skin injuries is monitored in the patients where the calculated skin dose is more than 2Gy, wide variations in PSD were observed for different procedures.

To assess the repeated interventional procedures on the same patients, 8 patients had repeated IR procedures aged 1-20 years with total fluor time more than 30 min and their skin doses were in the range of 2-4 GY.

Results

Table 1.

<table>
<thead>
<tr>
<th>Peak skin doses</th>
<th>Peak skin doses</th>
<th>Peak skin doses</th>
<th>Peak skin doses</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1GY</td>
<td>1-2GY</td>
<td>2-4 GY</td>
<td>4-6GY</td>
</tr>
<tr>
<td>85%</td>
<td>13.45%</td>
<td>1.55%</td>
<td>0</td>
</tr>
</tbody>
</table>

The probability of stochastic effects is high especially in children.
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Mammography reference field in Japan
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Ionizing Radiation Section in NMIJ/AIST provides the X-ray, γ-ray, and β-ray standards in Japan as a primary NMI. We have developed air kerma standards for mammography radiation with a molybdenum (Mo) anode X-ray tube and Mo filters. We started the dissemination of this standard in March 2009. In this symposium, we report about the mammography reference field and the evaluation of a glass dosemeter specially designed for mammography X-ray radiation.

A schematic of the mammography calibration system is given in Figure 1. The mammography reference field consists of a Mo anode X-ray tube, a Mo filter and a free-air ionization chamber. The X-ray source is a Gulmay generator and RTW Mo anode X-ray tube. The inherent filtration is 1 mm beryllium. IEC 61267 [1] revised in 2005 has recommended that the thickness of additional Mo filter is 32 μm. Therefore, we use the two thickness of Mo filters of 30 μm and 32 μm.

![Diagram of mammography calibration system](image)

\textit{FIG. 1. A schematic for the mammography calibration system (not to scale).}

In addition to a Mo filter, we also insert a compression paddle (3 mm thick polycarbonate) to evaluate its effect on radiation quality. The calibration distance, the distance between X-ray source and the reference plane, is 60 cm. The reference plane of the free-air ionization chamber is set at the fixed position using the laser light beams.

To disseminate the air kerma standards for mammography, we have evaluated a glass dosemeter used for quality control of mammography in hospitals. Figure 2 shows the overview of a glass dosemeter for mammography radiation.
This glass dosemeter is specially designed to measure mammography X-rays. The glass dosemeter consists of photoluminescent glass and four aluminum (Al) filters with different thicknesses. A photoluminescent glass is a silver-activated phosphate glass which has the advantage of low pre-dose and the long-term stability. The thickness of Al filters are 0.3, 0.4, 0.6 and 1.0 mm and the purity is above 99.9%. The glass dosemeter measures the air kerma and attenuation curve, simultaneously. Tube voltage and half value layer (HVL) are estimated from the attenuation curve. According to the Japanese protocol for mammography quality control, mean glandular dose (MGD) is estimated from a set of air kerma, tube voltage and HVL. Therefore, this glass dosemeter provides air kerma, tube voltage, HVL and MGD.

We have evaluated the glass dosemeter in the mammography reference field. The radiation qualities used in this evaluation are 24, 26, 28, 30, 32 kV with a Mo filter of 30 μm. The field size is set to be 240 mm × 180 mm. For these radiation qualities, we have evaluated air kerma, tube voltage and HVL using glass dosemeters. Consequently, we have confirmed that the glass dosemeter can measure air kerma, tube voltage and HVL within their uncertainty of a few percent.
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Estimation of entrance surface doses (ESDs) for common medical X-ray diagnostic examinations in radiological departments in Mashhad, Islamic Republic of Iran

S. Esmaili¹, M.T. Bahreyni Toossi²

¹ Academic Member in Azad University of SANANDAJ - Branch.
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Background

The British national radiological protection board (NRPB) introduced the use of diagnostic reference levels (DRLs) as an efficient standard for optimizing the radiation protection of patients. The physical parameter recommended for monitoring the (DRLs) in conventional radiography is the entrance skin dose (ESD) and methods for measuring it is clearly described in NRPB standard protocol.

Method:

The data were collected for 1183 radiographs of adult patients. The sample of patients was chosen so that the weight of patients was between 50-80 kg. Eight conventional X-ray examinations were chosen for this study. Entrance surface dose (ESD) of individual patient was directly measured by thermoluminiscence dosimeter, TLD chips sealed in a plastic sachet were stuck on the skin of patient at the center of X-ray beam axis.

Results

In this study, 3rd quartiles of measured ESDs for patients undertaking a particular examination were selected as ESD for study sample, based on this assumption ESDs for X-ray examination included in this study are as follows: Chest PA- 0.37 mGy, Chest Lat- 1.8 mGy, Lumbar Spine AP- 3.6 mGy, Lumbar Spine Lat- 5.6 mGy, Pelvis AP- 3.5 mGy, Abdomen AP- 3.7 mGy, Skull PA- 2.96 and Skull Lat- 1.79 mGy.

Conclusion

The data were analysed statistically, and the minimum, median, mean, maximum, first and third quartile values of ESDs are reported. Finally, our results were compared with the proposed Iranian DRLs, the international reference dose values reported by the European Commission, the International Atomic Energy Agency and the National Radiological Protection Board. It is evident that ESDs obtained in this work for Abdomen AP, Pelvis AP, Lumbar AP and Lumbar Lat examination do not exceed DRLs values worked out by NPRB. On the contrary for Chest PA, Chest Lat, Skull PA and Skull Lat higher ESDs were acquired in this study compared with DRLs suggested by NRPB, there is no single reason for dose variations, but, the reasons are complex, in general, low filtration, high mA and low tube potential are associated with higher doses arising from application of various X-ray machines.
Patient dosimetry in conventional X ray examinations of children
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Air-kerma-area product (P\textsubscript{KA}), Organ Doses and Effective Doses were evaluated in a public pediatric hospital in Belo Horizonte, Brazil. Patient data (age, sex, weight and height) and x-ray exposure parameters (kV, mAs, time, focus to patient surface distance and X-ray field size) were collected in the most frequent examinations. P\textsubscript{KA} was estimated by indirect method [1] and organ doses by using PCXMC software [2]. X-ray tube output measurements were done with a RADCAL/MDH 10X5-6 ionisation chamber traceable to a secondary national standard laboratory. The machines utilised by the hospital were 2 monophase full-wave rectified x-ray equipments: one for young children (without antiscatter grid) and another for older children (with antiscatter grid). Tab. 1 presents the sample size (N) and the mean kV, mAs and P\textsubscript{KA} with the standard deviation (SD), for the most frequent examinations. Fig. 1 presents the average values of the Organ Doses and Effective Doses for chest AP/PA/LAT examinations.

### TABLE 1. MEAN EXPOSURE PARAMETERS (kV, mAs) AND P\textsubscript{KA} WITH THE STANDARD DEVIATION (SD) FOR THE MOST FREQUENT EXAMINATIONS.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>kV</th>
<th>mAs</th>
<th>P\textsubscript{KA} (cGy.cm\textsuperscript{2})</th>
<th>SD (cGy.cm\textsuperscript{2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chest AP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 a 1</td>
<td>20</td>
<td>50.1</td>
<td>5.2</td>
<td>2.42</td>
<td>0.73</td>
</tr>
<tr>
<td>1 a 5</td>
<td>36</td>
<td>51.3</td>
<td>5.1</td>
<td>1.88</td>
<td>0.51</td>
</tr>
<tr>
<td>5 a 10</td>
<td>8</td>
<td>52.6</td>
<td>5.3</td>
<td>2.92</td>
<td>0.43</td>
</tr>
<tr>
<td>Chest LAT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 a 1</td>
<td>20</td>
<td>59.2</td>
<td>5.4</td>
<td>2.42</td>
<td>0.73</td>
</tr>
<tr>
<td>1 a 5</td>
<td>36</td>
<td>60.4</td>
<td>5.3</td>
<td>3.47</td>
<td>1.04</td>
</tr>
<tr>
<td>5 a 10</td>
<td>8</td>
<td>62.6</td>
<td>5.3</td>
<td>5.43</td>
<td>0.77</td>
</tr>
<tr>
<td>Chest PA\textsuperscript{*}</td>
<td>5</td>
<td>59.2</td>
<td>14.0</td>
<td>8.64</td>
<td>3.61</td>
</tr>
<tr>
<td>Chest LAT\textsuperscript{*}</td>
<td>5</td>
<td>68.4</td>
<td>15.0</td>
<td>13.86</td>
<td>6.48</td>
</tr>
<tr>
<td>Paranasal Sinuses</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caldwell view</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 a 5</td>
<td>5</td>
<td>65.6</td>
<td>34.2</td>
<td>4.10</td>
<td>1.04</td>
</tr>
<tr>
<td>5 a 10</td>
<td>10</td>
<td>59.9</td>
<td>47.9</td>
<td>4.90</td>
<td>0.81</td>
</tr>
<tr>
<td>10 a 16</td>
<td>5</td>
<td>59.0</td>
<td>52.8</td>
<td>5.27</td>
<td>0.46</td>
</tr>
<tr>
<td>Waters view</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 a 5</td>
<td>5</td>
<td>68.0</td>
<td>34.2</td>
<td>4.61</td>
<td>1.43</td>
</tr>
<tr>
<td>5 a 10</td>
<td>10</td>
<td>62.6</td>
<td>47.9</td>
<td>5.45</td>
<td>0.76</td>
</tr>
<tr>
<td>10 a 16</td>
<td>5</td>
<td>61.6</td>
<td>52.8</td>
<td>5.88</td>
<td>0.12</td>
</tr>
</tbody>
</table>

\textsuperscript{*} Examinations performed with antiscatter grid.
Table 1 shows the increment in the $P_{ka}$ due to the use of grids in children with ages between 5 and 10 years old. The use of low kV and high mAs techniques in the examinations contributes to increases the doses to patients. In examinations of paranasal sinuses the mean values of $P_{ka}$ varied between 4 and 6 cGy.cm$^2$ and the increase of the $P_{ka}$ with the age was relatively low. Fig. 1 shows that the most exposed organs were: the lungs, stomach, thyreoid, oesophagus and breasts. For the thyreoid, the high doses are explained by the poor collimation of the x-ray field. We can conclude that the radiological procedures must be optimized in order to reduce the doses to patients of the hospital studied.
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Radiation doses to pediatric patients from CT procedures were investigated for three (3) large medical centers in Riyadh, Saudi Arabia. The medical centers have different CT multislice and spiral CT systems. The doses were evaluated in terms of the weighted CT dose index (CTDI\textsubscript{w}), dose length product (DLP) and effective dose for risk assessment. The chest and abdomen-pelvis procedures were selected for dose estimation because of the high workload.

Pediatric patients from neonate to less than 15 years old were included in the study. The pediatric patients were grouped into ages 0 (neonates), 1, 5 and 10 years old. The weight and height were taken from the National Study of Growth Monitoring of 0-5 Years Saudi Children and from patient records. The equivalent cylindrical diameter (ECD) was determined to estimate the patient diameter. The estimation of ECD uses the relationship ECD = 2 [weight/ π(height)]^{0.5}.

The scan protocols have about 7 models for different weight groups. The scan parameters for the commonly used model was selected for each CT system. The data on peak kilovoltage, mA, rotation time, slice thickness, pitch and total scan time were retrieved.

The CTDI\textsubscript{w} and the DLP of each unit were determined using the quality control test data. The CTDI\textsubscript{w} and DLP values were compared with the values displayed on the monitor. The variation of the CTDI\textsubscript{w} and DLP values for the different CT system was evaluated.

The effective doses due to CT were estimated using the IMPACT dose calculator and the mean was determined for each age group. Preliminary results show that the mean effective dose of the 1 year old age group is about 7% higher that the mean effective dose for 0 age group. The effective dose for the females do not significantly vary from the males for age group 0 but for age group 1, the effective doses of the males differ by about 12%. This is due to the difference in the weight. Comparing the effective dose delivered by the different systems, the variation would be about 15 to 30%. The difference in the effective doses for chest between CT systems can differ by about 7% (Figure 1) and for abdomen-pelvis by about 20% [2].

The Pearson correlation coefficient between effective dose and ECD was determined and evaluated. The peak kilovoltages vary with weight and improve image quality [3].

The study is aimed to provide a data base for the CTDI\textsubscript{w} and DLP variations for the different age groups of pediatric patients using different CT systems that can be used for dose optimization [4]. It is also aimed to investigate strategies for reducing pediatric doses which include scan parameters, CTDI\textsubscript{w} and DLP values.
FIG. 1. Average effective dose (mSv) for chest and abdomen-pelvis for two different CT systems in one medical center.
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Risk/benefit ratio of the breast screening program in Tuscany (Italy) for the years 2004-2008
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The screening program in Italy is based on regional organization. In Tuscany it’s performed in 12 different health local units (USL) spread all over the region. In the region all women from 50 to 69 years are invited each 2 years. The total number of women involved is about 500,000 and more than 200,000 women per year are invited to take part in the screening program. Aim of the study is to analyze the risk/benefit ratio of the screening program of Tuscany for the years 2004-2008.

<table>
<thead>
<tr>
<th>Screening Programs</th>
<th>Invited population</th>
<th>Responding population</th>
</tr>
</thead>
<tbody>
<tr>
<td>USL 1 Massa e Carrara</td>
<td>10516</td>
<td>7053</td>
</tr>
<tr>
<td>USL 2 Lucca</td>
<td>13377</td>
<td>7777</td>
</tr>
<tr>
<td>USL 3 Pistoia</td>
<td>14052</td>
<td>10055</td>
</tr>
<tr>
<td>USL 4 Prato</td>
<td>9208</td>
<td>6883</td>
</tr>
<tr>
<td>USL 5 Pisa</td>
<td>23201</td>
<td>13453</td>
</tr>
<tr>
<td>USL 6 Livorno</td>
<td>20708</td>
<td>14027</td>
</tr>
<tr>
<td>USL 7 Siena</td>
<td>14815</td>
<td>9001</td>
</tr>
<tr>
<td>USL 8 Arezzo</td>
<td>20085</td>
<td>11562</td>
</tr>
<tr>
<td>USL 9 Grosseto</td>
<td>12384</td>
<td>7224</td>
</tr>
<tr>
<td>USL 10 Firenze</td>
<td>45552</td>
<td>30754</td>
</tr>
<tr>
<td>USL 11 Empoli</td>
<td>10003</td>
<td>6645</td>
</tr>
<tr>
<td>USL 12 Viareggio</td>
<td>9304</td>
<td>5766</td>
</tr>
<tr>
<td>Tuscany Region</td>
<td>203205</td>
<td>130200</td>
</tr>
</tbody>
</table>

TABLE 1. Number of invited and attended women for the screening program in each center of Tuscany for the year 2007¹.

We collected the data relative to the women examinations for each center (kV, mAs, anode/filter combination, breast thickness) in order to calculate the average glandular dose (AGD) according to the European Guidelines for Quality Assurance in Breast Cancer Screening and Diagnosis². Examples of the collected data for one center are shown in Fig. 1.
The average glandular dose is related to a radioprotection risk in term of number of induced cancers in the population due to the radiological examinations\(^3\).

For each centre the detection rate together with the mean average glandular dose is used to calculate the benefit/risk ratio of the screening programs, in terms of number of detected cancers to induced cancers. In table 2 the results for the USL 2 of Lucca are presented as example.

<table>
<thead>
<tr>
<th>Average glandular dose per projection (mGy)</th>
<th>Induced cancers</th>
<th>Detected cancers</th>
<th>Benefit/risk ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8±0.3</td>
<td>0.25</td>
<td>48.5</td>
<td>194</td>
</tr>
</tbody>
</table>

**TABLE 2.** Number of induced and detected cancers and calculated benefit/risk ratio for the screening program of the USL 2 of Lucca.
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Aim of the paper is to show the impact of the introduction of mammographic digital systems (CR and DR) on the dose in Tuscany (Italy).

The average glandular dose is the radioprotection reference parameter in mammography and it's calculated in accordance with the European Guidelines for Quality Assurance in Breast Cancer Screening and Diagnosis¹. It is obtained by multiplying the Kₐ,i entrance surface air kerma at the breast surface without back-scatter, for corrective factors calculated by Dance² with Montecarlo simulations. The Kₐ,i value is estimated from output measurements during QC, for different kVp and anode/filter combinations.

We collected the data relative to about 600 women examinations (2 projections per breast) for each mammographic system used in Tuscany (kV, mAs, anode/filter combination, breast thickness) in order to calculate the mean average glandular dose (AGD). For full field digital mammography, these data were extracted from the image Digital Imaging and Communications in Medicine (DICOM) headers. For CR systems the exposure data are collected manually by radiographers during the exam. The calculated values are then compared with the EUREF limiting values.

An example of the average glandular dose distribution against the compressed breast thickness for the system Mammomat3000 (Siemens) coupled with Fuji plates is shown in Fig. 1. Mean values of the AGD for each examined breast and of the compressed breast thickness were 1.54 ± 0.54 mGy and 56 ± 12 mm, respectively.

As conclusions, digital acquisition systems in mammography can obtain the same image quality of analog ones, without significant increase of the dose to population, only if a correct optimization is performed.
FIG 1. a. Breast thickness and b. average glandular dose distributions of the system Mammomat3000 (Siemens) coupled with Fuji plates in the health unit of Lucca.
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The measurement of the X-ray tube voltage is needed in various applications in diagnostic radiology. Although the peak voltage is often measured, it has not been sufficiently defined. It could refer to the maximum peak voltage, \( U_p \) (maximum value of voltage during an exposure), the average peak voltage, \( \bar{U}_p \) (the arithmetic average value of all voltage peaks), the effective peak voltage \( U_{eff} \) (equivalent constant potential voltage producing similar image contrast), or something else. In order to define a precise quantity for comparisons of voltage related to the final effect on the film, the practical peak voltage (PPV), \( U_{ppv} \), has been proposed and is being used as the standard quantity for the X-ray tube voltage in diagnostic radiology [1,2,3,4,5].

In diagnostic radiology, the X-ray tube voltage measurements are usually performed with non-invasive portable devices often referred as kV-meters. Most commercial kV-meters measure the average peak voltage. Recently, few modern type devices have been introduced in the market that could measure the PPV. Most kV-meters analyze and process signals from their detectors, which originate from attenuation measurement of the x-ray beam and correspond to the x-ray tube voltage waveform.

This work investigates the possibility of PPV estimation by measuring the average peak voltage with a kV-meter. This attempt has practical implications, since it concerns a quite large number of kV-meters, whose output might be converted for PPV estimation by applying appropriate calibration coefficients and correction factors.

In principal, \( U_{ppv} \) and \( U_p \) are different quantities, based on different concepts; the former is related to image contrast while the latter is a pure electrical quantity. For the \( U_p \) determination, only the peak values of the tube voltage waveform are considered, while \( U_{ppv} \) takes into account all voltage values of the waveform. In this respect, the ratio of the \( U_{ppv} \) and \( U_p \) depends on the voltage ripple, \( r = \frac{U_{ppv} - U_{pmin}}{U_{pmax}} \times 100\% \).

Home-made PC software was used to generate voltage waveforms, which resemble the X-ray generator voltage waveforms, for various ripple (0% to 1%), peak voltage (60, 80, 100 and 120 kV) and frequency (50 Hz, 300 Hz, 3kHz and 30 kHz) values. From those waveforms, the \( U_{ppv} \) and \( U_p \) were calculated according to their definition and the relationship \( k_{ppv} = f(r) \) was determined, where \( k_{ppv} = \frac{U_{ppv}}{U_p} \) and \( r \) is the ripple (Figure 1a). The regression equations on the fitting curves \( k_{ppv} = f(r) \) value were obtained at each tube voltage. The influence of frequency to the \( k_{ppv} \) (for the same ripple) was proved to be negligible, as expected.

In order to test the \( k_{ppv} = f(r) \) relationship, several waveforms from clinical X-ray radiography systems were recorded using the RTI Piranha non-invasive kV-meter, from which the ripple, the \( U_{ppv} \) and the \( U_p \) were calculated, according to their definition and \( k_{ppv} \) as well. In all cases, the differences of \( k_{ppv} \) from the computed and clinical waveforms were less than ±1% (Figure 1b).
From this data and regression analysis, the calculated corrections factors, \( k_{PPV} \), for a given ripple and tube voltage, could convert the \( U_p \) to \( U_{PPV} \). High frequency generators usually have ripple of about 2%, their voltage waveforms could resemble constant potential, where the \( U_{PPV} \) is similar to the tube voltage. This is in coincidence with the above data, which gives \( k_{PPV} \) of about 0.99. For the three phase - six pulses generators with ripple of about 6%, the \( k_{PPV} \) is about 0.98.

The \( U_{PPV} \) could be estimated from a kV-meter average peak voltage measurement, \( M \), from the relationship

\[
U_{PPV} = M - N_{Up} \cdot k_{PPV}
\]

where \( N_{Up} \) is the calibration coefficient of the kV-meter in terms of average peak voltage at the given tube voltage.

Two commercial non-invasive kV-meters (an RTI Piranha that measures both \( U_{PPV} \) and \( U_p \) and an RTI PMXIII that measures only the \( U_p \)) were calibrated in terms of \( U_{PPV} \) and/or \( U_p \) against the invasive reference instrument Radcal Dynalyzer® III at the CONTROL-X high frequency (HF), W anode, 50–150 kV and the SIEMENS GIGANTOS 1000, 3 phase 6 pulses (3P6), W anode, 50–150 kV X-ray systems. The differences of the reference \( U_{PPV} \) (as determined with the Dynalyzer®) and the \( U_{PPV} \) measured with the kV-meters according to \( U_{PPV} = M \cdot N_{Up} \cdot k_{PPV} \) were less than 0.8% for RTI Piranha and 0.9% for PMX for all tube voltages at the SIEMENS 3P6 X-ray system. At the Control-X HF system the differences were less than 0.5% in all cases.

In conclusion, the measurement of PPV with a kV-meter that measures the \( U_p \) is not consistent from the metrological point of view. However, the use of \( k_{PPV} \) correction factors, as described in this method, might be used when estimation of PPV is required.
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Computed radiography (CR) has the potential to improve the image quality through its image processing capabilities as well as reducing patient doses. However, during transition period from analogue to digital modality, there can be a tendency to maintain the exposure parameters that are used in film-screen imaging. This tendency can lead to higher patient doses than is necessary [1]. Such transition is currently taking place in Tanzania and 5 CR facilities are in clinical use. The main objective of this study was to determine the entrance surface air kerma (ESAK) during chest computed radiography of adult patients so as to monitor patient doses during this transition. A previously applied method [2] was used to determine ESAK to 20 adult patients at each facility. The x-ray tube output for each tube potential in clinical use was measured using model 6000-528, 30 cm³ ionization chamber and Model 4000 M+SI both manufactured by Fluke Biomedical, New York. The energy response of this dosimetry system as stated by manufacturer is 7% over 50-150 kVp range. From the x-ray output and recorded patient exposure parameters, the incident air kerma values (IAKs) were calculated. The ESAK values (ESAKs) were then derived on basis of IAKs and backscatter factor. The ESAKs obtained at 3 facilities as part of ongoing study are presented in Table 1. The results show that the mean ESAKs at two hospitals were higher than the national average value of 300 μGy for 400 film-screen system [2] and above the recommended diagnostic reference level of 300 μGy [3]. This suggests the need to train the radiology personnel towards optimized practice.

Table 1. Entrance surface air kerma (ESAK) during chest PA computed radiography of adult patients

<table>
<thead>
<tr>
<th>Hospital</th>
<th>CR model</th>
<th>patient weight (kg)</th>
<th>patient thickness (cm)</th>
<th>tube potential (kVp)</th>
<th>tube current-time product (mAs)</th>
<th>ESAK (μGy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arusha Lutheran</td>
<td>Kodak CR 140</td>
<td>60-76</td>
<td>25</td>
<td>18-25</td>
<td>55-62</td>
<td>8-12.5</td>
</tr>
<tr>
<td>Korogwe</td>
<td>Kodak CR 140</td>
<td>59-78</td>
<td>24</td>
<td>18-24</td>
<td>102-117</td>
<td>2.3-3.2</td>
</tr>
<tr>
<td>Geita Gold Mine</td>
<td>Philips Campano</td>
<td>60-82</td>
<td>24</td>
<td>20-24</td>
<td>102-109</td>
<td>3-4</td>
</tr>
</tbody>
</table>
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A study was conducted to assess and analyse the dose delivered to patients during CT examinations. The centers which participated in this study also participated in the International Atomic Energy Agency (IAEA) project (RAF/9/033) for Diagnostic Reference Levels (DRLs) in Zimbabwe.

The study was conducted in two phases, firstly the scanning protocols which were being used by the participating centers were collected and these included the Applied KV, mAs setting, Slice Thickness and the Computed Tomography Dose Index (CTDI) for common CT examinations procedures in the centers. The tube potential and mAs variation was noted from the different scanning protocols used by the different centers for the same examination, though there was generally no co-ordination between the centers the input machine values for mAs and KV did not differ much. Then secondly using a 10 cm pencil ionisation chamber with recommendations and guidelines outlined in the IAEA TRS 457 Dosimetry in Diagnostic Radiology an International Code of Practice, in air measurements were performed and in some cases in phantom measurements were done. Calculations to get CTDI as well as weighted CTDI (CTDIₖₑ) were done, a comparison between the machine reported CTDI and the calculated/measured CTDI was done for the same CT examination. Due to machine unavailability complete measurements were done on only two machines.

The study showed that there is no wide deviation between the machine reported CTDI and the calculated CTDI, since the measured CTDI gave 48.6 mGy while the machine reported gave about 45.9 mGy. The machine reported CTDI can be used as a radiation protection tool and can guide in protecting patients but should not replace dose measurements by use of an ionisation chamber and DRLs. This study shows the importance of analysing dose reports.
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Patient dose audit of radiology departments across Ghana
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2838 dose data records were recorded from 10 radiology departments across Ghana by radiographers during x-ray examinations containing exposure factors such as kV, mAs and the focus to skin distance. Patient details such as gender, age, weight and height were also recorded. Together with tube calibration data measured during 2009 entrance surface dose has been calculated by the program ‘Quality Assurance Dose Data System’ or QADDS, a web based application that can house patient dose data records and calculate ESD developed by Integrated Radiological Services. The process of transferring these records into QADDS has been developed by IRS over the last few years \cite{1}.

Using CALDose-X, a free to download program from the grupodoin website calculation of the sex specific weighted whole body dose using the MAX06 and FAX06 phantoms has been performed. According to ICRP 103 (ICRP 2007), the arithmetic mean of the two sex-specific weighted absorbed doses is the effective dose. \cite{2} As it would be a time consuming process to calculate the weighted whole body dose for every single record only those with the most common exposure factors for the chest PA and lumber spine AP examinations for each gender were processed. The calculated mean entrance air kerma for the examinations chosen has been used as the normalisation factor. Weighted whole body dose calculations are performed using typical FSD’s and field sizes \cite{2}. Table 1 shows the calculated male weighted body dose for lumbar spine exams at each site.

<table>
<thead>
<tr>
<th>Room</th>
<th>Mode kV</th>
<th>Mode mAs</th>
<th>Male Weighted Body Dose (mGy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site A</td>
<td>63</td>
<td>578</td>
<td>4.28 (9)</td>
</tr>
<tr>
<td>Site B</td>
<td>85</td>
<td>28</td>
<td>0.87 (10)</td>
</tr>
<tr>
<td>Site C</td>
<td>90</td>
<td>50</td>
<td>1.61 (5)</td>
</tr>
<tr>
<td>Site D</td>
<td>75</td>
<td>22</td>
<td>0.37 (5)</td>
</tr>
<tr>
<td>Site E</td>
<td>90</td>
<td>40</td>
<td>1.14 (4)</td>
</tr>
<tr>
<td>Site F</td>
<td>55</td>
<td>57.9</td>
<td>0.33 (9)</td>
</tr>
<tr>
<td>Site G</td>
<td>85</td>
<td>63</td>
<td>1.21 (5)</td>
</tr>
<tr>
<td>Site H</td>
<td>73</td>
<td>40</td>
<td>0.35 (5)</td>
</tr>
<tr>
<td>Site I</td>
<td>90</td>
<td>50</td>
<td>1.49 (4)</td>
</tr>
<tr>
<td>Site J</td>
<td>70</td>
<td>100</td>
<td>0.83 (6)</td>
</tr>
</tbody>
</table>

Table 1. Table shown male weighted body dose for lumbar spine exams for each site for examinations with the most common exposure factors. Number in brackets indicates number of examinations.

The mean ESD for each room has been calculated for each examination audited. The mean ESD has been compared to the Guidance Levels of Dose for typical adult patients published by the IAEA \cite{3}. With the exception of chest PA examinations the majority of the rooms audited had lower mean doses than these reference values with the exception of one room. Doses were compared with UK NDRL’s \cite{4} and also to European dose reference levels \cite{5}. Table (2) shows the percentage of each rooms that exceeded each reference level for each examination.
Examination European National (UK) Diagnostic BSS Reference Level Reference Level Guidance

<table>
<thead>
<tr>
<th>Examination</th>
<th>European Reference Level</th>
<th>National (UK) Diagnostic Reference Level</th>
<th>BSS Guidance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdomen AP</td>
<td>70</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>Chest LAT</td>
<td>75</td>
<td>50</td>
<td>25</td>
</tr>
<tr>
<td>Chest PA</td>
<td>100</td>
<td>70</td>
<td>50</td>
</tr>
<tr>
<td>Lumbar Spine AP</td>
<td>50</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>Lumbar Spine LAT</td>
<td>60</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>Pelvis AP</td>
<td>40</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>Skull PA</td>
<td>60</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>Skull LAT</td>
<td>50</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 2. Percentage of rooms audited where the mean ESD exceeded each guidance. (BSS – Basic Safety Standards)

The mean ESD for any given exam can vary from room to room. For example for abdomen AP the room with the lowest ESD had a mean of 1.30mGy where the highest had a mean of 25.27mGy. Each room had a minimum of 20 records for abdomen AP records. The standard deviation for all abdomen AP records was 6.82.

As patient details were recorded this allows further analysis of patient dosimetry [6]. An analysis of Body Mass Index against ESD can give a further indication of how well patient doses are optimised. Table 3 shows the variation of ESD with BMI.

<table>
<thead>
<tr>
<th>ESD (mGy)</th>
<th>BMI (kg/m²) rounded to nearest 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site A</td>
<td>20  25  30  35  40  45  50  All</td>
</tr>
<tr>
<td></td>
<td>19.67 23.53 28.53 27.51 25.27</td>
</tr>
<tr>
<td>Site B</td>
<td>1.84  2.64 4.18  4.98  4.80  3.81</td>
</tr>
<tr>
<td>Site C</td>
<td>1.78  2.75 4.05  6.22  7.52  4.17</td>
</tr>
<tr>
<td>Site D</td>
<td>4.13  4.32 5.48  6.61  4.97  5.04</td>
</tr>
<tr>
<td>Site E</td>
<td>5.28  5.28</td>
</tr>
<tr>
<td>Site F</td>
<td>0.94  1.38 1.31  1.40  1.30  6.15</td>
</tr>
<tr>
<td>Site G</td>
<td>6.15  6.15</td>
</tr>
<tr>
<td>Site H</td>
<td>1.39  1.40 1.59  1.76  1.52  4.48</td>
</tr>
<tr>
<td>Site I</td>
<td>4.09  4.27 4.80  6.45  6.15  4.48</td>
</tr>
<tr>
<td>Site J</td>
<td>3.80  5.54 6.89  8.68 12.45 4.21  3.52  6.64</td>
</tr>
<tr>
<td>All</td>
<td>4.41  5.10 6.18  5.66  6.75  6.52  3.52  5.65</td>
</tr>
</tbody>
</table>

Table 3. Table showing ESD variation with BMI for each site for Abdomen AP examinations.

Automatic exposure control (AEC) devices are recommended for optimising dose irrespective of patient thickness however a survey performed prior to 1998 showed that AEC devices are not always available in Ghana and not all radiographic staff are familiar with them [7].
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The purpose this work was to characterize the radiation qualities RQR, RQA and RQT, according to the international standard IEC 61267, to implement them in the Metrological Laboratory of Ionizing Radiation in the Nuclear and Technological Institute (LMRI – ITN) for the calibration of dosimeters used in diagnostic radiology.

In this study was used the international standard IEC 61267(2005): Medical diagnostic X-ray equipment – Radiation conditions for use in the determination of characteristics, which is based on the determination of the half-value layer – HVL, to characterize the various radiation qualities. Besides the HVL value, the standard uses two other parameters, the homogeneity coefficient – h, and the quotient $y(1^{st}\text{HVL}_{\text{IEC}})/y(0)$. [1]

Prior to the characterization of the diagnostic radiation qualities RQR, RQA and RQT, it was necessary to ensure the use of a uniform and homogeneous field in all measurements. Afterwards, it was required to determine the inherent filtration of the X-ray tube to be used. [2]

The procedure to characterize the radiation qualities RQR, consisted in determining the additional filtration of aluminum needed to obtain the values of HVL, homogeneity coefficient and quotient $y(1^{st}\text{HVL}_{\text{IEC}})/y(0)$ established in the standard. For this purpose several thicknesses of aluminum absorbers of 99.9% purity were placed between the X-ray tube and the detector, and by determining the air kerma attenuation curve of the radiation beam, the three parameters listed above were calculated.

To characterize the radiation qualities RQA and RQT, the additional filtration determined for each radiation quality RQR was used, and an added filter was placed on the experimental setup. The air kerma attenuation measurement was repeated, in order to obtain the values of HVL. For the radiation qualities RQA the thickness of the aluminum added filter varies from 4 to 45 mm for the tube potential 40 to 150 kV, respectively, and for the radiation qualities RQT the thickness of the copper added filter varies from 0.20 to 0.30 mm for the tube potential 100 to 150 kV, respectively.

For the radiation qualities RQR, the exponential attenuation fitting curve has two components, as can be observed in figure 1. The first component is due to the most energetic part of the beam coming from additional filtration, which is the dominant component (primary component). The other component (secondary component) is due to the less energetic part of the beam coming from the additional filtration.
In the case of the RQA radiation qualities, the attenuation curve follows a simple exponential. Due to the presence of the added filter, placed after the additional filtration, the less energetic component is not observed.

For the RQT radiation qualities, the results are similar to the ones obtained for the qualities RQR, which means that the fitting function has also two components. In this case, the addition of a copper added filter is not sufficient to completely absorb the less energetic part of the beam.

For all three series of radiation qualities, a study to calculate the uncertainties of the HVL values was performed. When the fitting function has two components, the majorant value of uncertainty associated to the HVL value was calculated, based on the Implicit Function Theorem. [3] When it has only one component, the uncertainty was calculated according to the GUM. [4] For the radiation qualities RQR the majorant uncertainties range from 3.20% (RQR4) to 11.27% (RQR2) and for the radiation qualities RQT they vary from 3.62% (RQT8) to 5.98% (RQT10). For the qualities RQA, the uncertainties range from 0.26% (RQA9) to 3.40% (RQA8).

The results obtained for the HVL values and homogeneity coefficients, meet all the criteria described in the standard IEC 61267:2005, so it can be concluded that, with the necessary additional filtration determined, the radiation qualities RQR, RQA and RQT were correctly characterized.
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Syrian National Radiation Metrology Laboratory (NRML) has commissioned a new facility for diagnostic radiology and mammography calibrations. Tow X-ray tubes were installed in order to carry on this task. First one is the ISOVOLT 160 Titan, maximum rating 160 kV and continuous rating 640/3000W tungsten anode. The second is side window tube 100 kV, 3000W molybdenum anode. Both were used to establish required radiation qualities in order to start calibration services in radiology field.

Three steps were performed before starting the measurements; firstly by adjusting the laser beam to be horizontal and well focused. Then the X-ray tubes were altered in order to make the radiation beam horizontal and perpendicular to the laser beam. Finally, the field size is tuned to be 10x10 cm² which is three times larger than the sensitive volume of the standard chamber.

Ionization chamber type TW34069 # 070 connected to an electrometer UNIDOS type 10002 # 20128 was used to obtain radiation output measurements at the focal to detector distance (FDD) equals to 100 cm. Room temperature and pressure were recorded using dual function digital thermometer and barometer model OPUS10 # 16599. Half value layer (HVL) measurements were made using set of high purity and homogeneity Aluminum and Copper attenuator, purity of about 99.9 % [1].

The radiation measurements were started with establishing the RQR radiation qualities by fixing the X-ray tube voltage to the given values in TRS-457 [2]. Additional filtration necessary to achieve the desired half value layers was determined. These values were calculated using the method mentioned in TRS-457 section 6.5.2.1. [2] in comparison with given values, table 6.2. Calculation method is based on the attenuation curve, which is obtained from HVLs that were realized by calculating the ratio between two air kerma rates one with the desired HVL and the other without. Practically, this ratio was found to take values between 0.485 and 0.515, see table 1.

Next step was designed to establish the RQA radiation qualities by including the additional filtration that was modified to determine RQR. Required filtration were taken from TRS-457, table 3.3 [2], then the additional filtration needed to achieve HVLs for RQA was practically determined using the same method applied to establish RQR.

The measurement of appropriate HVLs for establishing RQT were preformed by summing up the additional filtration modified for RQR and the additional filtration that is mentioned in table 6.4. of TRS-457 protocol [2]. Repeated measurements were carried out for RQR-M radiation qualities determination in order to achieve the needed HVL mentioned in table 6.5. of the IAEA guide. Adding a molybdenum filter with a thickness of 0.032 mm, the RQA-M radiation qualities were finally established with the adding together 2 mm of Al to the additional filtration related to RQR-M radiation qualities.
Experimental results concerning the reference radiation qualities: RQR 5, RQA 5 and RQT 9 are summarized in table 1.

Table 1: Characterization of studied radiation qualities for diagnostic radiology

<table>
<thead>
<tr>
<th>Radiation Quality</th>
<th>X-ray tube voltage (kV)</th>
<th>Added filtration (mm)</th>
<th>First HVL (mm Al)</th>
<th>Ratio*</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQR 5</td>
<td>70</td>
<td>2.60 Al</td>
<td>2.58</td>
<td>0.499</td>
</tr>
<tr>
<td>RQA 5</td>
<td>70</td>
<td>20.993 Al</td>
<td>6.8</td>
<td>0.502</td>
</tr>
<tr>
<td>RQT 9</td>
<td>120</td>
<td>0.25 Cu + 2.60 Al</td>
<td>8.4</td>
<td>0.500</td>
</tr>
</tbody>
</table>

*Ratio of radiation dose with and without desired half value layer.

The ratio calculated in table 1 shows that the desired half value layer can be achieved with the required accuracy. This is an essential step that will be used to compare our experimental results with values obtained by other standard laboratories, hence it will enable us to provide calibration services for equipments used to measure radiation doses from diagnostic X-ray applications.

Complete data set for all recommended radiation qualities will be presented within the full paper linked to this abstract. Special attention will be paid to data that describe the actual half value layers of all studied radiation qualities and their implication on the calibration of procedures applied for diagnostic X-ray.
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We present a comparison of the most common full field digital mammography (FFDM) systems with respect to their dose efficiency in relation to image quality. 12 equipments representing 9 different systems are studied in clinical environment (2 Hologic Selenia with Molybdenum target and tungsten target, Ge Essential, Ge DS, Fujifilm Amulet, 2 Siemens Inspiration, Sectra Microdose, 2 analog units with Agfa computer radiography (CR) system).

The completeness of the equipment sample allows to adress 4 particular aspects: the role of the detector readout technology (2 identical units with a-Se detector, differing by detector readout), the importance of the x-ray spectrum (1 unit with two different tube assembleys) and the influence of radiation detection technique (photon counting against radiation integrating detection), besides the potentialities of direct radiography (DR) versus CR.

The study starts with the physical characterization of every system in terms of modulation transfer function (MTF), normalized noise power spectrum (NNPS) and detective quantum efficiency (DQE) following the international norm IEC 62220-1-2 with radiation quality RQA-M2 and with clinical used technique.

For image quality assessment two different methods have been applied: 1) measurement of contrast to noise ratio (CNR) according to the European guidelines and 2) contrast-detail (CD) evaluation. The latter was carried out with the phantom CDMAM ver. 3.4 and the commercial software CDMAM Analyser ver. 1.1 (both Artinis) for automated image analysis. The overall image quality index IQF$_{inv}$ proposed by the software has been validated elsewhere [1]. Correspondence between the two methods is verified testing the linear correlation between CNR and IQF$_{inv}$. All systems were optimized with respect to image quality and average glandular dose (AGD) within the constraints of automatic exposure control (AEC). For each equipment, a good image quality level was defined by means of CD analysis, and the corresponding CNR value considered as target value. The goal was to achieve for different PMMA-phantom thicknesses constant image quality that means the CNR target value, at minimum dose.

For comparison of the image quality performance of the systems with respect to dose, the dose independent figure of merit IQF$_{inv}$\(^2\)/AGD has been introduced [2].

Whereas the intrinsic quality properties, expressed by DQE, of most studied systems with DR detectors were very similar, there turned out major differences in the technique choices operated by the automatic exposure control (AEC) devices, giving rise to substantial AGD differences in clinical use.
Results showed that

- a innovative photo-conductive switching readout technique for a-Se detectors may allow dose savings between 8% and 28%, depending on the phantom thickness, at equal image quality.
- photon-counting detector technology may also permit dose savings.

Furthermore, the work confirmed that

- adapting target/filter combinations which produce x-ray spectra of higher mean energy compared to Mo/Mo turned out in a higher image quality at equal dose for PMMA thickness > 3 cm.
- DR systems clearly outperform CR systems in all configurations.
- in clinical use not all AEC devices follow optimal technique.
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Abstract

Abdominal CT scans have contributed greatly to the diagnosis of abdominal diseases. However, the radiation exposure to the patients is significantly higher compared to other radiological examinations. While the benefits of CT exceed the harmful effects of radiation exposure in patients, increasing radiation doses to the population have raised a compelling case for reduction of radiation exposure from CT. In Sudan, there is a remarkable increase in the number of CT examinations being performed. Thus, radiation dose optimization is mandatory due to the risks associated with exposure to radiation.

The purpose of this study is to optimize the radiation dose, estimate the effective dose and radiation risk during adult computed tomography CT for the abdomen.

A total of 83 patients referred to Al-Ribat University Hospital (RUH) with abdominal disturbances in the period of study. Data of the technical parameters used in CT procedures was taken during (May - October, 2009).

The patients were divided in two groups: control group (53 patients) was performed with the protocol of the department using multi-slice CT (MSCT-Siemens Sensation-16 slice); and Optimisation group (30 patients). Optimization was achieved through; the design of dose efficient equipment, the optimization of scan protocol and improvement of referring criteria. Organ and surface dose received by the specific radiosensitive organs was carried out using software from National Radiological Protection Board (NRPB).

The mean age was 45.4±18.1 years while the mean weight was 67±12 Kg. The DLP was 288.25 mGy.cm and CTDIvol was 9.7 mGy. Patient effective dose was 13.5 mSv before the optimization. This was reduced to 4.3 after dose optimization. The estimated radiation risk was 742 per million before optimization. This risk was reduced to 237 per million after optimization. Moreover, dose optimized protocol lowered the effective doses to 31.9% as can be seen from Tables 1 and 2.

TABLE 1: PATIENTS RADIATION DOSE VALUES

<table>
<thead>
<tr>
<th>Group</th>
<th>DLP Values (mGy. cm)</th>
<th>CTDI (mGy)</th>
<th>Effective dose (mSv)</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>865.26 (150-3215)</td>
<td>18.87 (3.69-70.43)</td>
<td>13.58 (2.53-45.52)</td>
<td>67.7</td>
</tr>
<tr>
<td>Optimized Group</td>
<td>288.9 (81-445)</td>
<td>9.73 (1.3-6.3)</td>
<td>4.3 (1.3-5.88)</td>
<td>60.7</td>
</tr>
</tbody>
</table>
TABLE 2: SHOWS THE RELATION BETWEEN TWO GROUPS AND THE PERCENTAGE OF REDUCTION ON RADIATION VALUES

<table>
<thead>
<tr>
<th>GROUP</th>
<th>CTDI (mGy)</th>
<th>DLP (mGy. cm)</th>
<th>Effective dose (mSv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>18.8</td>
<td>865.26</td>
<td>13.5</td>
</tr>
<tr>
<td>Optimisation</td>
<td>9.7</td>
<td>288.6</td>
<td>4.3</td>
</tr>
<tr>
<td>Reduction%</td>
<td>48.4%</td>
<td>66.6%</td>
<td>68.1%</td>
</tr>
</tbody>
</table>

The study has shown a great need for referring criteria and continuous training of staff in radiation doses optimization concepts. Further studies are required in order to establish a reference level in Sudan.

The assessment of radiation dose to patients undergoing CT of abdomen investigated. Large variations of radiation dose to various organs were observed. This could be attributed to the different data in request.

The mean organ doses in this study were mostly comparable (Optimization group) to and slightly higher (Control group) than reported values from the developed countries. The use of abdomen and pelvis protocol instead of abdomen protocol leads to increase in radiation dose.

Furthermore, organ doses and the probability of cancer induction are relatively high. This justifies the need for optimization of CT scanning protocols.

Optimization could be achieved through optimal selection of scanning parameters based on indication of study, specification of the region of interest being scanned, and patient size.
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Image quality and patient dose in digital panoramic radiography
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Panoramic radiography represents an important diagnostic imaging method widely used in dentistry. Although the organ doses in panoramic radiography are low, given the large number of procedures performed, the collective dose and associated risks can be significant. The objective of this work was to determine dose and image quality on digital panoramic radiography examinations, performed at a clinic in Recife, Brazil, in order to assess whether radiological protection could be optimized. The clinic was using two X-ray units Kodak 8000C (units 1 and 2).

Air kerma-length product ($P_{KL}$), air kerma-area product ($P_{KA}$) and entrance surface air kerma ($K_e$) were determined using the methodology of the International dosimetry protocol in X-ray diagnostic radiology (TRS-457). The $P_{KL}$ values were obtained through measurements performed with a calibrated pencil ionizing chamber PTW 30009-0516, for different values of mAs and kV. A function of normalized $P_{KL}$ values (mGy.cm/mAs) versus kV was derived. $P_{KL}$ values for 310 adult patients were calculated using the exposure parameters collected during the examination and the corresponding normalized $P_{KL}$ values obtained from this function. $P_{KA}$ values for the patients’ examinations were assessed based on the $P_{KL}$ data multiplied by the radiation field length. $K_e$ values for the sensitive organs: eyes, parotid glands, nape of the neck and thyroid were determined using thermoluminescent dosimeters (TLD-100), calibrated at an x-ray beam quality of RQR-7. The TLDs were encapsulated in plastic bags and positioned on the surface of a head phantom at points corresponding to these anatomical sites. They were irradiated using the exposure parameters in clinical use: 79 kV for unit 1 and 85 kV for unit 2 and 166.8 mAs for the both units, and they were read out with a TLD reader Harshaw 3500.

To evaluate image quality, 100 clinical radiographs were randomly selected from each unit. Two radiologists evaluated the images and observed that 52% of the images from unit 1 and 57% from unit 2 presented errors related to incorrect positioning of the patient’s tongue and the head of the mandible being out of field. These images were rejected and the remaining images were evaluated, verifying image contrast and visibility of anatomical structures. The radiologists assigned numbers between zero and three to each anatomical structure, with number three representing the best score. The sum of the scores of all structures is called the “radiography quality index (QI)”.

<table>
<thead>
<tr>
<th>Table 1. Exposure parameters and minimum, maximum, mean and 3rd quartile values of $P_{KL}$ and $P_{KA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Potential (kV)</strong></td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>Current (mA)</td>
</tr>
<tr>
<td>Time (s)</td>
</tr>
<tr>
<td>$P_{KL}$ (mGy.cm)</td>
</tr>
<tr>
<td>$P_{KA}$ (mGy.cm^2)</td>
</tr>
</tbody>
</table>

Minimum Mean Maximum 3rd Quartile
Table 1 presents the exposure parameters and minimum, maximum, mean and 3rd quartile values of $P_{K,L}$ and $P_{K,A}$, with the mean values being 6.89 mGy.cm and 129 mGy.cm$^2$, respectively. In Brazil there are no reference levels for panoramic examinations of adult patients, but the values obtained in this paper are similar to those found in the literature and close to the United Kingdom reference level for adult patients [2].

Figure 1 shows the box & whiskers distributions of the entrance surface air kerma, $K_e$, obtained with both units on the surface of the head phantom at locations representing the eyes, parotid glands, nape of the neck and thyroid. The results show that the highest $K_e$ values were found in the nape region, about four times higher than in the other evaluated regions. The $K_e$ values of the parotids regions are ten times higher than the values for the eyes and the thyroid values are twice the values for the eyes. These values are similar to others taken in Recife in analog systems.

FIG 1. Box & Whiskers distribution of $K_e$ values measured at the two units in the clinics at different points on the surface of the phantom. RE-Right eye, LE-Left eye, LP-Left Parotid, RP-Right parotid, T-Thyroid and N-nape.

The results of the quality index of the radiographs calculated for both units showed mean values of 69.6 and 78.4 for unit 1 and 2, respectively. Only 8.3% of the radiographs of unit 1 present a QI in the range from 85 to 95, whereas for unit 2, 30.7% of the radiographs showed a QI in this range. This result is probably due the higher kV values used by the technicians for unit 2. This fact also contributes to the lowest image contrast observed for unit 2. As the two clinics used the same type of equipment and only the exposure parameters used by the technicians were different, it is necessary to optimize the x-ray acquisition parameters and the imaging protocols. In addition, the high percentage of radiographs with positioning errors requires improved training of the technicians.
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Influence of TRS-457 on dosimetric measurements in computed tomography
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Dosimetric information for CT scanners is usually expressed in form of quantities based on integration of dose over a length of 100 mm (CTDI_{air,100}, CTDI_w, CTDI_{vol}). The quantities have been adopted by manufacturers and users of the scanners, and are recommended in international [1], European [2,3], as well as several national guidances and regulations. Other dose indices exist, such as one defined by the FDA [4], but they are used less commonly (even requirements formulated by ACR are now expressed in terms of CTDI_{vol} [5]).

The code of practice published recently by the IAEA [6] introduces several new dosimetric quantities, which include CT air kerma indices (C_{a,100}, C_{W}, C_{VOL}). Despite different definitions, they are measured with the same equipment and are numerically equivalent to the dose-based indices. This is of particular importance, as manufacturers’ specifications or diagnostic reference levels are usually expressed as CTDI-based quantities.

Dosimetric measurements are routinely performed to check proper functioning of the device. Such measurements are usually done during the acceptance tests [7], and then repeated periodically [8]. In both cases the results are compared against some reference values, either given by the manufacturer or established previously as a baseline. The IAEA code of practice serves as a practical step-by-step instruction on how to perform such measurements, from selection of equipment to calculation of results. It also includes useful guidance on calculation of uncertainty of the results, as well as information on the typical sources and values of the uncertainty. It does not, however, include suggestions on how to include the uncertainty in statements of compliance with specifications.

Either the CTDI- or C-based quantities can be used to compare doses between imaging protocols, scanners (example results in Table 1), or with diagnostic reference levels. Effective doses, which can be used for estimation of risk, can be calculated from such dose indices using factors based on Monte Carlo simulations, e.g. ones quoted in European Guidelines for MSCT [4]. Still, the indices are based on measurements in standardized phantoms of fixed size, and Monte Carlo simulations are done for models of typical patients. Current code of practice does not provide methodology of dose assessment for individual patient.

The code of practice does not cover dosimetry in cone beam CT systems, such as those installed on radiotherapy accelerators, radiotherapy simulators, and C-arms. Integration of kerma over a length of 100 mm does not provide meaningful dosimetric information for the cone beam geometry. Small volume cylindrical ion chamber, calibrated for medium energy kilovoltage X ray beams in accordance with TRS-398 [9], could be used instead. Different dosimetric quantities would be then used for fan-beam and cone-beam CT systems, making comparison of doses difficult. However, comparison of doses for patients should anyway be based on effective dose to be meaningful [10].

Since TRS-457 rather standardizes existing methodology of dosimetry in computed tomography than introduces a new one, its publication did not affect our practice significantly. Still, we find it very valuable, as it clarifies terminology and methodology of the measurements.
### Table 1. Example results of dose measurements in CT ($C_w$ [mGy], $P_{KL,CT}$ [mGy•cm]).

<table>
<thead>
<tr>
<th>GE HiSpeed DX/i</th>
<th>GE LightSpeed Pro 32</th>
<th>Toshiba Asteion VF (age &lt;15y)</th>
<th>Siemens Somatom Emotion Duo (PET-CT)</th>
<th>Philips Gemini 16 TF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_w$</td>
<td>$P_{KL,CT}$</td>
<td>$C_w$</td>
<td>$P_{KL,CT}$</td>
<td>$C_w$</td>
</tr>
<tr>
<td><strong>head</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16.4</td>
<td>294</td>
<td>61</td>
<td>1288</td>
<td>22.5</td>
</tr>
<tr>
<td><strong>pelvis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.1</td>
<td>239</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>chest</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.7</td>
<td>323</td>
<td>15</td>
<td>653</td>
<td>3.8</td>
</tr>
<tr>
<td><strong>whole body</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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Introduction

In December 2008, a new Belgian legislation was published that concretizes the necessary tests to be performed to assure the physico-technical quality of dental systems. Tests had been copied from a recently released Belgian protocol for yearly tests on dental systems, as compiled in a working group of the Belgian Hospital Physicists Association (BHPA). The Belgian legislator has copied the basic aims of the BHPA text to ensure appropriate doses and assure image quality of routine dental exposures. In practice, the exposure for the maxillary molar tooth is defined as the ‘clinical exposure’ and is studied in detail.

In the legislation, classical tests of tube output, voltage, filtration and exposure time are imposed. Every test of a digital intra oral x-ray system starts with the measurement of the detector dose for a standard molar setting. The load of tooth and cheek are simulated by a slab of 6mm aluminium. The dose limit is a 200μGy. When the dose exceeds this limit, the medical physics expert (MPE) has to investigate whether the procedures (exposure time, film type, ...) can be adjusted so that the dentist can work within the acceptability criteria.

In this report we will focus on 3 less common image quality tests that are also described in the legislation:

1. Dynamic range: A stepwedge, made of 5 aluminium steps with different thickness ranging from 2.5mm to 9mm has to be imaged with the clinical exposure. On the image, the 5 steps should be clearly visible.

2. Homogeneity: An image of a homogeneous test slab is visually inspected. There should not be clinically disturbing artefacts.

3. Resolution: The resolution of clinical exposures is tested with a testobject with line pairs on top of 2 cm PMMA. The resolution should not be lower than 5 lp/mm

Material and methods

The protocol was successfully tested on 64 systems. This included 13 film systems, 33 systems with phosphor plates and 18 systems with a CCD detector. The systems are from the following vendors: Trophy (19), Kodak (4), Sirona (10), Soredex (8), Gendex (4), Planmeca (9), Philips (3), Satelec (2), Belmont (1), Villa (1), MyRay (1), Morita (1) and Owandy (1).

Results and discussion

1. Dynamic range: Figure 1 shows on the left an example of a system where the routine settings led to overexposure. With the overexposure, only 1 step of the stepwedge is visible. In clinical practice, there was indeed no contrast in the images, only black and white. It was possible to readjust the system. On the right, a correct exposure is shown. Readjustments were proposed in more than 90 percent of the systems.
FIG 1: Right: Overexposure of phosphorplate. Only the first step of the stepwedge is visible. Left: Correct exposure time, every step of the stepwedge is visible.

(2) Homogeneity: Figure 2 shows 4 images of homogeneous test objects. On the left image, several scratches are visible, probably caused by bending the plates, by putting pressure on the phosphorplate or falling on the floor. The 2 images in the middle show a latent image on the phosphorplate. These plates should be replaced. The right image shows a good homogeneous image. Phosphorplates are very sensitive to scratches and should be handled with care. CCD-detectors are more resistant to scratches but they can be broken when falling on the floor. Detectors should be verified at periodic intervals, like weekly, and replaced if necessary.

FIG 2: Left: Scratch visible on the homogeneous image. Middle: Latent image on the phosphorplate. Right: Good homogeneous image.

(3) Resolution: So far, no resolution problems have been detected

Conclusion

The major cause of an inappropriate dose setting, that leads to either too high doses and/or loss of dynamic range and contrast, is transition from film to digital detectors without adjustment of the X-ray settings. The older films required a much higher dose and a longer exposure time than digital detectors to produce the same image. A practical consequence is that some X-ray systems could not produce the short exposure times needed for digital detectors.

After one year of experience, it is clear that the quality control of intra-oral systems is useful. For more than 90 percent of the intra oral X-ray systems, an adjustment of the exposure times could reduce the dose and improve image quality.

Our protocols should be further improved into the direction of verification of the image quality and dose in the dental practice. The image quality requirements need more fine tuning, dose limits should be available for distinct clinical indications and periodic image quality tests should be introduced.
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Introduction

RRPPS provides traceable calibrations for about 400 diagnostic dosemeters each year. Until July 2009, these calibrations were undertaken on Pantak HF-320 and HF-160 x-ray sets fitted with COMET (Liebfeld Switzerland) metal ceramic x-ray tubes, both with tungsten targets. The inherent filtration is 3mm Be for the MXR-320 tube and 1mm Be for the MXR-160 tube. Calibrations were performed in accordance with IEC 1267:1994-09 as described previously. To achieve all standard radiation qualities RQR and the standard radiation quality RQC (for fluoroscopy automatic brightness control adjustment), auxiliary filters were fitted to a filter wheel with the HF-320 set and manually inserted into the beam with the HF-160 set.

In July 2009 RRPPS moved to new premises where new 160kVp and 300 kVp x-ray units (Gulmay Medical Ltd, Camberley, Surrey, UK) were installed with the XRC1 x-ray calibration system and CP160 generators. The 300 kV set utilises 2 generators. The existing tubes from the old premises were transferred to the new units.

The new sets have been commissioned against IEC 61267-2005. In order to accommodate the 9 standard radiation qualities RQR, 2 extra RQC qualities and 3 new RQT qualities for CT applications, larger filter wheels were required. The wheel on the 300 set incorporates 11 slots and the 160 set has 2 overlapping wheels enabling 21 filter combinations. The overlapping wheel provides the additional filtration required for the RQT and RQC qualities.

Method

The x-ray tube voltage, kV, was determined using the calibrated photon spectrum end point method as described previously. Photon spectrometry was performed with a GL0110P Low Energy Germanium detector (LEGe), an Eagle 5004 multi-channel analyser and Genie 2000 spectroscopy software (version 3.2.1) (Canberra Ltd, Didcot, UK). The system was calibrated with $^{241}$Am, $^{133}$Ba and $^{57}$Co sources.

Radiation air kerma rates were measured with a Radcal (Monrovia, USA) 9015 radiation monitor, 9060 electrometer and 10X5-6 chamber. The dosemeter’s calibration, against the IEC 61267-2005 radiation qualities, is traceable to the National Physical Laboratory. The thickness of auxiliary aluminium filtration needed to achieve the first half value layer (HVL1) stipulated by the standard to within the required ±0.1 mm tolerance was determined via an iterative process for the RQR qualities. The second HVL (HVL2) was measured to confirm that the homogeneity coefficient (HVL$_1$/HVL$_2$) agreed with the standard to within the required ±0.03 tolerance.

The RQC and RQT radiation qualities were achieved by adding the thickness of copper filtration as stipulated in the standard added to the relevant RQR aluminium filtration.

All aluminium and copper filters were of at least 99.9% purity (Advent Research Materials, Oxford, UK).
Results

Sample results for the 300 kV system are given below as an example.

<table>
<thead>
<tr>
<th>Radiation Quality</th>
<th>Displayed kV&lt;sub&gt;cp&lt;/sub&gt;</th>
<th>Measured kV&lt;sub&gt;cp&lt;/sub&gt;</th>
<th>Added filter mm Al</th>
<th>Measured HVL&lt;sub&gt;1&lt;/sub&gt; mm Al</th>
<th>Required value&lt;sup&gt;a&lt;/sup&gt; mm Al</th>
<th>Measured homogeneity coefficient</th>
<th>Required value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQR 3</td>
<td>50</td>
<td>49.9±0.5</td>
<td>2.61</td>
<td>1.78</td>
<td>1.78</td>
<td>0.76</td>
<td>0.76</td>
</tr>
<tr>
<td>RQR 4</td>
<td>60</td>
<td>59.7±0.6</td>
<td>2.61</td>
<td>2.18</td>
<td>2.19</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>RQR 5</td>
<td>70</td>
<td>69.4±0.7</td>
<td>3.07</td>
<td>2.57</td>
<td>2.58</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>RQR 7</td>
<td>90</td>
<td>88.6±0.9</td>
<td>3.62</td>
<td>3.53</td>
<td>3.48</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td>RQR 9</td>
<td>120</td>
<td>118.2±1.2</td>
<td>4.07</td>
<td>5.08</td>
<td>5.00</td>
<td>0.69</td>
<td>0.68</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Radiation Quality</th>
<th>Displayed kV&lt;sub&gt;cp&lt;/sub&gt;</th>
<th>Added filter Cu mm</th>
<th>Measured HVL&lt;sub&gt;1&lt;/sub&gt; mm Al</th>
<th>Nominal HVL mm Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQC 3</td>
<td>50</td>
<td>0.49</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>RQC 5</td>
<td>70</td>
<td>1.49</td>
<td>8.4</td>
<td>8.4</td>
</tr>
<tr>
<td>RQC 8</td>
<td>100</td>
<td>2.00</td>
<td>11.5</td>
<td>11.5</td>
</tr>
<tr>
<td>RQT 8</td>
<td>100</td>
<td>0.20</td>
<td>6.9</td>
<td>6.9</td>
</tr>
<tr>
<td>RQT 9</td>
<td>120</td>
<td>0.25</td>
<td>8.4</td>
<td>8.4</td>
</tr>
<tr>
<td>RQT 10</td>
<td>150</td>
<td>0.30</td>
<td>10.1</td>
<td>10.1</td>
</tr>
</tbody>
</table>

Conclusion

By using the end point spectrum method for determining tube voltage on stabilised constant potential sets and establishing the first HVL as required by the standard, the necessary homogeneity values were obtained for the RQR series and the necessary first HVLs were obtained for the RQC and RQT series.
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Applications of optically stimulated luminescence (OSL) in medical dosimetry have increasing in recent years \cite{1}, including in diagnostic radiology. Although the use of OSL dosimeters as passive solid state detectors in x-ray dosimetry is similar to thermoluminescent dosimeters (TLD), the calibration process of the main material used as OSL dosimeter in medical dosimetry (aluminum oxide - Al\textsubscript{2}O\textsubscript{3}) requires more attention because its over-response to low-energy x-rays with respect to tissue.

Despite of proper calibration can be obtained by irradiation in a beam quality consistent with the field to be evaluated, many laboratories use different qualities and standards, some of which may be unsuitable, making it difficult to achieve the traceability of dose measurements in the clinic.

In this study, OSL dosimeters were calibrated considering the beam qualities and standards recommended by the IAEA code of practice for diagnostic radiology dosimetry - TRS457 \cite{2}. The effect of accuracy and precision of a particular OSL dosimeter and reader on the overall uncertainty also were investigated.

The OSL readout was performed using a commercial system (Landauer Inc.) consisting of a portable reader (microStar\textsuperscript{TM}) and OSL dosimeters of carbon-doped aluminum oxide (Al\textsubscript{2}O\textsubscript{3}:C) as material detector (InLight\textsuperscript{TM} Dot and nanoDot dosimeters). This reader uses the continuous-wave OSL (CW-OSL) stimulation modality and initial intensity as OSL signal. Reproducibility of the OSL signal for repeated irradiations and reader stability were determined. The influence of the light sensitivity and procedures of dosimeter preparation, handling, irradiation and readout, among these optical illumination (bleaching), fading, transient signals, directional and field-size dependence, were evaluated over the energy range of use and doses usually found in diagnostic radiology.

Irradiations were carried out with a constant potential X-ray system, using both calibrated ionization chambers of small volume and radiation qualities with traceable calibration. X-ray beam was characterized by measurement of first and second HVL and x-ray tube voltage was measured with a calibrated non-invasive device. OSL dosimeters were calibrated according to the beam qualities established in the IAEA code of practice TRS457 \cite{2} for each modality in diagnostic radiology: general radiology, fluoroscopy and dental applications - RQR and RQA, computed tomography - RQT, and mammography - RQR-M and RQA-M.

The preliminary results support that the calibration of OSL dosimeters should be carried out with an X-ray quality typical of those to which the dosimeters will be exposed during the course of measurements in the clinical conditions. Special attention must be given to procedures of bleaching, irradiation and readout of OSL dosimeters in order to reduce to the overall uncertainty in the dose determination from OSL dosimeters in diagnostic radiology.
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Introduction

Since 2001, an annual quality control of medical X-ray equipment by a medical physics expert (MPE) is obligatory in Belgium. The minimal standards that a system should achieve are defined in the RP91 document [1]. After some years of experience, there was a consensus that the MPE activities would benefit from a more explicit text that would take full account of the challenges of the on-going digitization. A working group of Belgian physicists was formed within the Belgian Hospital Physicists Association to create a more extended and detailed protocol, to harmonize the test procedures among the physicists and to test digital detectors appropriately. The aim of the group was to make sure that image quality and patient dose are well balanced and that the automatic exposure controller functions well for all conditions of beam quality and patient thickness.

The most important chapter of the new Belgian protocol concerns the testing of the AEC for digital radiography detectors (DR) and computed radiography plates (CR). These tests are not described in the RP91. Conventional X-ray systems using film radiography have to give similar optical densities. On digital systems, the optical density is fixed by the processing and not at all related to exposure. The approaches to test film-screen can therefore not be applied to digital detectors.

The hypothesis of the test procedure is the following: as the image quality of a digital detector is not contrast limited but dose limited, it is the amount of noise in the image which limits the image quality (1). Therefore, the goal of the AEC calibration should be to keep the SNR constant at all thicknesses and beam qualities. As described by Doyle and Martin, we aim to control the SNR by measuring the exposure indication (EI) or pixel value (PV) of the detector. We report on a practical approach, that has been developed in our team.

Material and method

We propose a 2-step approach:

1. Determination of the dose response function of the detector: 1.5 mm Cu is fixed to the tube and the dosemeter is positioned on the table in the center of the X-ray beam. CR plates are put on the table; for DR detectors the grid is removed if possible. 4 exposures with 81 kV and about 1, 4, 12 and 30 μGy are made. The dose response function between the measured doses and exposure indications (EI) or pixel values (PV) is calculated. The inverse dose response function linearizes all measured EI or PV. The value after application of the inverse function on EI or PV is called linearised exposure indication (LEI). Using this LEI allows to apply the same limiting values to all systems. Only at 81kV and when using the same geometry as for the measurements, the LEI is numerically identical to the detector dose. For other beam qualities, the LEI tells which detector dose at 81kV (and for the same geometry) would produce the same SNR. The LEI based approach simplifies tests at different tube voltages as it is not defined by the detector dose (and would hence require an energy sensitivity correction factor) but by SNR in the detector.
2. Verification of the LEI for different thicknesses of PMMA, for different tube voltages and for different combinations of AEC cells using the preprogrammed abdominal program. We require that deviations in LEI should be lower than 20%. For repeated exposures the LEI should not deviate more than 10%.

3. The LEI for a routine exposure at 20cm of PMMA should be lower than 5 μGy, and ideally be in [1 - 2 μGy] for DR and [2 - 3 μGy] for CR.

The method was developed on 5 different CR models and 4 different DR models and was then applied in the frame of the annual quality control procedures on 60 X-ray systems of different make and vendor.

Results and discussion

On all systems with access to the relevant EI or PV, the proposed procedure could be performed successfully. In Belgium, access to the so-called raw data was achieved in all hospitals. We approached the CR manufacturers to give access to EI or PV also in the private practices. Using the digital detector as a dosimeter with this method solves three practical problems. A first problem is to have to place an expensive solid state detector in an even more expensive bucky. A second problem is that a solid state detector in the bucky changes the backscatter at the AEC cells and could affect the AEC working. Third, the solid state dosimeter is not intended for this application. The introduction of the LEI has some advantages. All shapes of EI or PV as a function of dose can be input. At 81 kV and 20 cm PMMA with grid, it showed that the LEI can even be used as an estimation of the detector dose.

For abdomen acquisitions made with the CR systems, the LEI fluctuated from 1 to 10 μGy (Fig 1). For DR systems, the LEI varied from 1 to 3 μGy. On several systems, corrective actions were initiated. The main problems were seen with CR systems that had not been readjusted after the switching from film-screen to CR. Occasionally doses were too low.

After 3 years of performing this test, 42 systems passed the thickness compensation test, 3 systems still fail for this test. The distribution of the maximum deviation is shown in figure 2 for the tested DR and CR systems. During the last 3 years, about 7 systems were readjusted for the thickness compensation and 2 old systems had to be replaced because readjustment did not solve the problem. For the kV compensation test, 34 systems passed the test, 11 systems still fail. Figure 3 shows the maximum deviations for the tested DR and CR systems. In the beginning of this year, we contacted several manufacturers with problematic systems to have a coordinated approach to solve these problems. All systems with kV compensation problems should be readjusted by the end of this year.

The protocol fulfilled 3 basic requirements: The method is applicable on all digital detectors. The test is easy and non-invasive. It avoids having to place an expensive dosimeter in a bucky. Finally, the test is fast (less than 1 hour/system).

![FIG 1 Detector dose distribution (for DR and CR systems) measured with 20 cm PMMA and 81 kV.](image-url)
FIG 2 Distribution of the deviations of the thickness compensation test measured on DR and CR systems.

FIG 3 Distribution of the deviations of the kV compensation test measured on DR and CR systems.
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Skin doses to patients during CT perfusion of the liver
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Perfusion imaging provides the ability to detect regional and global alterations in organ blood flow. Computed tomography (CT) scanners are widely used nowadays for this purpose. One of the issues regarding this imaging technique is the high skin dose. There have been several reports on deterministic effects of radiation (erythema and hair loss).

This study shows results of skin doses for the CT perfusion of liver. The skin dose was measured using cut-out of the ISP’s Gafchromic film XR-RV2 (Fig. 1) that was placed on patient’s skin during the examination (on top and right side of the patient). Gafchromic films were primarily used for patient dosimetry in interventional radiology [1–3], but they can be used in computed tomography too [4]. After the exposure blackening of the film was measured using transmission densitometer, optical density was converted to the dose using calibration data (Fig. 2). Calibration data was previously obtained by exposing Gafchromic films and electronic dosimeter (RTI’s Barracuda with multi-purpose detector). Figure 2 shows increase in optical density with air-kerma.

The imaging parameters used on CT scanner were 120 kVp and 50 mAs/rotation. These values are part of the standardized protocol on the specific CT scanner. Number of patients evaluated was 15 (10 females, 5 males) and average size (70±10 kg). The mean value of the skin dose at the top and on the right side of the patient during this procedure was 0.49±0.07 Gy and 0.41±0.06 Gy, respectively.

The results between different patients are similar. This is due to the fact that same imaging parameters are used and patient’s size was similar. If these were changed according to the patients’ weight and/or size, the skin dose would have been much higher. No deterministic thresholds were breached and it very unlikely those effects will appear after one examination.

The dose is relatively high, and repeated (time-lapse) studies could cause such problems. This was the case in most of the reported cases.

FIG. 1. GAF Chromic film exposed during CT perfusion
FIG. 2. Calibration curve of GAF chromic film at 120 kVp. Experimental data can be fitted to the exponential curve \( r^2 = 0.9996 \).
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Dose survey in Moroccan pediatric university hospitals: Impact of a preliminary work in diagnostic radiology
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The quality control in radiology and standardization of radiological practices represent key factors for optimization of patient dose and radiation protection. In this context, work done by our team [1, 2] has shown that simple and achievable initiatives can be applied to optimize radiological procedures and subsequent dose reduction. Application of suggestions proposed in the light of this work and discussed with the concerned persons in the hospitals, is in progress. Preliminary results already show that it is possible to evolve, with the mutual efforts of research team members and professionals to establish a system of quality control in radiology departments in our Country.

The preliminary study has been conducted in Moroccan university hospitals. Work consists on realization of control quality procedures for evaluation of viewing boxes [1] and developers [2]. Evaluation of patient dose has been also considered which a part of results concerning children has been submitted to an International Journal and part concerning adults is being prepared for submission. Results show that:

The major part of viewing boxes presents deficient box luminance and they are very inhomogeneous. Some simple and cheap actions can be introduced in the radiology departments such as bulbs replacement, cleaning and painting the inner surface of the viewing boxes with brilliant ink in order to help light diffusion inside the box. It should also be remembered that the fluorescent bulbs decrease their intensity at the rate of 20% a year and should therefore be replaced annually to keep a good luminance performance.

From the evaluation of processing speed study, it can be seen that 50% of processors present under-development and 50% are working within the limits. Under-development may cause an increase in the dose imparted to the patient since to obtain the proper optical density and film blackening, more radiations is needed. This is generally achieved by increasing the radiographic technique (KV, mAs, time, etc...) and consequently, the risk to the patient.

Some measures such as management of developing products and machine temperature can improve the image quality.

Evaluation of patient dose study showed that in most cases the values correspond to the values of Diagnostic Reference levels. In the same hospital and sometimes in the same room, we can observe great diversity of values. This means to standardize radiological practices. A meeting was held in this direction with the staff of some hospitals and steps are underway to standardize practices.

The realisation of measurements by applying the optimisation measures in the light of suggestions made by our research team work is underway.
Conclusion

Quality Assurance in Diagnostic Radiology is of paramount importance in diagnostic radiology, we have seen that it is our duty to do this work in order to participate to standardize the radiological practices first and work the system basis of control quality in radiology. These methods are well established in developed countries, but in our country the way is still long to establish a quality assurance system. In my opinion there is a start to everything and this work represents a beginning of a radiation protection program in our country.
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Patient dosimetry in radiography examinations and establishment of national diagnostic reference levels in Ukraine
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Optimization of radiation protection in diagnostic radiology can be possible only due to some measures to reduce of patients doses from most wide-spread medical examinations with condition to provide the quality of diagnostic information.

With the International Basic Safety Standards (BSS-115) the guidance levels of patient doses for diagnostic radiography were established and different countries can use these values until national diagnostic reference levels are accepted.

In Ukraine in 2009 the pilot scientific investigation of patient doses in diagnostic radiology is started. The main purposes of this work are to study the structure of X-ray diagnostic examinations, current state of X-Ray diagnostic units in Ukraine and the parameters of different radiography examinations for ‘standard’ patient by questionnaire way of all regional X-Ray Diagnostic services in Ukraine, to determine the radiation output of X-ray units in different hospitals, to measure the patient doses for 5 main wide-spread radiography examinations (chest; cervical spine, thoracic spine, lumber spine, pelvis for PA, AP, LAT projections).

The radiation measurements of radiation parameters were carried out for 52 X-ray diagnostic units of 18 large hospitals from seven Ukrainian Regions. The entrance surface doses were determined more than for 1400 patients.

The ionization and thermoluminescence dosimetry methods were used for measurements. The radiation output was measured using dosimeter TRIAD model 10100A (Keithly, USA). The entrance surface doses were determined using TL-detectors LiF type MTS-N (Poland) and TLD-reader PCL3 (France).

The first measurements have shown that for different types of X-ray units the values of entrance surface doses could differ in 20-145 times. The maximum average patient doses were observed for thoracic spine and lumber spine diagnostic examinations.

For chest X-Ray examination (PA) the patient dose range was 0.1 – 7.4 mGy, the average dose is 0.9±0.1 mGy, third quartile – 0.8 mGy. For thoracic spine examinations (AP) the patient dose range was 0.9 - 125 mGy, the average dose is 13.7±2.4 mGy, third quartile – 15.0 mGy, for thoracic spine examinations (LAT) the patient dose range was 1.1- 122 mGy, the average dose is 22.4±4.5 mGy, third quartile – 20.0 mGy. For lumber spine diagnostic examinations the patient dose ranges were 2.6 - 106 mGy (AP) and 6.5 - 130 mGy (LAT), the average doses are 17.0±1.7 mGy (AP) and 39.5±2.7 mGy (LAT), third quartiles – 22.0 mGy (AP) and 47.0 mGy (LAT). For pelvis examinations (AP) the patient dose range was 0.9 - 48 mGy, the average dose is 15.3±2.1 mGy, third quartile – 22.0 mGy. The values of third quartiles of distributions of doses for chest examination (PA), thoracic spine examinations (AP, LAT), lumber spine examinations (AP, LAT) are more than values for corresponding values of guidance levels of patient doses for diagnostic radiography the IAEA BSS-115 in 1.5-2.0 times.
The measurements of patient doses in Ukrainian hospitals are continuing. For establishment of national diagnostic reference levels for main diagnostic radiography examinations the distribution of patient doses will be studied.
A tandem system for quality control in mammography beams
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A tandem ionization chamber system has been developed to be applied in mammography energy range dosimetry [1]. This system consists of two ion chambers with different collecting electrode materials: aluminum and graphite. Both chambers have a sensitive volume of 6 cm³ that is suitable for the mammography range. Characteristics as saturation, ion collection efficiency, linearity of chamber response versus air kerma rate and energy dependence were determined. The results of energy dependence allowed the determination of the tandem curve. The advantage of this system is that it can be used in the determination/confirmation of half-value layers (without the use of absorbers) in quality control programs of X-rays. All measurements were carried out in the Calibration Laboratory of IPEN.

The ionization chambers were irradiated in a Pantak Seifert Isovolt 160HS X-ray system with a tungsten target that operates from 5 to 160 kV (the currents can be varied between 0.1 and 45 mA). This equipment has an inherent filtration of 0.8 mmBe. The detectors where exposed to mammography radiation qualities presented in Table 1 [2].

<table>
<thead>
<tr>
<th>Radiation Quality</th>
<th>Tube Voltage (kV)</th>
<th>Half-Value Layer (mmAl)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMV25</td>
<td>25</td>
<td>0.36</td>
</tr>
<tr>
<td>WMV28</td>
<td>28</td>
<td>0.37</td>
</tr>
<tr>
<td>WMV30</td>
<td>30</td>
<td>0.38</td>
</tr>
<tr>
<td>WMV35</td>
<td>35</td>
<td>0.41</td>
</tr>
</tbody>
</table>

The measurements taken by the ionization chamber system proposed in this work were compared with those taken with the reference ionization chamber Radcal RC6M, calibrated at PTB.

The ion collection efficiency for both ionization chambers was higher than 99.0%, as recommended for ionization chambers [3]. For the linearity test the ionization chambers were exposed to the WMV28 radiation quality. Ten air kerma values were measured with the chambers; for each point five measurements were taken and the mean values were considered. The results for the linearity test are presented in Fig. 1a, with correlation coefficients of 0.99999 for the aluminum and 0.99997 for the graphite collecting electrode ionization chambers. For the energy dependence test the ionization chambers were exposed to the radiation qualities presented in Table 1. The calibration factors were determined using the reference ionization chamber. These test results are presented in Fig. 1b, as a tandem curve, where the tandem factor is defined as the ratio between the responses of both ionization chambers. This curve allows the confirmation and determination of effective energies of unknown X-ray beams. The response variation for aluminum collecting electrode it was 3.3% and for graphite collecting electrode it was only 0.06%. The standard deviation values were lower than 1.0%, therefore not visualized in Fig. 1b.
The results show that this chamber system is suitable to be used in mammography energy range.

FIG. 1. (a) Linearity of the response of the ionization chamber with graphite and aluminum collecting electrodes; (b) Tandem curve of the ionization chambers for the graphite and aluminum collecting electrodes.
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Evaluation of radiation dose and image quality in computed tomography in Rio de Janeiro, Brazil.
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The aim of this work was to evaluate the dose index and the image quality in seventeen computed tomography scanners installed in radiology departments at the city of Rio de Janeiro in order to analyze adults and pediatrics protocols and to evaluate the possibility of a dose reduction in routine procedures. The age of the scanners varied between 2 and 14 years old.

The dose index weighted normalized ($CTDI_w$) was estimated for all equipments with the RADCAL dosimetric set and the cylindrical phantom. Pediatric and adult scanning parameters were collected for cranial, chest, high-resolution chest, abdomen and pelvis CT procedures. The $CTDI_{vol}$ and DLP values were estimated for each routine protocol based on the $CTDI_w$. To evaluate the image quality, the American College of Radiology (ACR) accreditation phantom (Gammex, 464) was used [2]. The following parameters were investigated according to the procedure manual of the ACR phantom: CT number calibration, slice thickness accuracy, low and high contrast resolution, uniformity, noise and artifacts.

The $CTDI_{vol}$ distribution obtained in this study is presented in the Figure 1. For the head scans, the values of $CTDI_{vol}$ varied between 9 and 109 mGy and the PKL from 160 to 2000 mGy.cm for adults. Values for abdomen scans varied between 8 and 94 mGy and the DLP from 180 to 3700 mGy cm for adults and $CTDI_{vol}$ from 3 to 54 mGy and DLP from 46 to 1300 mGy cm for children. Similar ranges were found for hi-resolution chest scans. The 75 percentiles in the distribution of $CTDI_{vol}$ and PKL obtained in this survey was lower that the DRL European guidelines. However in all CT procedures, substantial differences were observed in patient radiation doses, for the same anatomic structure, in the different centers even in the same country. The large range of results reported reveals the differences in the techniques used at the centers of all participating radiology centers in Rio de Janeiro.

![FIG 1: Distribution of $CTDI_{vol}$ for all routine procedures](image-url)
Despite of the importance of the accuracy of CT number, only one scanner complies the international requirements. The low contrast resolution and the uniformity criteria weren’t accomplished in two different scanners. The accuracy of the slice width and the recommended high contrast resolution was not verified in 16% and 11% of the equipments respectively. The noise, expressed as a standard deviation measured in the center of the image in an adult abdomen protocol, ranged from 2.8 to 9.5. The ACR criteria of the accreditation program were not accomplished in the sample evaluated. Some parameters that failed are essential to assure the diagnostic accuracy. In the figure 2 is presented the percentage of conformity obtained for each image quality parameters for all sample.

![Distribution of the parameters evaluated and the respective percentage of conformity with ACR protocol](image)

Routine procedures were performed according to pre-established protocols independently to the patient characteristic. Also, it was observed that adult protocols are used for pediatric patients in the centers. Special actions should be quickly implemented considering the higher sensitivity of children to the harmful effects of radiation. The technicians and radiologists don’t received training in radiological protection and don’t have any information about the patient doses in the different procedures. So, they don’t have the necessary motivation to apply optimization actions. These results of this work indicate a large potential for optimization and dose reduction, especially in pediatric patients.

It was not verified an influence of the CT fabrication age in the patient dose neither in the image quality. On the other hand, where the new technology was available, the PKL values were much more higher than in single slices scanners [1]. This is an evidence of the tendency to increase the irradiated volume. It is possible because the multislices scanners can performed the procedures with high temporal and contrast resolution in milliseconds.
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Computed Tomography (CT) is an important diagnostic imaging method which has been widely used. It is based on the acquisition of thin axial images of the patient body, resulting in little overlap of anatomical structures, better contrast and better spatial resolution than conventional radiography. These advantages come at a price, because patient dose in CT procedures is much more expensive than conventional radiologic procedures. The dosimetry for computed tomography medical equipment differs from the methods applied to conventional radiodiagnostic dosimetry mainly because of the tube rotation around the patient. According to IAEA-TRS 457 [1] the currently recommended quantities for CT dosimetry are the volume CT air kerma index \( CV_{\text{OL}} \) and the air kerma-length product \( PK_{\text{CT}} \). \( CV_{\text{OL}} \) is a useful indicator of CT dose, considering specific information about each acquisition protocol. The \( PK_{\text{CLCT}} \) represents the total CT scan air kerma-length product [2] and it is measured by a CT ionization chamber calibrated in "air kerma-length product" in units of mGy.cm.

This paper describes the results of the calibration of a homemade pencil-shaped CT chamber, designed and manufactured by the Instituto de Pesquisas Energéticas e Nucleares- IPEN/CNEN-SP. The wall material of the sensitive volume of the chamber is PVC coated with graphite and its electrode material is aluminum with a thickness of 1.2mm. The internal diameter is 6.7 mm and the wall thickness and the sensitive length of the chamber are 0.26 mm and 100 mm, respectively.

FIG. 1. Diagram (a) and image (b) of the IPEN-CNEN-SP CT chamber
The chamber was calibrated in the Metrology Laboratory of Ionizing Radiation of Nuclear Energy Department (LMRI-DEN/UFPE) located in Recife, Brazil. The radiation exposure was performed on a Pantak 420 X-ray system using the radiation qualities established according to IEC 61267 [2]. The ionization chambers were irradiated with their axis perpendicular to the anode-cathode axis of the x-ray tube, at a distance of 100 cm from the focal spot. Using lead collimators with a rectangular aperture, the field dimension at the ionization chamber was adjusted to a size of 8cm x 8cm. The chamber was connected to a PTW electrometer UNIDOS E and the current was measured by irradiating the chamber at known air-kerma rates with RQT-8, RQT-9 and RQT-10 X-ray qualities. The standard ionization chamber Radcal model RC3CT serial 8769, calibrated in the German primary standard laboratory Physikalisch-Technische Bundesanstalt (PTB), was used as a reference. For comparison, measurements were also made with the Radcal CT chamber, model RC3CT serial 8849, from the laboratory. The calibration factor, in units of Gy•cm/C, was then determined on the basis of the quotient between the air-kerma length determined by the standard chamber and the ionisation current of the chamber under study.

The values of \( N_k \) (Gy•cm/C) and \( K_Q \) are presented in Table 1 with the indication of the expanded uncertainty (U) (k=2) estimated according to the IEC/ISO Guide, 1995 [3].

<table>
<thead>
<tr>
<th>Ionization Chamber</th>
<th>X-ray Quality</th>
<th>( N_k ) (Gy•cm/C)</th>
<th>( K_Q )</th>
<th>U (k=2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard chamber</td>
<td>RQT-8</td>
<td>9.57 \times 10^7</td>
<td>0.997</td>
<td>1.5%</td>
</tr>
<tr>
<td></td>
<td>RQT-9</td>
<td></td>
<td>1.005</td>
<td>1.5%</td>
</tr>
<tr>
<td></td>
<td>RQT-10</td>
<td></td>
<td>1.006</td>
<td>1.5%</td>
</tr>
<tr>
<td>IPEN/CNEN-SP</td>
<td>RQT-8</td>
<td>7.733 \times 10^7</td>
<td>0.990</td>
<td>2.2%</td>
</tr>
<tr>
<td></td>
<td>RQT-9</td>
<td></td>
<td>1.010</td>
<td>2.2%</td>
</tr>
<tr>
<td></td>
<td>RQT-10</td>
<td></td>
<td>1.005</td>
<td>2.2%</td>
</tr>
<tr>
<td>Radcal RCSCT serial 8769</td>
<td>RQT-8</td>
<td>9.57 \times 10^7</td>
<td>0.996</td>
<td>2.2%</td>
</tr>
<tr>
<td></td>
<td>RQT-9</td>
<td></td>
<td>1.000</td>
<td>2.2%</td>
</tr>
<tr>
<td></td>
<td>RQT-10</td>
<td></td>
<td>1.006</td>
<td>2.2%</td>
</tr>
</tbody>
</table>

The results indicate that the IPEN/CNEN-SP ionization chamber response presents greater energy dependence than the Radcal CT chamber, but it has a sensitivity around 24% higher than the Radcal chamber. Studies on the IPEN chamber are in development to evaluate its response in clinical dosimetry conditions.
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Patient doses in simple radiographic examinations in Madagascar: Results from IAEA project
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The purpose of this study is to survey patient doses in radiographic examinations and to perform comparisons with the international Diagnostic Reference Levels (DRLs). This study is part of an International Atomic energy Agency (IAEA) project (RAF/9/033) and six hospitals located in the capital city were selected.

Doses delivered to patients were determined in terms of entrance surface dose (ESD) based on X-ray tube output measurements and X-ray exposure parameters. Before patient dose assessment, information on X-ray exposure parameters (kVp, mAs) and geometric parameters (focus-skin distance) used in radiographic examinations of the selected patients was collected. The surveyed X-ray exposure parameters were used later to estimate patient doses through a three steps protocol: X-ray tube output measurements, entrance skin air kerma measurement, and entrance surface dose calculation.

X-ray tube output measurements

X-ray tube output measurements were conducted using a Ratemeter- Timer, Model 3036, with an internal ionization chamber. The dosimeter was positioned in central beam axis such that the X-ray tube focal spot –detector-distance (FDD) was 100 cm. The radiation field size (FS) at FDD was set just to cover the dosimeter in order to avoid the possible influence of scatter radiation to the dosimeter. The tube potential was set at 50 kVp and any mAs value (depending on convenient tube load conditions), an X-ray exposure made and the dosimeter reading recorded. This step was repeated once more at same kVp and mAs settings and the average dosimeter reading determined. The X-ray tube output was determined as the ratio of average dosimeter reading (air kerma) to the tube current-time product used. Similar X-ray tube output measurements were determined for 60, 70, 80, 90, 100 and 120 kVp settings or closest values depending on typical selectable kVp values. The values of X-ray tube output were plotted against tube potential and the resulting output-kVp curve fitted to a square function.

ESD determination

The entrance skin air kerma (ESAK) for each adult patient undergoing particular X-ray examination was determined from the product of X-ray tube output (derived from output-kVp curve corrected for the inverse square effects between the patient’s distance from the X-ray focus and distance of output measurements) and the mAs used during X-ray examination. The ESK value was converted to Entrance Surface Doses (ESD) by multiplying with the appropriate back scatter factor (BSF). The BSF value of 1.35 was used in this work, as suggested in the European Guidelines [2].
The average ESD were compared to the international Guidance Levels (GLs) recommended by the (IAEA) for each examination [1].

Results of the study are summarized in the following table.

Table: Mean ESD (mGy) and comparison with DRL

<table>
<thead>
<tr>
<th>Examination</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>DRL (mGy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chest</td>
<td>0.5</td>
<td>0.6</td>
<td>0.9</td>
<td>0.3</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Lumbar spine AP</td>
<td>20</td>
<td>6</td>
<td>18</td>
<td>5</td>
<td>11</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Lumbar spine LAT</td>
<td>39</td>
<td>10</td>
<td>71</td>
<td>9</td>
<td>29</td>
<td>13</td>
<td>30</td>
</tr>
<tr>
<td>Pelvis</td>
<td>17</td>
<td>4</td>
<td>15</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>Abdomen</td>
<td>24</td>
<td>4</td>
<td>16</td>
<td>4</td>
<td>7</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Skull</td>
<td>10</td>
<td>4</td>
<td>15</td>
<td>4</td>
<td>9</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>

Results showed that there is a large variation of patient doses for common examination in these six hospitals. Comparisons of dose levels with international DRls showed that patient doses are lower than reference levels in four hospitals and higher than reference level for two hospitals. Although the majority of entrance skin doses were lower than international values, the existence of high entrance skin doses needs a regular patient dose assessment for optimal results. By comparing local practice against international reference levels of patient doses, it was demonstrated that reference levels are important for the optimization of patient protection in diagnostic radiology.

Establishment of national Diagnostic Reference Levels (DRLs) in medical exposure should be given a high priority in country participating in the IAEA project RAF/9/033. This study was only performed in six hospitals in the capital city. Actions are under way to extend measurements into a national level in the near future in order to establish DRLs in Madagascar.
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Humidity dependence in kerma area product meter used in diagnostic X ray examinations
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The air-kerma area product, $P_{KA}$, is a dosimetric quantity that can be directly related to the patient dose and used for risk assessment associated with different X-ray examinations. $P_{KA}$ has the unit Gy m$^{-2}$ and can be directly measured by use of a Kerma Area Product (KAP) meter placed in the radiation beam.

$P_{KA}$ is the recommended quantity for use in the establishment of diagnostic reference levels (DRLs) [1] for conventional X-ray examinations and is also a good indicator for when threshold doses for deterministic effects are reached in interventional X-ray procedures. Most modern X-ray equipment provides the operator with the total $P_{KA}$ from the examination or procedure. This $P_{KA}$ is either obtained from $P_{KI}$ measurements from a built-in KAP meter or calculated from exposure parameters. To get a reliable estimate of DRLs and the patient dose, it is essential that the $P_{KA}$ measurement is correct. Thus all environmental influences on the KAP meter should be taken into account. These influences can either be corrected for or included in the measurement uncertainty. These have to be considered both in the calibration of the KAP-meters, in the use of the KAP meters and in the determination of DRLs.

A KAP meter is an electrometer and a plane parallel ion chamber with an active area of typical 15 cm X 15 cm. The KAP meter usually consist of three plastic plates (PMMA) which is coated with a conducting layer made of indium oxide doped with tin (In$_2$O$_3$:Sn) [2]. This coating is used due to its transparency to light. The air layers between the plates (sensitive volume) are open to the air. Thus the readings from the KAP meter have to be corrected for air pressure and temperature as for other ion chambers. It has been assumed that the humidity dependence of the KAP meter is so small that no correction has been necessary.

This work will show that KAP meter with PMMA plastic plates coated with In$_2$O$_3$:Sn shows a humidity dependence so large that corrections should be considered.

The measurements were performed by carefully controlling the humidity in the laboratory. Between each measurement the humidity was changed with steps of 5 to 10 %RH in the range 20-60 %RH. The measurements were performed two days after the humidity change, so the humidity inside the chamber could stabilise. The setup was as for a substitution calibration with the KAP meter 100 cm from the X-ray source and exposed to a beam limited by a aperture of 5 cm X 5 cm at 95 cm as described in TRS-457 [3]. A Capintec PR-30 was used as a monitor chamber. This chamber is made of C-552 and has small humidity dependence. Two KAP-chambers were tested. Both chambers showed the same humidity dependence.

The humidity dependence for the chambers was $(0.24 \pm 0.10)$ % pr. %RH (k=2). The transmission factor of the chambers showed no humidity dependence. One of the chambers were tested at five different qualities from 40 kV to 150 kV (RQR2, RQR5, RQR8, RQR9, RQR10 [4]). The humidity dependence was the same for all qualities.
In an environment with no humidity control the humidity can typically vary from 20 %RH to 80 %RH. According to the results this can lead to about 14 % change in the KAP reading. This is a larger effect than recommended for KAP meters, ± 3.0 %, in the IEC 60580 standard [5]. The observed humidity dependence means that great care have to be take when calibrating and using KAP meter for dose measurements. The humidity effect is not fully understood but it seems that the conducting layer on the PMMA is the origin of the effect.
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Patient dose in a breast screening program: Digital versus film mammography
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Average Glandular Dose (AGD) of women enrolled in a mammographic screening program is measured routinely at one screening centre in the Canary Island Breast Screening Program (Spain). This paper reviews a representative sample of those measurements, comparing the collected data from a Film-Screen System (SFM) and those obtained after changing the mammographic system to a Full-Field Digital Mammography (FFDM) with different beam qualities. All data belong to the same centre, so technologists were the same during the accomplishment of this study.

FFDM was performed using a direct amorphous Selenium digital system (Lorad Selencia) with W target and Rh and Ag filtration. SFM was performed using a conventional system (Senographe DMR+) and a dual track target of Mo and Rh with Mo and Rh filtration, with a dedicated screen–film combination.

AGD was estimated from each patient collected data. First, Entrance Surface Air Kerma (ESAK) was estimated, and the result was used to evaluate AGD for each exposition using:

\[ \text{AGD} = \text{KASE} \times g \times c \times s \]

Where the factor \( g \) corrects AGD to a 50% glandularity breast and it is tabulated for breast thickness and half-value layer (HVL), \( c \) applies a correction for breasts of different glandularities and it is tabulated by Dance [1] for typical breasts of women in the age groups 40 to 49 years and 50 to 64 years, and finally \( s \) corrects the differences due to the use of an x-ray spectrum other than Mo/Mo (different anode/filter combinations).

AGD was evaluated for each breast as the sum of Cranio-Caudal (CC) AGD and Medio-Lateral Oblique (MLO) AGD.

A first analysis of our data showed that the average breast thickness was higher in the FFDM unit than that of the SFM unit [2]. This increase in the thickness of the compressed breast found in the digital unit was originated by a relaxation in the procedure performance by technologists, which had decreased the applied compression force. Lack of sensitivity to compression of the image produced in a FFDM compared to a SFM may be the cause of this relaxation. Digital images have a high dynamic range that allows a post-processing of the image, selecting the level and size of the visualisation window, which provides a good image quality even if optimal compression is not reached. Technologists were informed and warned not to disregard the compression and a decrease of a 6.76% in the compressed thickness was found, obtaining values now similar to those in the SFM unit.

Regarding the received doses by patients, and even considering the studies performed with a dull compression, FFDM doses (1.13±0.01 mGy SD=0.32) are 4.42% smaller than those obtained in the SFM unit (1.18±0.03 mGy SD=0.44).

Considering only studies with good compression, FFDM doses (1.11±0.01 mGy SD=0.30) are 6.31% smaller than those in the SFM unit, and 1.80% smaller than those obtained when studies were performed without optimal compression.
We emphasize the significance of optimal compression, as for patients on the same mammographic unit it is the most influential parameter. It becomes clear when we study CC and MLO projections separately. For CC projection, AGD of 1.03±0.04 mGy (SD=0.32) in SFM, 1.06±0.02 mGy (SD=0.27) in FFDM with bad compression and 1.03±0.02 mGy (SD=0.25) in FFDM with good compression are obtained, resulting in a greater dose in FFDM than in SFM when compression is not properly done. On the other hand, for MLO projection we obtain 1.33±0.05 mGy (SD=0.45) in SFM, 1.24±0.02 mGy (SD=0.36) in FFDM with bad compression and 1.19±0.02 mGy (SD=0.33) in FFDM with good compression. Despite finding a smaller AGD on FFDM even when bad compression is done, the reduction is 4.20% greater when a good compression is performed.

SFM data show an increasing tendency of AGD with the thickness, being emphasised for thicknesses greater than 6 cm. FFDM data also show an increasing tendency in all the range of thicknesses, but with a smoother slope.

Present study clearly shows that digital systems perform a better optimisation of automatic exposure parameters, reducing AGD received by patients, aside from remarking the importance of having technologists applying a good compression in order to obtain the highest image quality possible with the lowest radiation dose to the patients.

Since automatic selection of these parameters is cornerstone to guarantee the lowest radiation doses possible received by patients, the study presented here evidences the need of a strict quality control of the equipments.

**FIG 1.** Mean AGD as function of breast thickness and LOESS fit with Gaussian weight function for the two units in this study, considering bad and good compression data separately.
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Influence of detector type and position on KAP meter calibration on fluoroscopy and angiography units
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Influence of detector type, i.e. ionisation chamber or semiconductor detector (SCD) was studied in order to assess the best choice of reference dosimeter for KAP-meter calibration on fluoroscopy and angiography X-ray units with undercouch tube. The effect of backscatter from patient couch was also explored. Ionisation chambers have been the detector of choice for absolute dose measurements and calibration due to their high sensitivity and low energy dependence. However, SCD are more readily available and are sometimes preferred owing to their built-in protection from backscatter. According to TRS 457 \cite{1} the detector should be positioned on the patient couch thus increasing the contribution from backscatter and introducing uncertainty to the final KAP-meter calibration factor.

Measurements were performed on a conventional fluoroscopy C-arm unit. Three detectors were compared: two shadow-free ionisation chambers (6 cm\textsuperscript{3} and 75 cm\textsuperscript{3} respectively, both by PTW Freiburg, Germany) and a BARRACUDA Multipurpose semiconductor detector (RTI Electronics, Sweden). In order to assess the effect of backscatter, four positions of the detectors were used: on couch top, and at 10 cm, 20 cm and 30 cm above the couch. All exposures were done at constant filtration and tube current and at three tube voltages: 60 kV, 80 kV and 100 kV (typical for fluoroscopy procedures). The radiation field area was chosen to cover the detectors at all positions and remained constant during the measurements.

Figure 1 is a sample illustration of the trends observed in the results. Table 1 presents the results for the influence of couch-detector distance on the measured air kerma rate. All values (K\textsubscript{a}) are normalized to the air kerma rate measured at 20 cm away from the couch (K\textsubscript{20}). Table 2 presents results for the air kerma rate measured at 30 cm, 20 cm, 10 cm and at couch top for the semiconductor detector SCD (K\textsubscript{SCD}) normalized to the 75 cc ion chamber (K\textsubscript{75}).

The reading of the semiconductor detector remained approximately constant with distance because of its insensitiveness to backscatter. As expected, the values measured by the two ion chambers at the same distance were within the measurement uncertainty. The air kerma rate measured with the SCD was consistently lower even for greater distances from the couch, this decrease being smaller for higher kV, possibly because of the greater energy dependence of the SCD than that of ion chambers. A difference of approximately 18\% was observed between readings of the ion chambers and SCD when measuring with detectors directly on the couch, which can be contributed to the great influence of backscatter on the ion chambers.

The results of this study show that detector position with respect to the patient couch is critical when ion chambers are used for calibration of KAP-meters on undercouch tube units. Backscatter from the patient couch can increase the ion chamber reading by at least 15\% if it is positioned directly on the couch. It is debatable whether a distance of 10 cm is adequate to ensure scatter-free geometry conditions. Optimal geometry for measurements with ion chambers is at a distance of approximately...
20 cm above the table top. SCD can also be used and can be positioned directly on the couch top thus simplifying the calibration set-up. All these effects should be considered when calibrating KAP-meters in clinical practice in order to decrease the uncertainty of the obtained calibration factor, which is used subsequently in patient dose calculations.

![Graph showing influence of detector type and distance to table top at 100 kV](image)

**FIG. 1.** Air kerma rate normalized at couch level for the two ionization chambers and the semiconductor detector, measured at 100 kV

**Table 1.** Air kerma rate at 30 cm, 10 cm and at couch top for the two ionization chambers and the SCD normalized to the 20 cm distance

<table>
<thead>
<tr>
<th>d, cm</th>
<th>6 cm³</th>
<th>75 cm³</th>
<th>SCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>2.3%</td>
<td>0.3%</td>
<td>2.7%</td>
</tr>
<tr>
<td>10</td>
<td>4.5%</td>
<td>2.2%</td>
<td>1.9%</td>
</tr>
<tr>
<td>0</td>
<td>20.2%</td>
<td>15.9%</td>
<td>0.8%</td>
</tr>
</tbody>
</table>

**Table 2.** Air kerma rate measured at 30 cm, 20 cm, 10 cm and at couch top for the SCD ($k_{scd}$) normalized to the 75 cc ion chamber ($k_{75}$)

<table>
<thead>
<tr>
<th>d, cm</th>
<th>60 kV</th>
<th>80 kV</th>
<th>100 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>-7.9%</td>
<td>-7.2%</td>
<td>-5.9%</td>
</tr>
<tr>
<td>20</td>
<td>-2.8%</td>
<td>-2.5%</td>
<td>-1.3%</td>
</tr>
<tr>
<td>10</td>
<td>-8.2%</td>
<td>-8.4%</td>
<td>-8.1%</td>
</tr>
<tr>
<td>0</td>
<td>-18.6%</td>
<td>-18.1%</td>
<td>-17.5%</td>
</tr>
</tbody>
</table>
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The aim of this study is to explore the influence of the compression plate position and type of dosimetry detector used while performing radiation output measurements for determination of incident air kerma (IAK) in mammography. The European protocol on dosimetry in mammography [1] and the European protocol for the quality control of the physical and technical aspects of mammography screening [2] do not specify the precise position of the compression plate. The Code of Practice for Dosimetry in diagnostic radiology (TRS 457) of the IAEA defines the place of the plate in contact with the dosimetry detector but only for phantom measurements [3]. The last edition of the British protocol for Commissioning and routine testing of mammographic X-ray systems specifies the plate position at least 5 cm above the detector [4]. All these protocols use the same values of the conversion coefficients for calculation of mean glandular dose (MGD) from IAK [1-4].

Measurements were performed at three film-screen mammography units with Mo/Mo anode/filter combinations: Melody (Villa, Italy), Mammo Diagnost UC (Philips) and Affinity (Lorad, USA). The dosemeters used were: UNIDOS E with 1 cm$^3$ plane parallel chamber type 77337 (PTW Freiburg, Germany) which active volume is enveloped in a metal ring; UNIDOS with 6 cm$^3$ shadow free plane parallel chamber type 34069 (PTW Freiburg, Germany) without a metal ring; Barracuda with solid state multipurpose detector MPD (RTI Electronics, Sweden). All detectors are dedicated to mammography measurements and have appropriate calibrations for the relevant mammographic spectra. During the measurements the dosimetry detector was positioned at 6 cm from the chest wall edge of the breast support, laterally centered. The ionization chambers were 10 cm above the breast support and the MPD was positioned on it because it is backscatter protected. Thus all measurements were performed in backscatter free conditions. Air kerma was measured at different tube voltages (kV) and at 20 mAs, without moving the detector, in two geometries: with the compression plate positioned on the detector and with the plate away from it.

The percentage differences between the values of the air kerma, measured with the compression plate positioned 20 cm above the detector and the plate in contact with the detector are presented in Table 1. The difference between the results from the measurements with the shadow free chamber 34069 and MPD in cases of the plate away and the plate in contact with the detector are within the uncertainty of the measurement. However they are systematically higher with the plate positioned on the chamber and systematically lower with the plate on the solid state detector. The solid state detector registers very small amount of scatter from the plate probably because of its small active area and big angular dependence. When measuring with the plate in contact with the chamber 77337 the difference is up to 6.9% compared with the case of the plate away depending on kV value. Possible reason for this bigger difference is the supplementary scatter from the metal ring. The results for the air kerma value and the IAK and MGD respectively may differ up to 9.4% depending on the compression plate position and the type of dosimetry detector used.

Radiation output measurements for dosimetry purposes should be done in conditions of minimal scatter i.e. with the compression plate at least 10 cm above the dosimetry detector. This is the condition to decrease the uncertainty of the results from the measurement.
**TABLE 1.** Percentage difference between the results from radiation output measurements with the compression plate away from the dosimetry detector and the plate in contact with it

<table>
<thead>
<tr>
<th>U (kV)</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
<th>29</th>
<th>30</th>
<th>31</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chamber 77337</td>
<td>% difference</td>
<td>*</td>
<td>6.5</td>
<td>*</td>
<td>6.8</td>
<td>*</td>
<td>*</td>
<td>6.9</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Chamber 34069</td>
<td>% difference</td>
<td>*</td>
<td>*</td>
<td>1.5</td>
<td>2.2</td>
<td>1.7</td>
<td>1.7</td>
<td>1.9</td>
<td>2.5</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>MPD % difference</td>
<td>-2.5</td>
<td>-2.1</td>
<td>-2.3</td>
<td>-1.7</td>
<td>-2.2</td>
<td>-1.3</td>
<td>-1.9</td>
<td>-1.9</td>
<td>-2.0</td>
<td>-2.0</td>
<td>-2.2</td>
</tr>
</tbody>
</table>
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Diagnostic technique to study physical condition of a patient using X-rays is the most common technique used in the world. Diagnostic X-rays is basically performed to obtain image of part of a body being examined. The sophisticated development of this imaging X-rays technology requires a high accuracy in its implementation. To avoid an error that might happen, the World Health Organization has since 1982 introduced a quality assurance program in the field of diagnostic radiology [1]. One of the elements of the program is the implementation of compliance test to ensure that the X-rays use is in good condition, safe for the patient and produce a good quality of image.

The widespread use of diagnostic X-rays also raises the concern on the radiation dose received by the patients. According to the United Nations Scientific Committee on Effects of Atomic Radiation (UNSCEAR) [2], applications of diagnostic and mammography using X-rays contribute to the biggest portion of radiation doses received by world’s population. For the purposes of protection to the patient, the International Atomic Energy Agency (IAEA) recommends to use guidance levels so that radiation doses received by patient be optimised while maintaining quality of film image produced by these procedures [3].

In order to check the compliance of diagnostic X-rays use in Indonesia to the standard one, while at the same time assess the patient doses, the Indonesian National Nuclear Energy Agency (BATAN) has a program to carry out compliance test to those devices and measure the doses received by the patients. This paper presents the preliminary result of the program.

Compliance test of the diagnostic X-rays is performed using the protocol developed by the Radiological Council of Western Australia [4]. The non-invasive beam analyzer is used for measurements related to the voltage, exposure time and output, while Al filters are used for measurements of beam quality. The results are compared to the tolerance levels recommended by the BC Center for Disease Control, Canada [5].

Determination of patient doses is carried out according to the protocol recommended by the IAEA [6]. TLDs are used for most of the measurements. The results are then compared to the guidance levels set out by the IAEA.

The measurements are carried out in several hospitals in Indonesia, i.e. in Jakarta (3 hospitals), Bandung (1), Yogyakarta (4), Surabaya (2), Padang (5) and Banjarmasin (1). The numbers of diagnostic X-rays examined are 36, consists of 18 conventional, 7 mammography, 4 dental intraoral and 7 dental panoramic, while number of patients measured are 219.

By comparing results of measurements with the tolerance levels, it was found that almost all X-rays pass the levels, except some for the accuracy of working voltage (kV). Three out of 18 conventional X-rays, as well as three out of 7 dental panoramic X-rays, fail the test. In the case of beam quality, all X-rays pass the test. All X-rays also pass the test for output linearity, and the repeatability of kV, time and output. After some adjustment, all X-rays are then used to measure the doses received by the patient.
<table>
<thead>
<tr>
<th>Type of examination</th>
<th>ESD (mGy)</th>
<th>Mean ESD (mGy)</th>
<th>Guidance level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>Minimum</td>
<td>Deviation</td>
<td></td>
</tr>
<tr>
<td>Intraoral</td>
<td>13,516</td>
<td>0.94</td>
<td>2.73</td>
</tr>
<tr>
<td>Panoramic</td>
<td>0.088</td>
<td>0.0063</td>
<td>0.03</td>
</tr>
<tr>
<td>Cephalometry</td>
<td>7,132</td>
<td>0.249</td>
<td>3.39</td>
</tr>
<tr>
<td>Thorax AP</td>
<td>0.798</td>
<td>0.018</td>
<td>0.227</td>
</tr>
<tr>
<td>Thorax PA</td>
<td>0.389</td>
<td>0.0097</td>
<td>0.297</td>
</tr>
<tr>
<td>Thorax Lateral</td>
<td>16,972</td>
<td>0.08</td>
<td>7.345</td>
</tr>
<tr>
<td>Pelvis AP</td>
<td>3,261</td>
<td>0.305</td>
<td>0.86</td>
</tr>
<tr>
<td>Abdomen AP</td>
<td>2,187</td>
<td>0.2844</td>
<td>0.705</td>
</tr>
<tr>
<td>Cervical AP</td>
<td>0.719</td>
<td>0.312</td>
<td>0.16</td>
</tr>
<tr>
<td>Cervical Lateral</td>
<td>1.123</td>
<td>0.301</td>
<td>0.342</td>
</tr>
<tr>
<td>Lumbo sacral AP</td>
<td>4,0724</td>
<td>0.6268</td>
<td>1,0511</td>
</tr>
<tr>
<td>L. Sacral LAT</td>
<td>6,226</td>
<td>0.237</td>
<td>2.339</td>
</tr>
<tr>
<td>Head AP/PA</td>
<td>1.743</td>
<td>0.775</td>
<td>0.484</td>
</tr>
<tr>
<td>Head LAT</td>
<td>1.346</td>
<td>0.156</td>
<td>0.565</td>
</tr>
<tr>
<td>Extremity</td>
<td>1.235</td>
<td>0.028</td>
<td>0.231</td>
</tr>
</tbody>
</table>

*) Guidance level is not given.

Results of measurement of patient doses in terms of entrance surface dose (ESD) for conventional and dental X-rays are given in Table 1. It is shown that overall the doses received are less than those given in the guidance level, except one in panoramic and one in cephalometry. For mammography, the 50% mean glandular dose (MGD) is found to be 0.84 mGy, with maximal of 4.38 mGy and minimal 0.076 mGy. The high 50% MGD which exceeds the recommended level of 3 mGy was detected in hospital not applying the automatic exposure control facility.

In conclusion, this preliminary result shows that most of the diagnostic X-rays are in good condition and the patient doses are also less than the level set out by the IAEA. To obtain a more representative value, this program of measurements will be continued and expanded.
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Flat panel detectors (FPD) are more and more used for the radiological procedures; O-Arm by Medtronic® is one solution able to support the new imaging methodology. O-Arm represents a solution for intraoperative imaging; it is useful mobile imaging platform for spine, orthopedic and cranial applications. In our Hospital the main clinical application is during procedures of the Epilepsy and Parkinson Neurosurgery Suite. O-Arm allows multi plane 2-D, 2-D fluoroscopy and 3-D imaging, and the (FPD) provides a large field of view.

We investigated image quality and 3D dose using CT methodology, and compared O-Arm images with standard CT-images.

**Methods and Materials**

The system is based on a conventional RX-tube and a Flat Panel Detector (40x30 cm² a-Si/CsI Varian/Paxscan, 0.194 mm pixel size). It is used both in 2D mode, as a conventional fluoroscopic system, and in 3D mode. In this modality the tube-detector assembly rotates 360° and CT-like images of a 21x21x16 cm³ volume are reconstructed (192 slices, 0.83 mm thickness, 512x512 matrix size).

Using a general purpose CT phantom (CatPhan 600 – The Phantom Laboratory, NY USA) we investigated images performances as Contrast Scale, Slice Thickness, Spatial Resolution, Noise, Uniformity, Geometric Distortion, Artefact and Low Contrast Resolution. Dose measurements were performed with a 100 mm pencil ionization chamber and CTDI free-air and CTDIw were measured in 16 cm PMMA phantom (head phantom) as described in IEC61223-3-5. We acquired images both with Normal Resolution (NR - 120 kV, 400 mAs, 13s rotation) and High Resolution protocol (HR - 120 kV, 480 mAs, 24s). The two protocols differ in the number of projections used for image reconstruction: the HR protocol doubles the projections from 391 to 782 but it takes approximately the double of the time for a complete 360° rotation (from 13 s to 24 s).

**Results**

Contrast scale expresses the relationship between attenuation properties of different materials (linear attenuation coefficient and electron density) and digital values of the image. As a standard CT, the linearity with electron density of O-Arm images for body-like materials is good, but digital values are not exactly expressed using the standard CT scale, that is HU=-1000 for air, HU=1000 for very dense materials and HU=0 for water (HU=Hounsfield Unit).

The capability of a system to distinguish high contrast details was assessed by viewing an image of regular array of high contrast bars. The system demonstrates a very high spatial resolution compared to a standard CT passing from 6-7 lp/cm of a standard resolution CT to 11-12 lp/cm of the O-Arm.

Noise is a fundamental image quality parameter and it is related to the granularity appearance of the image.
Good noise level enhances the system capability to distinguish low contrast details. O-Arm system presents poor noise level (3.2%) and low uniformity (8.1%) with respect to a standard CT (noise: 0.7%; low uniformity 0.4%), but HR mode is better than NR mode (noise: 2.5%; low uniformity 4.0%).

Nominal values of thickness in O-Arm images is in the typical range of the thinnest CT slices. Measured values are not far from nominal ones. On the contrary the profile shape shows an irregular pattern, and is far both from ideal case and also from typical CT profile. No differences between the two acquisition modalities.

Due to its cone-beam geometry, it has been necessary to verify the degree of O-Arm cone-beam artefacts. The reconstructed images are totally free of this kind of artefacts. In addition, geometric linearity has been tested, and a high level of accuracy has been obtained (less than 0.3 mm).

The capability of a system to resolve low-contrast details was investigated through the Catphan specific section where details of different dimension and density (i.e. %contrast respect background) are present.

While in a CT image some of these details are visible, this is not the case of the O-Arm image, where any detail is detectable. The reason of this fact, probably is due to the high noise level of O-Arm reconstruction process.

CTDIfree-air for rotation of O-Arm system (12.4 mGy at 100 mAs) is very similar to a standard CT (17.9 mGy at 100 mAs) because both the systems operate at the same kV and similar beam filtration. In head phantom measurements O-Arm head protocols provide less mean dose (CTDIfw 14.4 mGy, DLP: 230 mGy cm) in comparison with standard brain CT (CTDIfw 23 mGy, DLP: 370 mGy cm).

**Conclusion**

O-Arm is easy to use and represents a good compromise between acquisition time, performance and dose: very high quality in high contrast structures (bone, or contrast enhancement) but in low contrast imaging (e.g. cerebral structure) the performances are lower; good geometrical accuracy at reasonable dose values.
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One phantom was designed and constructed in the Institute of Radiation Protection and Dosimetry (IRD). The designed of the phantom is based on the ACR Accreditation Phantom [1]. The objective was to construct a simple, of low cost and efficient phantom to evaluate the image quality of the computed tomography scanners. In Latin America, we could observe the lack of appropriate instrumentation to evaluate the image quality. In a few countries, the dose measurements are conducted, but without the image quality evaluation it is not possible to implement an optimization program. The phantoms commercially available are imported, high cost and difficult to be acquired. For this reason, many services don’t carry on the radiological procedures properly because the images don’t comply the quality requirements established in the international standards. This new phantom is intended to be implemented in Latin America in order to provide a reliable instrument to be used in the quality control program, attending in this way the real demand. For the construction of the phantom was observed the national technology and the potential national materials available in Brazil. The material to construct the body of the phantom was the acrylic, type cast, due to the easy way to confection and the facility to obtain in Brazil. The phantom was divided in four modules (Figure 1).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{phantom_module.jpg}
\caption{Prototype of the Phantom – The four Modules}
\end{figure}

The physical dimensions of the phantom are: diameter of 200mm and 116mm length, four modules with 29mm thick each. The weight was approximately of 5kg.

The first module was prepared to be able to evaluate the accuracy of positioning and alignment, accuracy of CT number and slice thickness. The second module can evaluate the low resolution and the third module the uniformity of the CT number. The last module was included line/pairs in order to evaluate the high resolution. This set allows carrying out the image quality control [2].
All the materials were initially tested and compared to verify the adequacy to conduct the image quality tests in a CT equipment, Picker 2000.

In the first module, the background is acrylic. The CT number measured was 129 HU. There are cylinders of the following materials: polyethylene, water equivalent material, teflon and air. Each cylinder has 25mm of diameter and a 29mm depth, except of water equivalent material; just one cylinder has 50mm of solid water. The CT number of each material was measured and the results were respectively equal to: -92.3 HU, 5.2 HU, 905 HU, -974 HU.

To verify the accuracy of slice thickness, two ramps made of aluminum; 1.5mm diameter was constructed in a 14° angle to the Z-axis. The test was conducted for the following slice thickness: 3cm, 5cm and 8cm. It was not identified any difference between the nominal and the measured values.

To evaluate the low contrast resolution, a series of cylinders of different diameters, made of nylon was inserted in the second module of the phantom. The CT number is approximately 92 HU. This material is easily to acquire with low cost in Brazil. Each group has four cylinders. In each group the diameters varies between 2mm to 6mm. To be confident in the right material, we tested four types of nylon: nylon 6.0, nylon 6.6, nylotec and nyloil. Evaluating each material in a CT scanner, it was concluded that the best material for the confection of the cylinders of module 2 with 2, 3, 4, 5, 6 e 25mm diameters were nylon 6.0 (94.6HU) and to the base the nyloil (88.1HU). During the low contrast evaluation we could observe until the fourth group (3mm).

To evaluate the CT number uniformity was developed the third module in acrylic. Also two spheres with 10cm distance were included to assess the accuracy of distance measurements. To verify the homogeneity, five measurements were made in the clock positions (12h, 3h, 6h, 9h and in the center). The maximum difference was 3HU.

The module 4 was the most complex to produce. It was prepared in a special micro-electronic laboratory in order to obtain the bar resolution patterns. The background material was cast acrylic. The high contrast spatial patterns were constructed with 4, 5, 6, 7, 8, 9, 10 and 12 line pairs per cm. For the patterns were used an aluminum alloy and polystyrene developed in a laboratory of microelectronics.

The phantom was evaluated in two CT scanners located in Rio de Janeiro hospitals. The results obtained were similar to that obtained with the ACR phantom demonstrating that it is feasible and a useful tool to assess the technical performance of CT scanner. The good results with this prototype indicate that the national technology is ready to produce phantoms and instrumentation with quality and accuracy in order to supply the demand of the Latin America. With the phantoms available in the region, we expect to contribute to the quality control of the services and patient dose reduction.

It should be observed that the image quality phantom is essential in the process of reference levels determination and also to implement a program to reduce dose without comprize the diagnostic quality.
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Mammography is a screening method for early detection of breast cancer. Mammography aims to achieve a high image quality associated with a radiation dose in the patient as low as achievable where any existing abnormality or lesion is clearly visualized, ensuring the production of exams that enable a precise diagnosis. The mean glandular dose, $D_G$, is defined as the energy deposited per unit mass of fibroglandular tissue (the most radiosensitive tissue in the breast) averaged over all the fibroglandular tissue in the breast. $D_G$ is calculated from values of entrance air kerma, the X ray beam quality (half-value layer), and compressed breast thickness [1]. $D_G$ is the quantity that best characterizes the breast carcinogenic risk of ionizing radiation.

Values of $D_G$ can be obtained by a new dosimetric method that makes the measurement directly using thermoluminescent dosimeters (TLD-100). These TLDs are positioned inside of dosimetric phantoms, which we developed based on phantoms previously described on literature [2]. A breast tissue-equivalent series of phantoms were manufactured to mimic both the attenuation and the density of the range of glandular and adipose tissue compositions encountered in patients submitted to mammography [2,3,4]. These phantoms can be constructed from readily available materials and use simple construction techniques. An epoxy resin matrix was selected as the basis for constructing a series of phantoms representative of clinically observed glandularity and compressed thickness. Additional components were then selected that are readily incorporated into the matrix and ultimately producing the desired radiological properties. These phantoms simulate breast tissues across the range of 0% to 100% glandularity and can be assembled in a variety of thicknesses to represent a compressed breast thickness corresponding to glandularity of any patient population [2]. The dosimetric phantom (Fig. 1) was mounted in slabs of 0.5 and 1 cm.

FIG 1. Dosimetric phantom.
A survey to estimate $D_G$ for patients undergoing mammography was conducted in Rio de Janeiro, Brazil. Clinical data and technical parameters were recorded from 1183 craniocaudal mammograms performed on six different equipments: two screen/film conventional units (SFM), two computed radiography units (CR) and two full-field digital units (DR) [5].

The mean value of compressed breast thickness during the recorded examinations of the patients was $5.4 \pm 1.4$ cm. It was selected 392 patients, from the original sample, with compressed breast thickness in the range of 5.5 cm to 6.5 cm for $D_G$ measurement [5].

Phantoms containing TLDs inserted in suitable depths of glandular tissues were irradiated using the previously recorded data. The mean glandular dose is shown plotted against the number of patients in Fig. 2. The mean $D_G$ value was $1.4 \pm 0.5$ mGy for SFM systems, $1.7 \pm 0.5$ mGy for CR systems and $0.9 \pm 0.2$ mGy for DR systems [5]. The results were in the same range of those presented by other authors [6,7].

This study shows that this dosimetric phantom is a good tool to evaluate $D_G$ since it simulates realistic breasts with different thicknesses and glandular compositions.

![FIG. 2. $D_G$ distribution, measured with TLD and dosimetric phantom for the three types of technologies used in mammography.](image)
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The radiologic pattern of the human breast is associated to age, genetic factors, etc, since its composition can vary from mostly adipose to variable quantities of radiologically dense tissues. A large variety of breast phantoms produced with tissue-equivalent materials are used in an attempt to simulate living organs in terms of attenuation and density of the glandular and adipose tissues visualized in radiographic images.

Thus, a set of breast phantoms with semi-circular shapes of different thicknesses and elemental compositions were produced aiming to simulate glandular tissues in the range of 0 to 100% [1], breast tissue-equivalent Phantom - BTE. Such phantom can be used to evaluate the Incident Air Kerma ($K_e$) and the Glandular Dose ($D_g$) delivered to the patients submitted to mammography.

Aiming a better characterization of the materials used to produce the phantom, measurements of the attenuation coefficients at 17 keV were performed by varying the tissue thickness from 0 to 5 cm. The density of the Tissue Equivalent Materials was also determined so that the mass-attenuation coefficient could be calculated [2]. The CHN (carbon-hydrogen-nitrogen) elemental composition was determined. In order to determine $K_e$ and $D_g$, BTE phantom was tested in six mammography clinics using c-scan-film systems, CR and DR. TLDs were positioned inside the phantom and on its surface. Data from 392 patients have been collected with including breast thicknesses compressed between 55 and 65 mm, breast composition (adipose and glandular percentage) and radiographic techniques applied in the examinations. Such data have been reproduced to obtain radiographic images of the phantom. This allowed the determination of $D_g$ with TLDs in suitable depth of glandular tissue. $D_g$ values were also obtained by using conversion factors based on $K_e$ determined experimentally [3].

Measured values of attenuation coefficients and density of the Tissue Equivalent Materials, as well as CHN composition, were compared to reference values available in the literature [4]. Considering the uncertainties associated to the various methods applied by other authors, it is concluded that the phantom studied is appropriate to evaluate the parameters $K_e$ and $D_g$ in mammography devices. $K_e$ values determined experimentally with TLDs and calculated using conversion factors are compatible. However a statistically significant difference between $D_g$ values is observed, showing that the theoretical method may overestimate the dose up to 30% when compared to the experimental determination using TLD inserted in the phantom.

A study performed by HOFF [5] presented equivalent results obtained with a model for the calculation of $D_g$ using Monte Carlo Method to simulated the transport of radiation in a mathematical voxel phantom of a real breast composed by 57% adipose tissue and 43% glandular tissue. The author reports reduction on the conversion coefficient of $K_e$ to $D_g$, for this specific breast, of 58% for the technique using 30 kV and Mo/Rh and of 70% for 28 kV and Mo/Mo, assuming the non-anthropomorphic model as the standard [6]. Results reported by DANCE et al. [7] for the same coefficients, also obtained by Monte Carlo using a structured voxel phantom which separates adipose and glandular tissues, show differences varying from -10% to -48%, depending on the type of breast, when compared to the non-anthropomorphic model.
Therefore, it can be concluded that the BTE phantom is useful for the determination of the $D_g$ and for the generation of a new table of conversion coefficients from $K_i$ to $D_g$.
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In late 2005, a consultants’ meeting was initiated by the IAEA in order to provide advice on an international syllabus for a Handbook on the Physics of Diagnostic Radiology. A group of five consultants met at the IAEA in Vienna from December 12-16, 2005. The consultants gave presentations on the status of education and training in their own countries. In general, practice as a medical physicist requires specific training at the Master’s or Doctoral level, and hospital-based training and experience. A necessary part of the didactic training is a course on the physics of diagnostic radiology.

The consultants reviewed the currently available syllabi and textbooks for suitability as course material. Although many are of high quality, it was felt that limitations existed that would preclude their use world-wide. None provided a sufficiently broad review of international practise. In addition, the cost of the existing materials is likely to prohibit wide dissemination in developing countries. In the light of this, the consultants recommend that an appropriate text entitled The Physics of Diagnostic Radiology be written and supporting materials be developed. This follows the successful publication of Radiation Oncology Physics: A Handbook for Teachers and Students in 2005.

Five years hence, the text is nearing completion. Twenty-five chapters are planned covering radiation physics, dosimetry, x-ray imaging, x-ray computed tomography, magnetic resonance imaging, ultrasound imaging, medical image display, processing and assessment and radiation protection and biology.

A key component in this educational resource is material on dosimetry which is covered by a number of chapters including, Fundamentals of Dosimetry, Instrumentation for Dosimetry, and Patient Dosimetry and Dose. Other chapters that are closely related include Interactions of Radiation with Matter, Radiation Biology, Justification and optimization in clinical practice and Radiation Protection.

As work progresses, additional supporting materials should be developed and include a teachers’ reference book with questions and answers, a laboratory manual, provision of the images from the handbook to aid individuals developing lectures, self-instruction slide sets to accompany each chapter, and appropriate software tools and medical and phantom images for use in classroom and laboratory instruction. These can form the basis for a standardized curriculum in the physics of diagnostic radiology.
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The authors present new QA procedures for Intrabeam intra-operative radiation therapy (IORT) system which address some of the limitations of the inbuilt QA procedures and provide various other measurements over the existing QA procedures. Intrabeam System (manufactured by Carl Zeiss, Oberkochen, Germany), is an intraoperative radiotherapy unit. It is a miniature, high dose rate, low energy X-ray source (XRS) equipped with a 10 cm long (ø 3.2 mm) probe [1].

Currently IORT systems rely on inbuilt QA methods for verification of output, beam deflection, isotropy and straightness of the probe. While manufacturer specified inbuilt QA procedures are more frequently used, it will not give full confidence especially at the time of installation and commissioning.

The new approach provides isotropy, beam deflection, isodose output measurements, KVP and MAs measurements, beam quality, energy stability verification, reproducibility and linearity. These tests and measurements also help us to use the computerized planning systems in which we are able to see the 2D and 3D dose distributions on the CT data which is not available at present on this system.

In an IORT facility, the quality assurance needs to be more stringent due to the miniature x-ray source and its high dose rate. These new QA results were compared to the existing readings with the inbuilt QA procedures.

**Isotropy test with EDR-2 Films:** Five EDR-2 Films were used to test the isotropy of the source. All films kept at 5cm from the source in five directions (0°, 90°, 180°, 270° and perpendicular to the source). Five exposures, each of one minute duration were made. The exposed films were analyzed through Radiological Imaging Technology (RIT) Software. The difference between horizontal and vertical profiles (Fig. 1) gives the dose difference at any given point in that particular plane. A good isotropy shows a negligible difference (<1%) between these two profiles. If the difference is significant, mechanical test and dynamic offset test should be done to get the good isotropy.

**Isotropy test with external chamber measurement:** Soft x-ray chambers type 23342 with Standard Imaging digital dosimeter is used for this test. The chamber is kept at 5cm and 10cm from the cone from 5 sides. Readings were taken for 10 sec for all positions and compared with each other. The maximum differences among these readings were within 1% which shows the isotropy of the system.

**Isotropy test with the survey meter:** Inovision survey meter kept at various distances (5, 50, 100, and 200cm) in four directions from the source. Dose rate measurements were taken in all positions and compared with each other. Isotropy was estimated with the help of this. The differences between these measurements were negligible (<1%) which directly shows that the system is in good isotropy.
**KVp and MAs Measurements:** Unifors Xi platinum edition KVp meter was used to study the KVp measurement. The cone was positioned vertically on the surface of the KVp meter to measure the KVp. This KVp meter was connected to the PC which shows the continuous readings in digital and wave form. Measurements were taken with a few exposures and were found to be within 1% of 50 KVp and 40 MAs.

**Energy stability verification:** Output was measured at depth 5cm and 3cm of water and we found that the quality index (d5/d3) was: 0.312, 0.313, 0.310 in three days with maximum variation of 0.96%.

**Output:** Measured with the soft x-ray chambers type 23342 (0.02cm³) in water at various depths and found that these values are corresponding to the sharp dose fall off (approx. 1/r³) in water (Fig-2).

**Linearity test:** Output measured for 1 to 30 min and found that the plot (time vs. dose output) showed good linearity with a straight curve.

**Reproducibility:** Output measurements were taken at a depth of 4cm from the source in water for 10 times with one minute exposure. The maximum deviation between the values was found to be less than 0.44%.

**Percentage Depth Dose:** Percentage depth doses were derived by exposing the EDR-2 film vertically down from the source. Film analysis was done by RIT software and percentage depth doses were derived by normalizing the values at 2 cm depth from the surface. These PDDs proved 1/r³, provided by the manufacturer, and can be implemented in the planning system.

Some of these QA procedures can be incorporated as periodic and some of them as regular QA procedures before treating any patient. The film and other techniques had shown the simple way of checking the various characteristics of Intrabeam and further developments like beam data, 2D and 3D dose distributions on CT images.

**FIG-1: Horizontal profile on EDR2 Film**

**FIG-2: Output measurement setup**
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Verification of newly installed or upgraded treatment planning system (TPS) is highly recommended and number of protocols and guidelines have been published by professional organizations \cite{1,2}. In these guidelines, a number of functionalities of TPS are needed to be checked, such as how it handles patient anatomical information, inhomogeneities, beam geometry, accessories, etc. One of the important aspect is the ability to reproduce measured dose distribution by the dose calculation algorithms. The purpose of calculation accuracy verification for treatment planning system is to ensure the agreement between planned and delivered radiation dose to a patient, and to minimize the likelihood of accidents in radiotherapy \cite{1,3,4}.

Within the framework of IAEA TC project SRB 6 006 the upgrade of TPS at the Institute of oncology Vojvodina has been performed. After TPS upgrade the following checks have been performed:

- CT number to the relative electron density conversion table
- verification of accelerator input data which was entered upon first installation of the TPS at the institution, with the newly re-measured data
- treatment planning for the number of clinical test cases were performed on semi anthropomorphic phantom, and compared to measured data
- measurements with ion chamber were done in the same phantom and compared with TPS calculated values
- corrective actions were done for the data observed as erroneous
- comparison of algorithm previously used at the institution (convolution) and the superposition, which is used after the upgrade

The measurements were performed in the CIRS Thorax phantom, described in literature \cite{3}. The phantom was scanned twice using local CT. For the first scan the relative electron densities reference plugs were inserted to obtain CT numbers to the relative electron density conversion curve. The curve obtained, was not significantly different from the default CT to ED table already used at the institution, so the old table was kept in use. The second scan was used for the planning of clinical test cases.

CT images of the phantom in DICOM format were transferred to the TPS via local network. The description of test cases, reference and measurement points are given elsewhere \cite{3}. Calculation with FFT convolution algorithm, of test cases in TPS showed significant difference, in comparison with the same test cases calculated with superposition algorithm. This is confirming that more complex algorithms are more accurate, and should be used for clinical treatment planning. Measurements were performed for 6 MV and 15 MV photon beams.

The agreement between measured and TPS calculated doses with Superposition algorithm showed significant improvement over calculation with FFT convolution algorithm. Therefore, FFT convolution algorithm was abandoned.
In previous TPS XIO CMS version 4.2.0 we used FFT convolution calculation algorithm, to speed up the calculations due to old hardware. Otherwise, the calculation time with superposition algorithm would be unacceptably long for clinical use. After the upgrade of software (version 4.5.0) and hardware of TPS the superposition algorithm could be used without limitations.

EDW wedge factors were also checked, and very good agreement was found with the reference data.

After inspection of dosimetric data entered into TPS, it was found that the head scatter factors (Sc) for 15 MV photon beam was not correct and new measurements with the mini phantom were performed to correct it.

For electron beams only visually inspection of input data was carried out by comparing with another similar machine (feasibility check). One typographical error was found for the output value of one cone. For two other cones (15x15 and 10x10), for one energy (6 MeV), by mistake, the same output values were entered in the machine data.

As a result of the verification, few errors in the TPS were detected and corrected. The verification of previous version was actually never done, and that is the reason why these errors were never revealed. Now, more accurate algorithm is in use, and uncertainty which followed physicists of the department at the institution for years, is finally solved.
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It is well known that output factors are to be determined as a part of an extensive set of data in order to commission a treatment planning system (TPS). However, in 3DRT, it is enough to measure with an ion chamber down to 2x2 cm$^2$. For intensity modulated radiotherapy (IMRT), modulation with multileaf collimators (MLC) is done with a sequence of leaf movements or positions because radiation is actually filtered when doing so, as shown in figure 1. Note the small fields delimited during leaf positioning.

Leaves are made of materials with large attenuation factors, such as tungsten. They are to be narrow in order to conform small fields with curves and complicated forms, and also have several centimeters height in order to filter radiation down to 1-2%. A usual type of leaf is one with a curved end which provides field shaping when working throughout a range of field sizes, including asymmetrical ones. This curved end does not provide the same output factor for small fields compared to those of same size obtained with main jaws due to their squared form. This fact plus interleaf transmission, provides a higher output factor for small fields conformed with MLC than the one of the same size obtained with jaws and, of course, the extrapolated value to zero field size.

This higher value will be taken into account for the TPS in order to calculate dose when dealing with highly closed leave configurations. Figure 2 shows a clear difference in dose not only within the slit but also in the penumbra. This effect will affect the whole dose map when running calculations, and also measurements for comparison. For more complex leaf configurations, we ran a test with both cases and measured the dose fluence with a diode array (Mapcheck). In this case we obtained much better agreement between fluences predicted for the TPS with those ones we measured, not only for the type of case as shown, but also when running actual patient calculations.

Materials and Methods

We used a Mapcheck along with its software and MIRS (Modular Integrated Radiotherapy System, Nuclomed, Argentina) TPS, which was already commissioned for 3DRT. Also two Varian linear accelerators: a 600C and a 2100C. There are two important factors the system takes into account in order to calculate attenuation and small field doses for each configuration of leaves. First, leaf transmission must be carefully determined trying not to measure near the leaf end. And second, by means of having leaves to configure small fields down to 1x1 cm$^2$, the zero output factor was extrapolated. We must mention here that jaws were set to 10x10 cm$^2$, which is key here because the main collimators define a beam with less penumbra than the leaves. Dose measurements were made with an absorbed dose calibrated diode array (Mapcheck) with a buildup of 2 g/cm$^2$. Final determination of output factor for no field is accomplished by means of extrapolation when defining small field sizes with the MLC collimators and not the jaw collimators. We have checked the final results for a more complex MLC step and shoot test with results shown in figure 3.
FIG 1. Leaf positions when doing IMRT fields.

FIG 2. Profiles of dose fluence generated by TPS in two situations with 1cm slit off axis (jaws set for a 10x10 cm² field): uncorrected, assuming output factor for zero size beam as collimated with jaws, and corrected assuming our data. Differences are as high as 12%.

FIG 3. Actual map doses measured with a diode array device showing points that do not pass the 3%-3mm test for absolute dose. Left before the correction (62% pass), and right, after the output factor zero correction (96% pass).

Conclusions

When commissioning a treatment planning system for IMRT with MLC, small field data have to be taken defining them with leaves and not the main collimators. This is due to additional scatter and transmission at leaf ends that define small fields when delivering an IMRT treatment. The main collimators are set to delimit a rectangular region in which a sequence of leaf positions modulate the beam.

Diodes have a small cross section (6mm²) and are more convenient than ion chambers for this kind of measurement.

High conformace to the 3%-3mm test for absolute dose is achieved with this method when measuring dose maps with a diode array.
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Each treatment planning system (TPS) requires a set of measured data (PDDs, profiles, output factors, etc.) from linear accelerator in order to create a beam model in TPS. It is known that there is no single detector which could suit well all measurements. Usually, the choice of detector is left upon medical physicist.

In this study we collected the data for 6 & 15 MV photon beams from Elekta Synergy accelerator to commission CMS XiO TPS. We have compared the response of different detectors for typical measurement situations required by TPS. The measurements were performed in large water tank (MP3, PTW, Freiburg) using Farmer type ion chamber (0.6 cm³, PTW30013), semiflex ion chamber (0.125 cm³, PTW31010), 3D pinpoint ion chamber (0.016 cm³, PTW31016), diamond detector (PTW60003), photon diode (PTW60008) and electron diode (PTW60012) [1,2].

The output factors for small field (1x1 cm²) are more accurately measured with solid state detectors, although photon diode is overestimating the response by up to 4.6% when compared to diamond detector. For large field sizes (> 20x20 cm²) Farmer or semiflex ion chamber give similar results, while all the other detectors are overestimating the response due to large low energy scattered photon component. The highest over response of 7.2% is observed with electron diode (Figure 1). Beam profiles and penumbra values for small to intermediate field sizes (< 20x20 cm²) are best obtained with photon diode due to small detector size. However, at larger field sizes and deeper depths it over responds to low energy scattered photons which alters the off-axis ratio and width of penumbra.

Percentage Depth Doses are best measured by ion chambers, using pinpoint for small field sizes (< 2x2 cm²) and semiflex for larger field sizes. On figures 2 and 3 the percentage depth dose data (PDD) and build-up region for 6MV photon beam and field size 1x1 cm² are shown for different detectors.

The results were compiled into a table which can be used as a guide to select the appropriate detector for TPS commissioning. It should be noted, however, that the choice of detector is also dependent on the type of data required by particular TPS. For example, for dose profile measurements depending on which part of the profile is required (flattened area, penumbra or tail) the combination of different detectors may have to be used.
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Introduction

Intensity Modulation Radiotherapy (IMRT) planning demands stringent quality assurance and accurate dose determination for delivery of highly conformal dose to the patients. Generally 3-D dose distributions obtained from a treatment planning system have to be verified by dosimetric methods (Herzen J 2007). Commissioning studies are best done by defining target and normal structure shapes on CT images of the dosimetry phantom, planning the treatment, and then comparing the measured dose in the phantom to the planned dose from the computer system. These studies should mimic the types of target and structure geometries along with the target doses and dose constraints that are likely to be encountered in the clinic. IMRT commissioning procedure based on multi institution planning and dosimetry comparisons was proposed by AAPM task group 119 (Ezzell G A 2009). In order to verify our IMRT QA procedure and to establish the practical base line commissioning, we downloaded the AAPM TGI 19 test suite DICOM-RT images and structure sets to our treatment planning system (TPS) for planning and dosimetric comparison. The square slab phantom CT images of dimension 30 cm X 30 cm x 15 cm were loaded to the Eclipse (V8.6) TPS.

Material and Methods

In our study, we used the square slab phantom of water equivalent plastic ($p=1.045 \text{ g/cm}^3$). The phantom can permit point dose measurement with ionization chamber and planar dose measurement with film. The RK chamber of volume 0.125 cm$^3$ was used for point dose measurement. The ratio of reading to planned dose was established by irradiating the phantom with parallel-opposed 10x10 fields arranged isocentrically. We also obtain the CT images of ion chamber array detector (I'matriXX) with the slab phantoms by positioning the array detector plane at 10 cm depth from the phantom surface and the same was transferred to the TPS to create the verification plans. The planar dose distributions were analyzed using gamma criteria of 3% dose and 3 mm Distance to Agreement (DTA). The gamma analysis was carried out in regions with a threshold dose of 10% of the maximum dose to avoid the very low dose regions. The TG-119 protocol recommends evaluation of dose distribution produced by each field individually and also with cumulative fields. The evaluation procedure consists of two preliminary tests with simple fields irradiating the phantom to demonstrate the reliability of the assessment system for non-IMRT dose delivery followed by five tests of IMRT plans with increasing complexity. The IMRT planning goals were expressed in total doses to target and organs at risk (OAR) with the daily dose of 180-200 cGy. These tests were all performed at 6 MV photons available at our Clinac – DHX linear accelerator.
Results and Discussion

Ion chamber measurements were obtained with averaged values over a single point at the chamber centre. The variation in dose within the chamber volume was found to be 1% in the PTV region and 2% within the OAR. The difference between the measured and planned doses was expressed as a ratio of the prescription dose as this choice was deemed more clinically relevant, especially for low dose regions, for which reporting the difference from the local dose can overstate the clinical importance of the deviation. Table 1 & Table 2 shows the results from high dose points in the PTV and low dose point in the avoidance structure measured with ion chamber.

Table: 1. High dose points in the PTV measured with ion chamber: \[(\text{measured dose})-(\text{plan dose})]/\text{prescribed}, \text{averaged over test plans measured with associated confidence limits.}\n
<table>
<thead>
<tr>
<th>Test Location</th>
<th>Mean</th>
<th>Std. dev. (σ)</th>
<th>Max.</th>
<th>Min.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multitarget</td>
<td>-0.0142</td>
<td>0.0029</td>
<td>-0.0117</td>
<td>-0.0174</td>
</tr>
<tr>
<td>Prostate</td>
<td>-0.0043</td>
<td>0.0116</td>
<td>0.0035</td>
<td>-0.0267</td>
</tr>
<tr>
<td>Head and Neck</td>
<td>-0.0067</td>
<td>0.0062</td>
<td>-0.0004</td>
<td>-0.0077</td>
</tr>
<tr>
<td>C Shape</td>
<td>-0.0913</td>
<td>0.0152</td>
<td>0.0234</td>
<td>-0.0141</td>
</tr>
<tr>
<td>Overall combined</td>
<td>-0.0066</td>
<td>0.0090</td>
<td>0.0037</td>
<td>0.0164</td>
</tr>
<tr>
<td>Confidence limit</td>
<td></td>
<td></td>
<td>0.0110</td>
<td></td>
</tr>
</tbody>
</table>

Table: 2. Low dose points in the avoidance structure measured with ion chamber: \[(\text{measured dose})-(\text{plan dose})]/\text{prescribed}, \text{averaged over test plans measured with associated confidence limits.}\n
<table>
<thead>
<tr>
<th>Test Location</th>
<th>Mean</th>
<th>Std. dev. (σ)</th>
<th>Max.</th>
<th>Min.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multitarget</td>
<td>0.0088</td>
<td>0.0055</td>
<td>0.0142</td>
<td>0.0061</td>
</tr>
<tr>
<td>Prostate</td>
<td>-0.01037</td>
<td>0.0129</td>
<td>0.0038</td>
<td>-0.0263</td>
</tr>
<tr>
<td>Head and Neck</td>
<td>0.0112</td>
<td>0.0066</td>
<td>0.0219</td>
<td>0.004</td>
</tr>
<tr>
<td>C Shape</td>
<td>0.0130</td>
<td>0.00773</td>
<td>0.01912</td>
<td>0.00903</td>
</tr>
<tr>
<td>Overall combined</td>
<td>0.0070</td>
<td>0.0099</td>
<td>0.0180</td>
<td>-0.0030</td>
</tr>
<tr>
<td>Confidence limit</td>
<td></td>
<td></td>
<td>0.024</td>
<td></td>
</tr>
</tbody>
</table>

The \text{I’matrixx results for cumulative fluence analysis for high dose planes has shown the percentage of points passing the gamma criteria }\leq 1.0, \text{averaged over all tests was } 94.48 \pm 1.8. \text{For low dose planes, the percentage of points passing the gamma criteria, averaged over all the tests was } 93.73 \pm 2.2. \text{The overall results for the percentage of points passing the gamma criteria for field by field analysis were } 94.60 \pm 0.36.

The observed difference in dose and fluence between measurement and prediction could be due to uncertainty in measurement, limitation in accuracy of the dose calculation algorithm and the inherited limitations in the dose delivery mechanisms. Though the tests carried out can not differentiate the uncertainties individually, but can test the overall accuracy of the treatment delivery system. The results obtained at our institute were comparable with the results of other institutions as mentioned in the TG 119 protocol.
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Comparison of four different commercial devices for RapidArc and sliding window IMRT QA
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Introduction: The evaluation between measured and calculated dose plays an essential role in the quality assurance (QA) procedures for intensity modulated radiation therapy (IMRT). The high flexibility of VMAT delivery and the complexity of the systems involved will require new methods and potentially new tools for the quality assurance of these treatments. (Létourneau et al. 2009, Buonamici et al. 2007). In the present study we aim to evaluate and compare the dosimetric performances of EDR2 film and three commercial QA devices: IBA I'MatriXX (IBA dosimetry, GmbH, Germany), PTW Seven29 array (PTW Freiburg GmbH, Germany) and DELTA$^4$ array (ScandiDos AB, Uppsala, Sweden). The evaluation of the dosimetric systems includes RapidArc and IMRT deliveries using a NovalisTX linear accelerator for plans generated and calculated using the Varian Eclipse Treatment Planning System (TPS).

Materials and Methods: Fifteen ($n=15$) consecutive RapidArc plans and ten ($n=10$) IMRT plans were used for this study. All plans were optimized using Eclipse Treatment Planning System (TPS) (Version 8.6, Varian Medical Systems, Palo alto, CA, USA). For all plans used in this study the corresponding verification dose distributions were calculated using four ($n=4$) geometries. These geometries include an acrylic phantom with film, the IBA Multicube (IBA Dosimetry, Schwarzenbruck, Germany) with the MatrixX, the PTW Octavious phantom with the PTW seven29 array, and the Scandidos Delta4 device. All plans and deliveries were calculated and delivered using the actual planned gantry and collimator angles respectively. For the comparison between measurements, the whole plan (field information and dose matrix) in the case of the Delta$^4$ or a dose plane at the level of the detectors was exported to each device’s analysis software. All measurements were compared against the calculated ones, first by taking into account all points in the measurement planes, and second by applying a threshold value where the points that received less than 20% of the normalized dose were excluded from the gamma index calculation.

Results: Figure 1 shows a typical comparison between measured and planned horizontal profiles for a lung RapidArc™ case using the four different detectors. Figure 2 shows the measured and planned isodose distribution comparisons for the four different detectors of a liver sliding window IMRT case. Among these 25 plans, using all available points for the gamma calculation, all of them passed the criteria (3.0% and 3mm DTA) of having gamma values ≤ 1 (more than 90% of points). A few verification plans failed to pass the set gamma criteria when the evaluated points were limited to those only receiving more than 20% of the maximum dose. In the case of RapidArc™ QA measurements several film and one PTWSeven29 measurements failed, while for the IMRT QA plans, two film and two I'MatriXX measurements failed. All of Delta4 measurements met the gamma criteria. On average all the QA devices produced very similar results. When all points were included in the calculation of the gamma index, minimal differences were observed. This was further supported by the Bland-Altman analysis that was performed and showed that all the calculated gamma values of all the detectors were within 5% from those of the film.
Conclusion: In the present study four different methods for patient specific RapidArc and IMRT QA were evaluated. The results showed that there insignificant differences between the detectors. All patient QAs passed the routine clinically criteria of gamma index values of 3% dose difference and 3mm DTA. We conclude that the dosimetric systems under investigation can be used interchangeably for routine patient specific QA.

FIG 1 Comparisons of Measured and Planned horizontal profiles for a Lung Rapid Arc case using a. Film, b. I’matriXX, c. PTW Seven 29 Array and d. Delta4 Array.

FIG 2. Comparisons of Measured (Solid Lines) and Planned (Dotted lines) isodose distributions for a Prostate Rapid Arc case using a. Film, b. I’matriXX, c. PTW Seven 29 Array and d. Delta4 Array.
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Isocentric electron treatments with shortened applicators
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Objective

In external radiotherapy, standard electron applicators do not normally allow isocentric treatments. In Helsinki University Central Hospital, they have shortened electron applicators to enable isocentric electron treatments together with photons [1]. In this study, we will determine the beam properties of shortened applicators including depth dose curves, central axis profiles and output factors at SSD 90-100 cm by means of measurements and Monte Carlo simulations. As well as comparing TPS calculation algorithms to Monte Carlo simulations and measurements at shorter SSDs, we will also pinpoint the beam property differences of shortened applicators to conventional ones.

Materials and methods

We have shortened the standard electron applicators by 10 cm to enable isocentric electron treatments with two Varian Clinac 2100CD accelerators. The surface of the applicator extends to 85 cm from the source. Shortened applicators were commissioned and configured for the TPS electron calculation algorithm. Measurements were done by plane-parallel ion chamber, silicon diode and EBT film, and Monte Carlo simulations by BEAM user code of EGSnrc system.

Results

Depth dose characteristics of the shortened applicators remained unchanged from standard applicators. Penumbrae were broadened by 1-3 mm depending on electron energy and depth as the air gap was increased from 5 cm of the standard applicator (SSD=100 cm) to 10 cm of the shortened applicator (SSD=95 cm); this could be modelled in the treatment planning system with the same accuracy as with normal applicators with SSD = 100 cm. Further results at SSD 90 - 95 cm will be demonstrated together with output factors and TPS dose calculation competence.

Conclusions

External radiotherapy treatment with electrons is feasible with SSD range of 90 - 100 cm with shortened electron applicators. This allows us to combine the electron and photon treatments using isocentric technique in e.g. postmastectomy radiation therapy, leading to more accurate patient positioning and time sparing during treatment, as patient re-positioning between photon and electron treatment is no more necessary.
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A virtual Monte Carlo based model of an IORT electron accelerator
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Compact electron linear accelerators are capturing more and more operating theaters worldwide. To cover a wide range of intra operative radiotherapy applications, they are equipped with different electron energies and a large number of electron applicators. Therefore, extensive dosimetric measurements are required. The aim of the present study is to develop a virtual accelerator model by Monte Carlo simulations to reduce the amount of measurements and concurrently to reduce the dosimetric uncertainty.

At the University Hospital Marburg (Germany) a mobile accelerator MOBETRON manufactured by IntraOp Co. (USA) is installed. The linac provides the capability of intra-operative electron radiotherapy in the energy range 4 - 12 MeV. The applicators are made of surgical steel with diameters between 3 and 10 cm. To fit simple and more complex beam geometries, all applicators are delivered with plane and oblique (45°) tube endings.

The Monte Carlo simulations were performed with the EGSnrc code, using the application BEAMnrc to model the accelerator head and CAVITYnrc to calculate the dose within an ionization chamber positioned in a water phantom [1;2]. The ion chamber (Advanced Markus chamber, PTW Germany) was included in all dose calculations. The accelerator head was modeled in detail based on the information of the manufacturer. This information included the geometrical as well as the necessary material data. The principal simulation geometry excluding the water phantom and the ionization chamber is shown in figure 1. Unknown in all simulations of medical accelerators is the width and divergence of the primary electron beam hitting the first scattering foil as well as the spectral electron fluence.

During Monte Carlo simulations these parameters were varied and the resulting depth dose data and dose profiles were compared with measurements taken at the MOBETRON accelerator. Regarding the primary electron fluence, a Gaussian distribution was assumed for all simulations. The optimal fit of the experimental data was achieved with a simple point source model of the primary electrons and an opening angle at the exit window of one degree, resulting in a 0.44 mm beam focus at the first scattering foil. The electron energies and the width of the fluence distribution resulting from these simulations are summarized in table 1. Using these parameters, all simulations of the depth dose curves and profiles agree with the experimental data within the measurement uncertainty of ±2% and ±0.5 mm (see FIG. 1). It should be stated, that the accuracy obtained was achieved only when the ionization chamber was included in all simulations.
Table 1. Simulation parameters concerning the primary electron fluence of the MOBETRON accelerator: $E_0$ is the nominal energy, $E_{\text{mean}}$ the mean energy resulting from the simulations. For all simulations a Gaussian distribution was assumed, the width is given in column 3.

<table>
<thead>
<tr>
<th>$E_0$ in MeV</th>
<th>$E_{\text{mean}}$ in MeV</th>
<th>FWHM in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4.15</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>7.00</td>
<td>15</td>
</tr>
<tr>
<td>9</td>
<td>9.80</td>
<td>15</td>
</tr>
<tr>
<td>12</td>
<td>12.50</td>
<td>15</td>
</tr>
</tbody>
</table>

The study shows that an accurate simulation of the mobile electron linear accelerator using Monte Carlo techniques is possible. The simulation of the complete set of applicators is in progress. After completion, the virtual accelerator model may be applied to patient related phantoms to learn more about dose distributions within the patient during intra operative applications.

FIG 2. Relative depth dose curves for the electron energies given in tab. 1. Plane applicator, diameter 10 cm. lines: experimental data / symbols: simulation

FIG 3. Half beam profiles of the 10 cm applicator at 12 MeV. lines: experimental data / symbols: simulation
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Several techniques have been developed for detecting radiation. However, very few have been established for detecting a radiation image two-dimensionally. The most widely used technique in this area is photo film. The advantages of the computed radiography (CR) systems become clear when they are compared with photo films or other radiation image sensors. They offer an ultra-high sensitivity and can be used in a much larger dose range. One distinct advantage of the CR systems is that they have a higher spatial resolution. Depending on the purpose, the reading density with a CR plate can be selected from 5 to 40 pixels/mm. This feature particularly makes the CR plate a very useful tool in the area of dosimetry; especially when it comes to investigate small and irregular fields. A comparative study of CR plates with ion chambers shows that the ion chambers clearly underestimate the output factors of small beams, whereas CR plates show flatter profiles, sharper resolution and better accuracy in critical flatness and penumbra measurements.

The aim of this work is to optimize the accuracy of the CR system as a dosimetric device. This includes the evaluation of various tests and Monte Carlo simulations. A KODAK ACR-2000i system was used in this study. It comprised a laser scanner connected to a PC and Kodak CR plates. The photon radiation used for these investigations was provided by the $^{60}$Co unit available at PTB. The CR plates were placed in a PMMA (polymethylmethacrylat) phantom at a depth of 5 cm and irradiated with a 10 cm $\times$ 10 cm field at a 100 cm source-surface distance.

First, the influence of the time span between the irradiation and the read-out as well as the light exposure during the delay time was investigated. In these studies the CR plate was irradiated with a fixed dose, namely 100 cGy. The stored image was read out with the scanner after different times. During each batch, the light exposure was kept constant at 2.5 lux and 25 lux respectively. An additional investigation was carried out in an almost completely dark room (0.0 lux).

Fig. 1 illustrates clearly a decay of the scanner unit value (SU) over time. This decay with delay time between the irradiation and the read-out appears to follow a power law. The figure illustrates also that the light exposure can largely affect the decay of SU values. Therefore, it is recommended that the room light and the light exposure must be carefully controlled in order to obtain reproducible results.
Dose = 100 cGy

**FIG 1:** Rate of scanner unit decay in dependence on the time after exposure at different light exposures.

Furthermore, the variation of the response of the CR system with photon energy was studied. It was hypothesized that lead filters could reduce the variation of the energy response of a CR plate. Hence, different thicknesses of lead were placed on each side of the CR plate in the PMMA phantom. A simple comparison between the experiments carried out with and without lead demonstrated that the SU value was significantly influenced when a lead filter was placed at the front, at the back, or on both sides. In order to improve the dose-response reproducibility, two types of beams were used, a $^{60}$Co beam and a 6 MV one of PTB’s clinical accelerator of the type Elekta Precise.
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Analysis of portal dose prediction verification results: Small clinic practical view
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Patient-specific quality assurance results with Portal Dose Calculation (PDC, Eclipse™ 8.1, Varian Medical Systems, Palo Alto, CA) for pre-treatment verification of 243 sliding window IMRT fields were analyzed for a linear accelerator Clinac iX (Varian Medical Systems) with nominal 6 MV energy and Millenium MLC incorporating 120 leaves. The linac is equipped with a flat panel amorphous silicon (a-Si) electronic portal imaging device (EPID) a-S1000 with image detection unit (IDU) and image acquisition software (IAS) versions IDU-20/IAS3. Data were collected during an approximately one-year period around 2009.

The properties of the Varian PDC method [1] and the gamma evaluation method [2] that it exploits as an error detection method have been described elsewhere. All the plans were calculated with a dose rate of 300 MU/min, source to detector distance (SDD) 105 cm, for 4 to 7 (before automatic split) field IMRT plans with different treatment doses in the range of 14 to 70 Gy (mean 52.9 Gy). The measurements were made with no additional build-up with gantry angle reset to zero. One field was excluded because the imager was not aligned to the correct distance before measurement. Three fields were excluded because the PDC routine did not correctly deal with artificial reference images for split fields that were divided into more than two subfields. Twenty-one fields were excluded because the fields extended over the detector area (crossplane axis > 14.2 cm). The remaining fields were divided into groups firstly by field size, because for field axes less than 7.5 cm the effect of nonuniform backscatter is minimal [3], secondly by split or non-split carriage property and thirdly by treatment site. The fields were analyzed using ROI covering 1 cm around the collimator positions and gamma index 3% global dose difference and 3 mm distance to agreement as acceptance values. Maximum gamma, average gamma and percentage of area with gamma > 1.0 values were recorded. All fields were also visually evaluated and the findings recorded.

The parameter mean values and standard deviations for all fields and for the subgroups are presented in Table 1. Visual evaluation sorted out 59 fields. Using the criteria proposed by [4], 1 SD for the recorded gamma parameters of individual fields 31, 23 or 17 were sorted out, and the criteria of 2 SD for no more than 25% of the fields in a treatment plan, only one treatment plan was sorted out. Visual evaluation of that plan showed differences in the level between measured and predicted profiles and it was therefore compared with weekly linac output measurements and interpreted to be connected with linac output. Other visual observations were: differences near the upper or lower edge of imager interpreted as theoretically noted worse agreement between the PDC algorithm and actual imager response [1] or scatter [3], gamma > 1.0 between adjacent MLC leaves and gamma > 1.0 in geometrically small areas of high dose gradient regions. Table 1. suggests that there is a trend of larger gamma values and SDs for field axes over 7.5 cm and split carriage fields and also variation between different treatment sites. These findings are not necessarily independent of each other, but they raise questions as to whether there is a need for a different threshold, for example for small fields. No dependency of monitor unit (MU), different numbers of control points (CP) in the fields, CP/min, absolute treatment dose, absolute or relative dose difference between treatment dose and healthy tissue dose limit or measurement date was found.
The analyzed IMRT plans and portal dose measurements were mostly conducted by one person, but the method, as the manufacturer provides it, is almost automatic, requiring only imager alignment correction (optional) manually. The results were in good agreement with previously published data [3, 5]. Gamma evaluation criteria and visual evaluation did not agree all the way, but all fields that were sorted out with gamma evaluation also had visual comments. This study implies that further investigation of gamma evaluation criteria for different subgroups might be interesting.

**Table 1. Mean values and standard deviations of gamma analysis parameters for all fields.**

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>maximum gamma</th>
<th>average gamma</th>
<th>area gamma &gt; 1.0 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>All fields</td>
<td>213</td>
<td>1.85 ± 0.66</td>
<td>0.25 ± 0.08</td>
<td>1.66 ± 3.6</td>
</tr>
<tr>
<td>y &lt; 7.5</td>
<td>60</td>
<td>1.52 ± 0.41</td>
<td>0.23 ± 0.05</td>
<td>0.55 ± 0.80</td>
</tr>
<tr>
<td>y &gt;= 7.5</td>
<td>153</td>
<td>1.98 ± 0.69</td>
<td>0.25 ± 0.08</td>
<td>2.09 ± 4.14</td>
</tr>
<tr>
<td>Split = 1</td>
<td>82</td>
<td>1.54 ± 0.43</td>
<td>0.23 ± 0.05</td>
<td>0.57 ± 0.97</td>
</tr>
<tr>
<td>Split &gt; 1</td>
<td>131</td>
<td>2.05 ± 0.82</td>
<td>0.25 ± 0.09</td>
<td>2.34 ± 4.50</td>
</tr>
<tr>
<td>Head &amp; neck</td>
<td>87</td>
<td>2.16 ± 0.71</td>
<td>0.27 ± 0.10</td>
<td>3.09 ± 5.14</td>
</tr>
<tr>
<td>Cranium</td>
<td>16</td>
<td>1.49 ± 0.53</td>
<td>0.20 ± 0.04</td>
<td>0.34 ± 0.56</td>
</tr>
<tr>
<td>Pelvis</td>
<td>64</td>
<td>1.78 ± 0.61</td>
<td>0.22 ± 0.05</td>
<td>0.79 ± 1.43</td>
</tr>
<tr>
<td>Hip prosthesis*</td>
<td>46</td>
<td>1.50 ± 0.32</td>
<td>0.24 ± 0.05</td>
<td>0.60 ± 0.86</td>
</tr>
</tbody>
</table>

* pelvic patients with hip prosthesis or prostheses
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Experience of quality assurance procedures for dose calculation verification in external radiotherapy treatment planning
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On the basis of international guidelines [1, 2], a quality assurance program was developed and a number of tests were performed to verify the accuracy of dose calculation on XiO treatment planning system (TPS) for 6 MV photons.

After all necessary dosimetry data for linear accelerator SL-75 had been entered in XiO, the commissioning process started. Testing of the following cases was performed:

- Open fields 5x5, 10x10, 20x20, 5x20 cm;
- Wedged 60° square and rectangular fields 10x10, 5x20 cm;
- Different source surface distances (SSD): two extreme values - 80 cm and 120 cm, field size 10x10 cm;
- Oblique incidence: gantry angle 45°, field size 10x10 cm;
- Blocked fields: three configurations were selected (central block, block shifted from center and edge block).

Testing is based on comparison between measured and calculated data. For all above mentioned cases percent depth doses (PDD) and beam profiles at depths of dose maximum, 5, 10, 20 cm were calculated in water equivalent phantom created in TPS. Corresponding dose curves were obtained measuring in a water phantom, "Blue Phantom", with the help of a cylindrical ionization chamber.

To compare measured and calculated data, a special program tool was created in MatLab. This program allows to import PDD’s and beam profiles in ASCII format, plot them and calculate deviations between measurements and calculations using gamma-evaluation method [3]. The main concept of the method is that it combines dosimetric and spatial deviation in a single figure of merit, which gives reliable and authentic assessment, especially in high dose gradient regions.

The created program tool calculates and plots the gamma curve normalized to a value of 100 over the compared lines; thus if gamma lies beneath the 100% line, the deviations don’t exceed acceptance criteria of dose calculation accuracy (Fig. 1). It is also possible to adjust the values of dose and spatial criteria in different regions of the beam (high and low dose gradient regions) according to the case specific and complexity of geometry. For simple geometry dose/spatial criteria about 2% / 2 mm was set and for complex geometry with beam modifiers criteria was chosen as 3% / 3 mm. Also for each case percent of points on dose profile or PDD which passed gamma-criteria (PG) was calculated.

Obtained results of comparison are considered to be in agreement with established acceptance criteria. However in some situations (penumbra, beam modifiers) the obtained deviations exceed the tolerances. Thereby a number of calculation algorithm limitations was defined particularly for scattering contribution. Maximum deviations appeared for penumbra and outside beam regions.
FIG. 1 Dose profiles comparison for 45° oblique incidence 10×10 cm field at 10 cm depth.
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Dosimetric comparison of intensity modulated radiotherapy treatments with step and shoot and sliding window techniques
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Aim

The aim of the study was to analyse the effects of the number of intensity levels on treatment planning outcome of Static Multileaf collimator (SMLC) method with Dynamic Multileaf collimator (DMLC) method and also to investigate the integral dose to non-target normal tissue (Body_PTV) in both the methods.

Materials and methods

The intensity modulated radiotherapy treatment planning was carried out with millenium 120 multileaf collimator system (Clinac-DHX) having 0.5 cm projected leaf width at isocentre for central 40 pairs and 1.0 cm for peripheral 10 leaves on both side. Five cases each of head and neck, cervix and esophagus cancer were selected for this study. For head and neck and cervix treatment, 7 intensity-modulated fields of 6 MV photons were used. For esophagus case 5 fields with 6 MV photons were used. For each case, planning was carried out using both delivery methods. Further for the SMLC method, different numbers of intensity levels ranging from 5 to 20 were studied. For the DMLC method, the spatial resolution used in this study was 2.5 mm. The optimization routine was kept common for both the techniques and only the leaf motion calculation was varied. The comparisons were made in terms of isodose distributions, dose volume histograms and total beam on-times. In addition, parameters associated with the DVH like $D_{max}$, $D_{min}$ $V_g$, and $S$ index were also examined for a more quantitative comparison. The integral doses (0.5 Gy to 30 Gy) of non-target normal tissues (Body_PTV) were also calculated for both SMLC and DMLC techniques. Analyses were performed using a paired two-tailed Student t test to determine difference in any of the parameters examined.

Results

For the three sites studied, there were no significant changes observed between SMLC method (above 10 intensity levels) and DMLC method. However there was significant differences observed with 5 intensity level SMLC plan and DMLC plan in terms of $D_{max}$, $V_g$, and homogeneity index. There were no significant changes observed in normal tissue dose values between SMLC plan (above 10 intensity levels) and DMLC plan. However there was significant difference noticed for SMLC plan (5 intensity levels) and DMLC plan. The total number of monitor units were more for DMLC plans compared with SMLC plans for all three sites. In SMLC plan the total monitor units increased with decreasing intensity levels. The integral dose from 0.5 Gy to 30 Gy were analyzed and no significant changes were observed between SMLC plans (5, 10, 20 intensity levels) and DMLC plans.
Discussions

The target coverage and homogeneity in PTV was improved in SMLC plans for more than 10 intensity levels. The target coverage and homogeneity were found to be inferior for SMLC plan with 5 intensity levels. The normal tissue maximum dose values were higher for normal structures closer to target volumes for SMLC plans which could be attributed to steep dose gradients near to the target. Inspite of more monitor units in DMLC methods, there was no significant increment of the integral dose to non-target normal tissues in DMLC technique compared to SMLC method. This could be due to the forward scattering of higher energy (6 MV) photons with minimal lateral scattering. Additionally it could also be due to reduced leaf leakage as the collimator jaws comes closer to MLC’s in DMLC method.

Conclusions

The findings made in this study were based on particular leaf sequencing algorithms and delivery equipment. Different algorithms and machines may yield different results. Based on our results there was no significant advantage between SMLC or DMLC method. Many factors such as number of intensity levels, target coverage, target homogeneity beam on time and delivery time should be considered in deciding the best treatment methods.
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Multipurpose, semi-anatomical water phantom for TPS verification
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Introduction

A robust and transportable semi-anatomical water phantom has been developed in STUK for verifying treatment planning system (TPS) calculations in brachytherapy and external beam therapy during site visits. The phantom has a section for image quality and dimension determination and allows changeable anatomical structures for imaging. Different types of detectors and brachytherapy applicators can be inserted into the phantom without a need to change the phantom position on the treatment table. The phantom can easily be used for point dose measurements as well as 2D and 3D dose distribution measurements. It is lightweight to transport and easy to fill for measurements.

Materials and methods

The phantom is filled with water in the upright position and turned to the horizontal position for measurements (Fig. 1). Due to vacuum effect, the water level at the open side of the phantom is lower and has free space for detector cables and allows easy insertion and removal of objects inside the phantom. The filled phantom is imaged with the CT scanner, image quality and dimensions are analysed on site and images are sent to the local TPS in the hospital. A set of different treatment plans are calculated, which include at least single fields for reference field size and some multiple field IMRT, VMAT and conventional treatments. The plan is sent to the treatment unit and the dose distribution is saved in DICOM format for later evaluation and point doses for each plan are determined.

The phantom is set on the treatment table and adjusted according the plan. From each plan a point dose is measured with an ionization chamber. If the difference between the calculation and measurement is less than 2%, Gaf-Chromic film is exposed for determination the 2D dose distribution. Also a diode or a diamond detector can be used in the phantom for single point verification. A linear array can be used for profile measurements, radiochromic film is used for 2D measurements and a stack of films can be used for 3D measurements.

Radiochromic film (Gaf-Chromic EBT and EBT2) is used in a solid water film holder for shielding the ambient light and immersion of water. Irradiated films are read after four days with a high precision automatic read-out system (densitometer) to avoid artefacts with commercial flatbed scanner normally used with the film. The film is measured with two wavelengths to take account of the small thickness changes of the emulsion. The maximum absorbance of the film measured with 630 nm light and 430 nm light is used to evaluate the base absorbance of the film. Film measurements are compared to the calculated distribution with gamma-analysis.

Results

In external beam treatments the point dose measurements with ionization chamber were generally found to be within 0.5 - 1% when no inhomogenities were inserted in the phantom. With the lung insert or an air cavity in the phantom, the point dose was generally within 1 - 3%. When the beam was directed through a hip replacement, the point dose was generally between 10 - 18%.
Conclusions

The phantom has been used to verify different treatments (IMRT, VMAT, conventional treatments and brachytherapy treatments) during site visits in different hospitals in Finland and abroad. Results indicate that the phantom is an easy and accurate method for verifying the calculation accuracy of the TPS. However, the phantom with complex inhomogeneity structures is not the best way to verify the accuracy of the input data in the TPS. If the accuracy of the input data in TPS is not verified first, multiple errors can hide each other. The input data can be verified with the phantom, but without any inhomogeneties. The results suggest also that Gafchromic EBT film is suitable and sufficiently accurate for determination of relative dose distributions.
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Currently, there have been no published recommendations and guidelines for a QA program to verify the functionality, accuracy, stability, and image quality of the radiographic mode of an on-board imaging (OBI) system. This paper evaluates a comprehensive QA program for the OBI system.

Objective

To generate and run a QA program for the OBI system and to summarize the results of these QA tests over extended periods from two Radiation Oncology Victoria (ROV) centers after implementing two new Rapid Arc machines with OBI capability. The radiographic mode of operation has been evaluated. The QA programs from the two centers have been generated through a series of tests for evaluating the performance of the On-Board Imager. Safety and functionality tests evaluate the functionality of safety features and the clinical operation of the entire system during the tube warm-up as show in the QA form. Geometry QA verifies the geometric accuracy and stability of the OBI hardware/software. Image quality QA monitors spatial resolution and contrast sensitivity of the radiographic images (see Figs. 1 & 2). All safety and functionality tests passed on a daily basis. Measurements of geometry QA tests showed stable results within tolerance throughout the test periods. Use of the tests over extended periods show that the OBI system has reliable mechanical accuracy and stable image quality. In this article we describe the procedures of test items included in the QA program and present the results of measurements over extended periods from the two ROV centers.

FIG. 1 : mechanical and Geometrical checks

FIG. 2 : contrast and resolution test
Results

Use of the tests over extended periods show that the OBI system has reliable mechanical accuracy and stable image quality. In this article we describe the procedures of test items included in the QA program and present the results of measurements over more than 12 months extended period from the two ROV centers.

Conclusion

An international program of quality assurance needs to be established for maintaining quality of an OBI system. The primary focus is on geometric accuracy and precision, with a secondary focus on dose and image quality. An integrated daily check should be implemented into routine clinical use with a 15 minute time penalty. Training for the staff is required to achieve the benefits of the new technology and grantee the proper use on time.
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Imaging dose to various organs at risk during image guided radiotherapy in the pelvic region

A. Palm†, M. Stock, E. Steiner, D. Georg
Dept. of Radiotherapy, Medical University of Vienna, Vienna, Austria

Abstract.
This work presents dose to organs at risk (OAR) for six imaging modalities when used for IGRT in the pelvic region. These data provide means to compare the cumulative imaging dose from all imaging sources, as well as the fraction of the total dose delivered by different IGRT solutions. Furthermore, they can be utilized for the development of specific image-guidance protocols, differing in imaging frequency and modality.

Imaging dose was quantified by TLD measurements in an anthropomorphic phantom. TLD-100 (LiF:Mg:Ti) chips, 3x3x1 mm, were used. The TLDs were verified to have a relative sensitivity within ±3%. Three TLDs were placed at each measurement position, and each measurement was performed twice. Six TLDs were used for background correction. For each measurement five TLDs were calibrated in a $^{60}$Co beam, at 5 cm depth in a polystyrene phantom. To account for the variation in TLD response with photon energy relative to $^{60}$Co, data from Nunn et al. [1] was applied. Dose was determined for anus, bladder, bowel, femoral head, penile bulb, prostate, rectum, and skin. For large organs, such as skin, several measurement points were used. The isocenter plane is located in the middle of the phantom slab that includes the prostate. For each imaging modality the protocol that is used clinically in our institution was studied;

- Siemens Somatom Sensation multi-slice CT: 120 kV, 180 mAs, 31 cm scan length;
- Nucletron Simulix Evolution CBCT: 100 kV, 1559 mAs, half beam technique, 360-degree scan, 20 cm scan length;
- Elekta XVI CBCT: 120 kV, 1661 mAs, M10F1, 360-degree scan, 12 cm scan length;
- Elekta EPID: 6MV, anterior-posterior (AP) and right lateral (RL), 5MU per image, 10.4x10.4 cm;
- Elekta XVI planar kV: 120 kV, S20F0, AP 5 mAs per image, left lateral (LL) 6.4 mAs per image, 26x26 cm;
- ExacTrac planar kV: 120 kV, right posterior oblique (RPO) and left posterior oblique (LPO), 20.8 mAs per image, field size ~12x12 cm.

The results showed that the dose per imaging procedure in the pelvic region varied significantly with imaging modality. The EPID image pair resulted in the highest dose, in the order of 110 mGy at the maximum. The kV-planar imaging modalities (i.e. ExacTrac and Elekta XVI) showed the lowest doses, 1 mGy or less per image pair for all OARs studied. The maximum dose of the Elekta XVI CBCT, the multi-slice CT, and the CBCT at the simulator is 55 mGy, 25 mGy, and 17 mGy, respectively.

† Dept. of Medical Physics and Biomedical Engineering, Sahlgrenska University Hospital, Göteborg, Sweden
The dose to various OARs was also influenced by the position of the organ, as well as the different spatial distributions that the different imaging modalities deliver. Planar imaging modalities showed a larger spatial variation than CT modalities. For kV-planar modalities the highest dose was on the skin, on the beam entrance side. Outside the respective imaging field the dose was generally low.

Assuming a 78 Gy image guided treatment, with 1 planning CT, and 35 daily CBCT scans, the maximum cumulative imaging dose, relative to the target dose, is 2.5%, situated on the anterior skin. The cumulative imaging dose to the rectum is close to 1.5 Gy (99% from the CBCTs, 1% from the planning CT).

We conclude that the maximum absorbed dose per exam in the pelvic region from the imaging devices studied ranges from 1 mGy (kV-planar imaging) to 110 mGy (EPID imaging). Compared with the EPID, the maximum dose due to the Elekta XVI CBCT is half, however, due to the spatial variation, CBCT dose is up to six times higher than the EPID dose for certain organs. Depending on imaging modality and the imaging frequency, cumulative imaging dose might need to be taken into consideration during the treatment planning process.

FIG. 1. Absorbed dose per exam (i.e. per CT scan, or planar image pair) for organs in the pelvic region. Note that kV-planar doses have been scaled up by a factor of 20 in order to be visible in the graph. The standard deviation (SD) is the mean of two measurements with three TLDs at each position. Large SD is related to measurements at the field edge.
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Problems of clinical dosimetry in Russian radiotherapy centers
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Due to the general catastrophic situation of radiation oncology in Russia, its outdated equipment and shortage of medical physicists, the clinical dosimetry is also in a very poor state and doesn’t meet the modern requirements of the quality assurance in radiotherapy.

In Russia there are 140 radiotherapy departments, 100 medical accelerators and 250 gamma apparatus but only 150 clinical dosimeters and 75 dose field analyzers, 90% of which are morally and physically obsolete and do not meet the requirements of the quality assurance [1]. Ten percent of the radiotherapy departments are not equipped with clinical dosimeters at all. There is no national program of quality assurance in radiotherapy. Service for dosimetry equipment calibration is lacking. The national standards and protocols of clinical dosimetry haven’t been elaborated.

Two-hundred-and-sixty medical physicists work in radiotherapy, 90% of whom have insufficient experience and qualification. Ten percent of radiotherapy departments do not have medical physicists in its staff at all and the rest of the departments face a shortage of medical physicists. The number of medical physicists is not enough to provide the full medical physics service. Qualified medical physicists do not stay long in clinics because of the small salary [2].

As a result of these drawbacks the accuracy of the therapeutic dose delivery to the tumour often achieves 30% instead of the 5% admissible error. This situation leads to high radiation risks, particularly for radiation overdosage or underdosage during the patient’s treatment. However, there are no radiation accident statistics in Russia; therefore it’s impossible to evaluate them in terms of quantity [3].

Unfortunately, this is the outcome of the lack of the state policy in this field. Neither the Health Ministry nor the Rosatom is concerned about this problem. The only thing that the Health Ministry is undertaking now is the purchase of the new equipment, dosimetry equipment included, for the oncology institutions. But this happens without the necessary organization of the medical physicists’ education and regulation based improvement.

For 17 years of its existence the Association of Medical Physicists of Russia (AMPR) have been monitoring and collecting the information on the state of affairs in this field.
Being a non-profit organization, AMPR

- creates and updates the database on equipment, technologies and staff strength in radiotherapy departments;
- elaborates the strategy of the radiation oncology upgrade and development;
- helps the regional oncology centers to choose the equipment, dosimetry equipment included, and train the medical physicists;
- provides the continuous professional development of medical physicists and radiotherapists in cooperation with the National Research Nuclear University "MEPhI" and N.N.Blokhin Russian Cancer Research Center;
- is involved in the IAEA/WHO TLD postal dose audit program. Only 69% of the results correspond to the admissible deviation level.

But it must be stressed that the problem of the radiation therapy modernization, clinical dosimetry included, can’t be solved without the state support.

The AMPR is regularly sending its proposals to the Government which don’t receive the necessary attention so far.

AMPR is interested in the cooperation and support of its activities from IAEA, IOMP, EFOMP, ESTRO, and other international organizations and institutions.
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Sensitivity study of an EPID for real-time patient specific IMRT QA
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Electronic Portal Imaging Devices (EPID) have primary applications for verification of patient setup and assessment of target and organ motion. Different studies have shown that the EPID can be used also as a dosimetric device for treatment machine Quality Assurance (QA) and patient dosimetry, including pre-treatment patient specific IMRT QA. This standard QA practice does not account for machine malfunction or unacceptable patient motion during each fraction of treatment. The goal of this study has been to evaluate the sensitivity and uncertainty of an aSi-based EPID as a real-time patient specific IMRT QA tool to manage machine and patient errors comprehensively, and to establish orientative action levels for required treatment adjustments.

Dosimetric features of an aSi-based EPID (Elekta’s iViewGT), such as linearity of dose/pixel response, field size output factors and off-axis sensitivity were determined previously at the Department of Radiotherapy of the INOR \cite{1}. In order to further evaluate the capabilities of the EPID to be used as a real-time patient specific IMRT QA tool, additional measurements tests have been performed, in order to establish guidelines for the EPID’s commissioning for dosimetric purposes.

Characterization of EPID’s parameters, such as S/N ratio, quantum efficiency, spatial resolution, time resolution, dose resolution, short and long term stability and ghosting were studied for 6 and 15 MV photon beams.

The S/N and the spatial resolution were assessed through image acquisition of a high density object \cite{2}. The S/N variable was determined as the ratio of the response difference at an exposed and blocked area of the image versus the standard deviations combined of both responses. This means the S/N is proportional to object’s attenuation and inversely to the response’s uncertainty. The spatial resolution was determined using the Modulated Transform Function (MTF) of the Edge Response (ER) for the object, allowing a quantification of this parameter and further monitoring of its behavior.

The EPID’s image ghost was investigated using a 20x20cm\textsuperscript{2} field ROI pixel integration response versus a similar field image preirradiated with a 6x6cm\textsuperscript{2} field \cite{3}. The nominal average time delay between two acquired images were 23 and 27 sec for 6 and 15MV fields, although the expected operational time delay would be lesser. Results shown sensitivity increased to a maximum of 1.2\% and 3.3\% for 6 and 15MV for the field preirradiated with a low MU combination for the 20x20cm\textsuperscript{2} field. Further research of EPID’s temporal response will be needed to assess the variation of the response in a frame by frame basis \cite{4}. This will allow necessary correction in the image ghosting effects for IMRT step-and-shoot segmented type fields like are expected to be used.

Comparison of EPID dose response against a 2D ion chamber array was performed, in order to establish the required correction matrix. Comparisons were performed locating the 2D array at the EPID’s plane, using two different build-up and build-down thicknesses of water-equivalent plastic, namely, 1.5 and 5.0 cm. This was to assess the correspondance of EPID response to dose in water at the position of the EPID. For 6 MV open fields, we found that the EPID behave better as a 2D...
dosimeter with the 5 cm build-up added, with maximum discrepancies of 3% in the high dose region, and up to 7% in the low dose tail region; this is in agreement with results of the behavior of the field-size relative dose factors. Similar results were obtained for wedged fields and for 15 MV photons. Nevertheless, corrections are required to bring the response to more tolerable levels.

Current results give confidence in the capability of the EPID for real time detection of potential inaccuracies in dose delivery during IMRT treatments. Further work is in progress to design and evaluate a set of test cases for assessing the sensitivity of the EPID in conditions closer to those expected to arise in standard clinical practice.

This work is being carried out in the framework of the IAEA's Doctoral Coordinated Research Project.
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FLUKA Monte Carlo simulation for the Leksell Gamma Knife PERFEXION: Preliminary results.
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The Stereotactic radiosurgery technique allows the delivering of a high-dose provided by a precisely focused radiation to a specific area or areas of the brain. In order to treat the brain disorders through this technique, various medical device models are available. One of the mostly worldwide used is the Leksell Gamma Knife PERFEXION (LGK-PFX), provided by Elekta Instruments AB, Sweden. The LGK-PFX model, presented in 2006, has a new and entirely geometrically redesigned radio-surgery unit, which differs fundamentally from previous Gamma Knife models. The collimation system is now able to focus to 4 mm, 8 mm and 16 mm the gamma rays generated by the 192\textsuperscript{60}Co sources composing the radiation unit [1]. Each LGK-PFX unit is accompanied by a treatment planning system, the LGP-PFX (Leksell GammaPlan Perfexion), which is a computer-based dose planning system specifically designed for simulation and planning of stereotactic Leksell Gamma Knife. The LGP-PFX dose calculation algorithm does not consider the scatter dose contributions and the inhomogeneity effect due to the skull and air cavities. The secondary electron disequilibrium in the vicinity of bone-tissue, air-tissue heterogeneity or high density inhomogeneities in the head leads to overestimation of dose by the treatment planning algorithms that assume the whole volume of interest as entirely homogeneous [2]. Monte Carlo method is capable of accurately predicting standard dosimetric parameters as well as dose in regions where electronic equilibrium is lacking. In this work, using the FLUKA Monte Carlo code, a method for testing the LGP-PFX was successfully applied. FLUKA (FLUktuierende KAskade) is a multipurpose Monte Carlo code which can transport a variety of particles over a wide energy range in complex geometries. The code is a joint project of INFN (National Institute of Nuclear Physics of Italy) and CERN [3]. The implemented simulations describe all the radiation beam and all the 192 sources in the same time. We have considered the technical construction detail of the sources, the collimator system, and the physical composition of surrounding material. All the simulations have been performed under homogenous conditions of the phantom target [4]. In order to validate the simulations results, two set of measurements have been performed using a homogeneous Elekta Gamma Knife Perfexion Dosimetry Phantom, Gammex 457 Solid-Water made.

The first test was an isocentre dose rate measurement performed by means of a free air I.C. (ion chamber) model 31016-PTW Freiburg with a small sensible volume. This measurement was performed in the configuration with all the 16 mm collimators opened and has been compared with the results of the FLUKA simulation in the same conditions. As reported on Table 1, the estimated experimental error for the used I.C. model, as certified from laboratories of standard measurements, is 3\% for \textsuperscript{60}Co beam quality. The FLUKA dose has been calculated considering the deposited energy per primary particle provided by the simulation, the physical phantom density, the activity of the sources and the I.C. experimental exposure time. The uncertainty of this result is dominated by the measurement uncertainty in the average source activity which is indicated in the Elekta reference as 5\%.
TABLE 1. Comparison between experimental dose and FLUKA MC dose for the 16mm collimators.

<table>
<thead>
<tr>
<th>Experimental dose</th>
<th>I.C. error</th>
<th>FLUKA dose calculation</th>
<th>FLUKA dose Statistical error</th>
<th>Percentage difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 Gy</td>
<td>3%</td>
<td>4.8 Gy</td>
<td>5.5%</td>
<td>4%</td>
</tr>
</tbody>
</table>

The other relevant error factor is the simulation statistical error connected with the deposited energy per primary particle, calculated by the FLUKA code as standard deviation. As can be seen, the percentage difference between the two dose values is inside the margin of error.

The simulated 4mm and 8mm collimators isocentre dose values have been used to compare the OF (Output Factors) given, without uncertainties, by the constructor. As can be noticed from Table 2 the percentage difference between the FLUKA OF values and the Elekta OF corresponds inside the statistical error range.

TABLE 2. Comparison between OUTPUT FACTOR coefficients

<table>
<thead>
<tr>
<th>Collimator Type</th>
<th>Elekta OF</th>
<th>FLUKA OF</th>
<th>FLUKA OF Statistical error</th>
<th>Percentage difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>8mm</td>
<td>0.924</td>
<td>0.921</td>
<td>0.6%</td>
<td>0.4%</td>
</tr>
<tr>
<td>4mm</td>
<td>0.805</td>
<td>0.802</td>
<td>0.4%</td>
<td>0.4%</td>
</tr>
</tbody>
</table>

The final verification included in this study is a comparison of the relative dose profiles. For these measurements radiochromic EBT-ISP films have been used. Gafchromic films have been prepared and placed inside the phantom, by means of a proper holder, and exposed to a rising dose from 0 to 10 Gy in order to obtain a calibration curve to correct the non linear response of the film to radiation dose. After the calibration runs, three set of measurements in the coronal and the axial plane were performed for all the collimator configurations (16mm, 8mm and 4mm), for a 5 Gy dose. The films were scanned with an Epson Expression 10000XL scanner for a graphical comparison with the Monte Carlo simulation values [5]. In Figure 1, as a first example, a graphical comparison between the FLUKA simulation and the radiated radiochromic EBT-ISP films, for the 16mm collimators set-up, is shown. The EBT film interval represents the experimental error of the radiochromic films, introduced by the scanner procedure, which results of about 3% [6]. The FLUKA bars instead, show, point by point, the statistical error of the simulation. Also in this case a good agreement between experiment and simulation was achieved.
After these experimental evaluations, the simulation based on the FLUKA Monte Carlo code appears to be a valid instrument to test the LGP software and for future studies concerning not homogeneous targets.
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In vivo dosimetry for head and neck carcinoma: Determination of target absorbed dose from entrance and exit absorbed dose measurements
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Measurement of the absorbed dose in a target volume is widely considered to be an important tool for quality assurance in external radiotherapy. The aims of this work were to measure the entrance and exit doses for patients treated for head and neck tumors. The target absorbed dose was determined from the exit and entrance dose measurement.

Twenty patients were evaluated. Initially, measurements with commercial diodes were performed on a polystyrene phantom in order to calibrate diodes in terms of entrance and exit doses; and to determine appropriate correction factors [1-3]. The results were compared to the calculated values, and the midline dose was determined and compared with the prescribed dose.

100 entrance dose and 100 exit dose measurements were performed. The average difference from expected values was 1,2\% for entrance dose (SD 2,9\%) and 0,5\% for exit dose (SD 5,3\%). The target absorbed dose differed from prescribed dose values by 2.5\% (2.8 \%) for the results using the Noel method [4] and 3\% (SD:3.2 \%) with the Rizzotti method [5].

The total uncertainty budget in the measurement of the absorbed entrance and exit dose with diode, including diode reading, correction factors and diode calibration coefficient, is determined as 3 \% (1 SD).

Simple in vivo dose measurements are an additional safeguard against major setup errors and calculation or transcription errors that can be missed during pre-treatment chart check.
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Use of 2D-ARRAY *seven29* in QC of photon beams
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Quality control (QC) procedures for external beam therapy equipment are time-consuming; thus it is important to have appropriate measuring equipment to perform fast and accurate checks of radiation beams parameters.

The ionisation chamber matrix 2D-Array *seven29* (PTW-Freiburg) is very useful for fast checks in photon beams of linacs and \(^{60}\)Co-units. In the Kazakh Research Institute for Oncology and Radiology, we have used this device since 2009 for the following checks: radiation output constancy, flatness and symmetry, central axis dose deviation, coincidence of light field and radiation field. It is also convenient for measurements incorporating wedge factors and attenuation factors of immobilisation devices.

Measurement results were evaluated using MultiCheck software. Dose linearity was verified for the range of 5–500 cGy in a 6 MV photon beam of a Clinac-600C/D linear accelerator and a TERAGAM Co-beam. Deviation from linearity was within 1.5 % for the linac and within 1.0 % for \(^{60}\)Co. Dose response was checked for a central ionisation chamber and for 8 chambers within the flat region of a 20x20 cm\(^2\) field.

The *seven29* matrix consists of 729 vented ion chambers located in a matrix of 27x27 cm\(^2\) and allows simultaneous measurements of beam profiles along major and diagonal axes. Flatness, symmetry and central axis dose deviation data obtained from MultiCheck’s analysis were compared with data obtained from a water phantom. The comparison revealed good agreement, which allowed us to begin QC measurements using the 2D-ARRAY.

For output constancy check, we compared the readout of central chambers of the matrix with dose values measured in water. The conversion factor was determined and we used it for further dose measurements. Since the measuring point of the ionisation chambers is at 5 mm below the surface of the 2D-ARRAY, we added a PMMA plate of 1 cm thickness above the array surface to create conditions for measurements at the maximum dose depth for a 6 MV photon beam. For \(^{60}\)Co beams it is not necessary to add a build-up material. In all cases 4 cm PMMA was placed below 2D-ARRAY. The output constancy check for our \(^{60}\)Co-unit is made monthly and the decay factor was taken into account in all measurements.

The measurements of wedge factors were performed in the Snapshot mode of the MultiCheck software. The comparison with in-water measurements showed agreement within 1 % and allowed use 2D-ARRAY for fast routine check of wedge factors.

The measurements of attenuation factors of immobilisation devices such as headrests were very useful for treatment plan calculations. We have made measurements for all our headrests in order to correct monitor unit calculations.
Although our experience in using 2-dimensional detector array for quality control has not been for very long, we could appreciate its advantages. The set-up of the measurement system with 2D-ARRAY seven29 is easy and takes only a little time in comparison to the set-up of a large water phantom. The periodic quality control procedures in clinics are time-consuming and so usage of a 2D ionisation chamber matrix is very convenient. The MultiCheck software provides good representation of the data in tabular and graphic modes in both 2D and 3D. Analysed data could be saved and compared with reference data.
Dose distributions in critical organs for radiotherapy treatment with $^{60}$Co beams of some common cancers
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Ionizing radiation is being used as an essential tool for the treatment of cancer patients all over the world. More than 50% out of two and a half million cancer patients in Bangladesh receive radiation therapy each year, either alone or in conjunction with surgery, or chemotherapy. The application of radiotherapy technique for the treatment of malignant diseases is to deliver optimum dose to the malignant cells (tumor) with proper planning system. From the radiation protection view point, one of the basic principles of using ionizing radiation in medical fields is that the dose to surrounding tissues should be minimized by using the best available techniques and to take measures to reduce the dose as far as possible in other parts of the body. The contribution of doses to the surrounding critical organs of the body is due to the scattered or leakage radiation or lack of optimum planning in the radiotherapy processes. It has been observed that there are hardly any protective measures taken during the treatment of cancer patients by radiotherapy in Bangladesh. Moreover, like other developing countries, TPS is still not included in $^{60}$Co beam treatment in Bangladesh. The poor treatment planning could be hazardous to the cancer patients. As a result during the treatment, patients can receive hazardous scattered and leakage radiation to the critical organs of the body other than the malignant tumor, which can create a risk in developing fatal and non-fatal cancer. The unwanted radiation to the organs may be one of the reasons for secondary metastasis for long lived survivors. In the present studies, the experimental measurement of scattering dose distribution to the different nearest critical organs in the treatment of lung, larynx, and pelvis are investigated using Alderson Rando Phantom by TLD technique. The measurement is designed in comparison with the patients treated with $^{60}$Co beam at Delta Medical Center (Aleyon II, CGR, McV, France).

The most reliable and convenient Thermoluminescence Dosimeter (TLD) Lithium Fluoride (LiF) of size $1 \text{mm} \times 1 \text{mm} \times 6 \text{mm}$ (rod type) is used for the dose measurement. These TLDs were calibrated with a phantom made of Plexiglas ($\text{C}_5\text{H}_8\text{O}_2\cdot \rho = 1.136 \text{g/cm}^2$), a tissue equivalent material. A total number of 86 rod TLDs were chosen for their linear response of doses. The commercially available Average-Man phantom known as Alderson Rando Phantom which incorporates materials of different densities is usually used for the treatment planning and administration as do living patients of the same sizes, shapes, and skeletal structures. Unlike the real patients this phantom permits detailed mapping of dose distributions, so that treatment plans can be developed and tested realistically. A number of three TLDs were placed at the center of the critical organ inside the phantom. The irradiated TLDs were read out for the dose measurement with Harshaw TLD reader.
The experimental results show that when treating left lung with a single exposure of 200 eGy at a tumor depth of 9 cm, some portion of the left lung just outside the projected area received a remarkable dose of 101.38 ± 3.54 cGy, whereas the dose received by the stomach, right lung, larynx, left kidney are found to be 1.51 ± 0.10 cGy, 1.18 ± 0.12 cGy, 0.79 ± 0.06 cGy, and 0.85 ± 0.01 cGy respectively. The large contribution of dose to the left lung outside the treatment area found in the present measurement is obviously due to the field edge. Hence, it can be reduced by using proper shielding block. On the other hand, when the larynx is exposed by two-field beam of each 100 cGy, it has been observed that the lens of eye, brain, right lung, and the left lung received the dose of 4.31 ± 0.16 cGy, 2.22 ± 0.10 cGy, 2.39 ± 0.24 cGy, and 2.30 ± 0.07 cGy respectively. In case of pelvis treated with two field technique, the upper part of the cervix, upper part of the rectum, right ovary, sigmoid colon, upper part of the urinary bladder, lower part of the urinary bladder, and lower part of the cervix the dose values are limited within 0.92-0.79 cGy.

The present study demonstrates the dose distribution to the critical organ with manual treatment planning. The measured dose values received by the critical organ due to the scattered or leakage radiation in the treatment of lung, larynx, and pelvis are small that meets good in agreement with the ICRP recommendation. In the treatment of larynx, more precaution could be made by adding shielding block to minimize doses to the lens of eye.
Measurement of the out-of-field neutron and gamma dose equivalents from a 230 MeV proton pencil beam
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The Proteus 230 proton therapy cyclotron (Manufacturer: IBA Belgium) at WPE is now in its commissioning phase. The acceptance test of the facility has already commenced and the first patient treatment will take place in the end of 2010. Unlike the scattering and uniform scanning treatment modes, during pencil beam scanning (PBS) the high-energy protons interact minimally with the beam delivery system and beam line components, thereby producing fewer secondary neutrons and gamma rays. In PBS treatment the primary source of secondary stray radiation is the patients themselves [1]. Evidently, this parasitic neutron and gamma radiation causes unwanted radiation exposure to healthy tissue surrounding the treatment volume [2]. We have therefore, carried out extensive radiation dose measurements for an explicit estimation of the out-of-field neutron and gamma dose equivalents produced by a 230 MeV proton pencil beam bombarding a PMMA plate-phantom (Figure 1).

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{A schematic diagram of the proton pencil beam dosimetry experiment.}
\end{figure}

A phantom (26×26×30 cm\textsuperscript{3}) made of PMMA plates (PP) was placed on the patient positioning system (PPS) situated in the gantry room, housing the dedicated pencil beam nozzle. Dosimeter sets, comprising of a lithium fluoride (TLD 700) and an aluminium oxide (TLD 500) dosimeter, were attached to the lateral (L\textsubscript{1}) and distal (D\textsubscript{1}) surfaces of the phantom, relative to the pencil beam (PB) and at a distance of 1 m from the isocentre. Furthermore, pairs of superheated emulsion detectors (bubble dosimeter) were placed with the TLD sets at 1 m from the isocenter (I). One bubble dosimeter of each pair were enclosed in a lead cylinder of 20 mm wall thickness, in order to enhance their sensitivity to fast neutrons [3] generated by high-energy protons.
The phantom was bombarded with a 230 MeV pencil beam at 3.3 nA for 5 minutes. Immediately after the termination of proton irradiation all dosimeters were removed from the gantry room, in order to avoid the enhanced background radiation exposure caused by neutron activation of gantry room walls.

The TLD 500 and TLD 700 chips were assayed using a Harshaw 3500 manual TLD reader at a heating rate of 5 °C.s⁻¹ and the TL-Glow curve was counted within the 160 – 200 °C temperature band. The gamma dose equivalent ($H_\gamma$) was calculated from the TLD 500 glow curve counts ($A$) and the corresponding gamma calibration coefficient $k$ (μSv/count) and presented as: $H_\gamma = kA$. The neutron dose equivalent ($H_N$) at the surface of the phantom and at a distance of 1 m from the isocentre was determined by analysing the area of the high temperature (260-320 °C) peak of the TLD 700 glow curve and removing the gamma background dose, determined from the gamma dose measurement from the TLD 500 chip, for further details see the reference [4]. The neutron dose equivalent was verified at 1 m distance from the isocentre with the bubble dosimeter by using the number of bubbles counted ($N_b$) and the sensitivity of the bubble dosimeter $f$ (bubbles/μSv), given as: $H_N = \frac{N_b}{f}$ [3]. The results are summarised in Table 1.

<table>
<thead>
<tr>
<th>Dosimeter</th>
<th>Distance from Isocenter (cm)</th>
<th>$H_\gamma$ (mSv/nA/min)</th>
<th>$H_N$ (mSv/nA/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L₁</td>
<td>13</td>
<td>9.19</td>
<td>0.44</td>
</tr>
<tr>
<td>L₂</td>
<td>100</td>
<td>0.17</td>
<td>0.01</td>
</tr>
<tr>
<td>D₁</td>
<td>15</td>
<td>13.81</td>
<td>0.71</td>
</tr>
<tr>
<td>D₂</td>
<td>100</td>
<td>0.28</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Using the above data the estimated secondary (neutron and gamma) dose equivalent (mSv) to primary therapeutic proton dose (Gy) ratio calculated to be 0.097 (mSv/Gy) at 13 cm lateral to isocenter. We have assumed a treatment volume of 50 ml.

Our report will highlight the experimental technique for explicit evaluation of neutron and gamma dose equivalents in the vicinity of the high-energy proton pencil beams (i.e. out-of-field) using various types of passive devices including thermo-luminescence (TLD), optically stimulated luminescence (OSLD) dosimeters and superheated emulsion (bubble) detectors.
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Comparison of different radiotherapy treatment techniques, radiation qualities and therapy machines with respect to neutron dose
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It is assumed that modern radiation treatment techniques such as intensity-modulated radiotherapy (IMRT) and volumetric-modulated arc therapy (VMAT) are increasing the cancer cure rates and simultaneously reducing unwanted side effects. But there are also concerns about the increase in radiation-induced malignancies with the application of these techniques in particular for younger patients. Therefore, primary dose distribution and X-ray scatter as well as the secondary neutron radiation on secondary cancer incidence should be investigated further.

The aim of this study is to measure neutron dose induced by the irradiation of a radiotherapy patient during a typical treatment. The measured neutron dose is compared with respect to treatment technique, therapy machines and radiation quality.

The series of measurements included photon radiation delivered by treatment machines of the manufacturers Varian, Elekta and Siemens and the irradiation techniques 3D-conformal, intensity modulation (IMRT) and volumetric-modulated arc therapy (VMAT). Measurements were performed at the City Hospital Triemli, Zurich Switzerland, Radiotherapy Hirslanden AG, Aarau Switzerland, Canton Hospital Aarau, Aarau Switzerland and Canton Hospital St. Gallen, St. Gallen Switzerland.

In order to evaluate the neutron dose for a patient, an anthropomorphic Alderson-Rando phantom was used in this study to account for the patient anatomy. The dose measurements were performed using CR-39 etched track detectors [1, 2] provided by the Radiation Metrology Section of the Division for Radiation Safety and Security at Paul Scherrer Institut in Villigen Switzerland. The detectors were placed inside and on the surface of the phantom, facilitating the determination of a three dimensional dose distribution and the evaluation of the dose to radiation sensitive organs according to the ICRP recommendations [3]. For the detector positions inside of the phantom, dedicated cavities were established.

The clinical setup was the curative irradiation of a rhabdomyosarcoma of the prostate for an adolescent patient. The planning CT and the contouring of the target structures as well as of the organs were performed at one institution. This information was sent to all the participating institutions along with a planning guideline containing the CT calibration, dose prescription, dose constraints and the location of the isocenter. All measurements and detector readouts were performed by the same persons. This procedure ensures the comparability of the treatment plans as well as of the irradiations and measurements at the different sites.

The readout of the CR-39 detectors was calibrated in personal depth dose equivalent $H_p(10)$ using the radiation field of an Am-Be neutron source and an ICRU cubic phantom.
The doses to the radiation sensitive tissues were determined in terms of depth dose equivalent per treatment Gray and per treatment time, respectively. In addition effective dose was calculated using organ specific weighting factors according to the ICRP recommendations [3]. The effective doses for the complete course of treatment were 4.2 mSv, 3.0 mSv, 3.4 mSv, 0.7 mSv and 2.8 mSv for Varian 3D-conformal, Varian IMRT, Varian VMAT, Elekta IMRT and Siemens IMRT, respectively. The organ specific neutron doses per treatment Gray are listed in Table 1. The differences in neutron dose between the different treatment techniques were not large. However, Elekta treatment machines produce significant lower neutron dose than Varian and Siemens machines.

Table 1. Organ specific neutron doses in μSv per treatment Gray for various treatment modalities.

<table>
<thead>
<tr>
<th>ICRP organ</th>
<th>Varian 3D CRT</th>
<th>Varian VMAT</th>
<th>Varian IMRT</th>
<th>Elekta IMRT</th>
<th>Siemens IMRT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>μSv/treatment Gy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bone Marrow</td>
<td>24</td>
<td>28</td>
<td>27</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>Colon</td>
<td>14</td>
<td>19</td>
<td>18</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>Lung</td>
<td>60</td>
<td>74</td>
<td>57</td>
<td>21</td>
<td>49</td>
</tr>
<tr>
<td>Stomach</td>
<td>9</td>
<td>9</td>
<td>16</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Breast</td>
<td>102</td>
<td>139</td>
<td>109</td>
<td>51</td>
<td>124</td>
</tr>
<tr>
<td>Remainder</td>
<td>184</td>
<td>115</td>
<td>109</td>
<td>8</td>
<td>92</td>
</tr>
<tr>
<td>Bladder</td>
<td>702</td>
<td>366</td>
<td>338</td>
<td>16</td>
<td>315</td>
</tr>
<tr>
<td>Oesophagus</td>
<td>15</td>
<td>13</td>
<td>14</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>Liver</td>
<td>19</td>
<td>33</td>
<td>22</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>Thyroid</td>
<td>19</td>
<td>12</td>
<td>14</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>Bone Surface</td>
<td>24</td>
<td>28</td>
<td>27</td>
<td>8</td>
<td>22</td>
</tr>
<tr>
<td>Brain</td>
<td>26</td>
<td>38</td>
<td>22</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>Salivary Glands</td>
<td>65</td>
<td>102</td>
<td>63</td>
<td>24</td>
<td>46</td>
</tr>
<tr>
<td>Skin</td>
<td>230</td>
<td>219</td>
<td>195</td>
<td>71</td>
<td>233</td>
</tr>
</tbody>
</table>
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Energy dependence of radiochromic dosimetry films for use in radiotherapy verification
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The purpose of the study was the examination of energy dependence of Gafchromic EBT radiochromic dosimetry films, in order to assess their potential use in intensity modulated radiotherapy (IMRT) verifications. In this paper a new type of radiochromic films is evaluated for use in phantom dosimetry for verification of planned dose distribution in IMRT. The main goal was to determine the expected lack of energy dependence due to the atomic composition of Gafchromic EBT films similar to the typical tissue equivalent phantom materials. The radiochromic films are based on organic pentacosa-10,12-diyinoic acid (PCDA) active component \[1\]. The PCDA monomer immediately polymerizes when irradiated by high energy photon beams and becomes blue proportionally to the absorbed dose.

EBT films were cut into rectangular pieces of size \(4 \times 5 \text{ cm}^2\) keeping the original orientation of a longer side. The samples were sent by post and irradiated in Warsaw, Gliwice, Vienna and Wroclaw radiotherapy centres with beams from the energy range \(1.25\text{ MeV}-25\text{ MV}\).

Each film sample was sandwiched between the \(20 \times 20 \times 5 \text{ cm}^3\) slabs of water equivalent phantom parallel to the largest surface of the slab and irradiated. The films were exposed to doses of 10, 20, 50, 100, 200, 400, 600, 800, 1000 and in few cases to 1200 cGy with \(^{60}\text{Co}\) photon beam and with 4, 6, 10, 15, 20, 25 MV photon beams generated with medical accelerators of electrons. After irradiation the samples were sent back to Warsaw and read out. The radiochromic films are practically not sensitive to room light and do not need further processing. However they should be kept away from UV radiation present in sunlight or emitted from glow-tube lighting. The films were handled in accordance with the recommendations outlined in the AAPM TG-55 report \[2\].

The films were digitized with a desktop flat-bed scanner. Also an unexposed film was scanned for background correction. The color separation was done and only the red channel was chosen for further examination because irradiated EBT films have two absorption peaks located at 636 nm and 585 nm \[3\]. For each dose the mean pixel value (PV) from 3 of 5 scans was taken as a film response result. The two most deviant results were neglected.

In Figure 1, the film responses for all delivered doses are presented for all beams investigated in the study.

\[\text{PV} = \text{mean} \pm \text{standard deviation} \]

\* The study was supported by the Polish Ministry of Science and Higher Education Grant nr R13 040 02
Figure 2 presents the standard deviation from 3 scans for each investigated dose and beam energy. A high uncertainty in readout of PV was observed for doses below 1 Gy. The relative uncertainty exceeds 20% for doses below 1 Gy while in the dose range 1-12 Gy the measured film responses differ by less than 5% for the whole energy range examined.

Concluding, the examination of Gafchromic EBT films do not show energy dependence for the beam energy range investigated and for the achieved 5% precision of the measuring procedure. However measurements of the doses in the range below 1 Gy with Gafchromic EBT films demand special attention. If EBT films are used in pretreatment dosimetric verifications of IMRT plans, the verified doses should exceed 1 Gy.

FIG. 1. The response of the film samples irradiated with different doses for the beam energy range 1.25 MeV-25 MV. The PVs were corrected using the background of an unexposed film.

FIG. 2. Standard deviation of measured PV against the delivered dose for different energy beams.
REFERENCES


Performance evaluation and dosimetry of CT IGRT systems
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As part of a UK national health service programme of evaluating medical equipment to inform local and national purchasing decisions, a technical evaluation has been carried out on x-ray CT-based IGRT systems. This was carried out between 2008-2009 and reported recently [1]. Three x-ray volumetric systems from different manufacturers were evaluated at ten radiation oncology centres. The basic technical protocol is available [2], as is the report summarising the outcomes [1]. The systems included are Elekta Synergy v4.2, Tomotherapy HiArt v 3.2 and Varian OBI v 1.5. The work is currently being further extended outside the programme with more clinically realistic phantoms and tests.

The objective of the technical evaluation was to test each system to assess its capability in delivering accurate image guidance and, where possible, to test parameters on more than one example of each system to assess variability. Tests were carried out to measure

- image quality in a range of conditions, using the Catphan 504 phantom and analysis either on the system itself or a consistent independent approach, such as IQWorks [3]. Parameters considered include contrast-to-noise, HU accuracy, axial plane resolution, MTF, slice sensitivity, uniformity and spatial integrity. Pseudo-clinical image quality was assessed using the Virtually Human Male Pelvic (VHMP) phantom (CIRS, Norfolk, Virginia), where images were obtained for visual inspection.

- imaging dose, using CTDI and Farmer chambers in doubled up pairs of CTDI phantoms for a range of scanner settings and clinical protocols

- IGRT geometric accuracy, including

  - Registration of imaging volume to treatment isocentre for the kV systems, ie where the source and associated geometry is not the same as the treatment beams [4], using the Modus Pentaguide Qasar phantom (Modus, Ontario, Canada)

  - Image-shift-verify tests to verify the ability of the system to correct for patient misalignment to within a required tolerance. This used the Pentaguide phantom in the report protocol, but this approach was further extended outside the project to utilise the VHMP phantom to provide a more clinically realistic test, considering the prostate area alone for soft tissue alignment. [5].

All systems assessed had accurate alignment between the tomographic image geometry and the treatment volume, to within 1 mm. Automatic couch corrections accurately re-positioned treatment isocentres to within 1.5 mm following translational shifts. Where rotations could be corrected, these were typically to within 1°. Imaging doses measured for typical clinical protocols were within the range of 1.4mGy per scan for a low dose head protocol to 25mGy for the highest exposure pelvis protocol.

These were comparable to or lower than the maximum dose associated with most planar MV portal imaging protocols. All systems were able to differentiate contrast between muscle and fat in the VHMP phantom and from this point of view all were able to provide 3D soft tissue information.
Differences were observed between the measured image quality parameters on the three systems and these varied with image dose. Significant differences were observed between HUs obtained from the different images.

Overall, all three systems fulfil the basic requirements of IGRT and can correct within acceptable tolerances for discrepancies in patient position based on comparison with reference planning CT scans. Image quality is adequate at standard imaging protocols, for doses that are acceptable compared to MV portal imaging. Other work indicates that there is scope to optimise doses further. There is potential in each system for some aspects of performance to be further improved. Further work is required to optimise and set standards for clinical practice.
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VMAT planning and verification of delivery and dosimetry using the 3-D delta$^4$ dosimetry system
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VMAT can provide advantages over IMRT and 3DCRT, by reducing treatment delivery time and total number of monitor units, as well as improving dose conformity. VMAT plans produced using Oncentra MasterPlan (Nucletron) and delivered with an Elekta Synergy linac were evaluated. Verification dosimetry measurements were carried out as part of a pre-clinical commissioning programme, using a Semiflex ionisation chamber in a CIRS humanoid pelvis phantom, and using a ScandiDos Delta$^4$ system. The Delta$^4$ incorporates two orthogonal 2D arrays of semiconductor diodes, enabling assessment of delivered dose distributions in 3D. These techniques have been previously verified during an on-going development of IMRT pre-treatment verification dosimetry that has evolved from film to the Delta$^4$ arrays [1,2].

Initially treatment plans were generated using the RayArc VMAT optimiser (RaySearch Laboratories) in Oncentra MasterPlan v3.3 for a range of treatment sites, including single 360° arc plans for prostate patients, single arc SBRT lung plans for small peripheral lung tumours and single and dual arc plans for head and neck patients. Files were transferred to Mosaiq v1.6, and plans were delivered using 6 MV beams on an Elekta Synergy linac with an MLCi2 head using Desktop v7.0 and compared to measurements. More detailed planning and dose verification studies were then performed for single volume post-operative prostate patients, to give 52.5 Gy in 20 fractions. Restricted single arc VMAT plans were generated using a 260° to 0° to 100° gantry rotation (i.e. total arc of 200°), with 4° control point spacing. Restricted arcs were used to avoid attenuation by the treatment couch, which also gave more straightforward dose calculations. Dose criteria from the RADICALS trial [3] were used for planning. Conformal VMAT plans were achieved, which provided comparable or improved sparing of rectum and bladder relative to the current 3DCRT technique. In particular, rectal volumes receiving low doses can be substantially reduced, making it possible to meet dose-volume objectives that cannot be met for some patients with the current treatment method.

Doses delivered to the isocentre in a CIRS pelvis phantom from test plans and measured using a 0.125cc Semiflex chamber were within ±2.5% of calculations. Measurements made in the Delta$^4$ indicated that dose at the isocentre was within ±1.5% (+3% where collimator twists were applied) of calculations. Gamma analysis of these Delta$^4$ measurements for detectors within the 20% isodose showed that >99.5% (or 97%) of points were within a 3%, 3mm measurement tolerance (Fig. 1, Table 1). Repeated measurements with the Delta$^4$ for one of the plans, to assess repeatability of VMAT delivery, gave 100% of detectors passing gamma analyses comparing the one delivery to another down to a tolerance of 1%, 1mm.

Single and dual arc VMAT plans fulfilling required dose-volume objectives have been generated and successfully delivered for a number of treatment sites using Oncentra VMAT and a VMAT-enabled Elekta Synergy linac, including for the RADICALS prostate clinical trial. Dosimetry has indicated that acceptable dose distributions can be achieved using a restricted arc where required. Verification dosimetry gives confidence that the dose to the isocentre and the overall dose distribution are delivered within acceptable tolerances.
Initially VMAT is being clinically implemented for prostate treatments, followed by more complex treatment sites including SBRT for the lung. Verification dosimetry is currently being developed using EPID-based methods to extend to on-treatment verification, initially for static gantry IMRT and later for VMAT.

**FIG. 1. Example Delta$^4$ results for a prostate VMAT plan.**

![Delta$^4$ results for a prostate VMAT plan](image)

<table>
<thead>
<tr>
<th>Patient</th>
<th>Detectors with gamma index ≤1 (3%, 3mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99.8 / 99.5</td>
</tr>
<tr>
<td>2</td>
<td>99.6 %</td>
</tr>
<tr>
<td>3</td>
<td>97.0 %</td>
</tr>
</tbody>
</table>
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The use of ionizing radiation for therapeutic purposes has a great importance for success in the fight against cancer. The technology used for this purpose is, each day, more refined and accurate. The control of doses delivered to the patients is a vital necessity. If the goal is the eradication of primary tumor [1], the absorbed dose to the target volume should have an accuracy of ± 5%. Therefore, methods to verify the accuracy of the dose-planned values are basic and part of any quality control program.

Clinical dosimetry uses dosimetric data to calculate the dose required for the treatments. However, you must be sure about the dose received daily by each patient, because many factors can influence treatment failure. In vivo dosimetry is the method used to assess and verify the delivered dose in almost real time, since the equipment in operation can suffer different changes. Different types of detectors are available [2] to perform in vivo measurements. TLDs and diodes are the most used nowadays. Both have advantages and disadvantages. The use of TLDs involves high costs, a process of reading and annealing, and the results are not instantaneous. The diodes, universally used for in vivo dosimetry, offer an immediate reading of the delivered dose, but their calibration factors present a temperature dependence [3].

Recently a new detector has been proposed and used to perform measurements in real time. It is based on the physical phenomenon of optically stimulated luminescence (OSL) [4]. The OSL technique has been already widely used in personal, environmental and retrospective dosimetry. Currently it has been tested as a new dosimetric alternative in radiotherapy [5].

This method uses light (laser) instead of heat to cause the light emission by the irradiated material. The luminescence emitted by the dosimeter during the time of optical stimulation is a measure of the absorbed radiation dose to which the material has been exposed. Using an ionization chamber, it is possible to perform a proper calibration of the OSL signal emitted, and than evaluate the dose value, the aim of this study [6].

The OSL dosimeters do not need any heating or thermal treatment, as the TLD dosimeters do. They can be read many times, allowing a proper statistical evaluation of the signal versus the delivered dose. The Al₂O₃:C stands out for having TL properties with an extremely high degree of sensitivity. Some authors state that it is between 40 and 60 times the TLD sensitivity.

In order to generalize the use of OSL dosimetry in radiotherapy, the Landauer Inc. has developed a simple and efficient commercial OSL system (InLight ™) for dosimetry. This system, used for individual monitoring in radiation protection, has been tested with radiotherapy dosimetric purposes and gave good results [6]. We used the Landauer dosimeters (Al₂O₃:C) called Dots. They are prepared as chips and encased in plastic cassettes to be protected from light.

The purpose of this study is to verify the possibility of using the OSLD produced by Landauer Inc. for in vivo dosimetry in radiotherapy. For this reason the detectors were tested in different configurations used in radiotherapy treatments for the anatomical regions of the pelvis (using 6 and 15MV beams).
(Fig. 1) and head and neck (in Co-60 beam). Part of this work was taken under the IAEA-CRP 2E.40.14. A single Dot is positioned on the surface of the patient and always in the center of the treatment field with a proper stainless steel build-up cap to promote electronic equilibrium.

For a patient measurement the 'entrance dose', $D$, is defined as the dose at the depth of dose maximum. From the in vivo detector reading this is calculated as the product of the detector reading $D = M \cdot N_{cal} \cdot \left( \frac{SSD - d_{SSD}}{SSD + d_{max}} \right)^2 \cdot k_{Lin} \cdot k_{E} \cdot k_{field} \cdot k_{Ang} \cdot k_{SSD} \cdot k_{W} \cdot k_{T} \cdot k_{Dot}$ (M), the calibration factor ($N_{cal}$) and correction factors: where $k$’s are the relevant correction factors applicable for a given detector in a specific clinical setup: $k_{Lin}$ is used for dose non-linearity corrections, $k_{E}$ for energy correction, $k_{field}$ for a small field size, $k_{Ang}$ for angular beam incidence, $k_{SSD}$ for an extended SSD, $k_{W}$ is used in a wedged beam geometry, $k_{T}$ for trays and $k_{Dot}$ is the sensitivity factor for an individual Dot.

**FIG. 1.** In vivo measurements in Linac with 15MV beam.

An essential feature for any detector to be used in in vivo measurements is good spatial resolution, as shown by the Al$_2$O$_3$:C material. Its high sensitivity allows the construction of detectors with very small dimensions.

Thus, the use of OSL detectors in clinic quality control programs has been recommended. The reproducibility of the OSL signal of radiation detectors for multiple readings is about 1% and the uncertainties of the measurements for the same dose value stands at 0.7%. In a batch of non-selected Dots, about 60% show sensitivity factor less than 3%, resulting in a final uncertainty for in vivo dose evaluation, between 1.8% and 2.5% depending on the complexity of treatment (extended SSD, wedge, tray, etc.).

**REFERENCES**


Evaluation of the dosimetric perturbation introduced by an esophageal nitinol stent

García Yip F.\textsuperscript{a}, Padilla Cabal F.\textsuperscript{b}, Silvestre Patallo L.\textsuperscript{a}, Perez Liva M.\textsuperscript{b}, Morales López J. L., De la Fuente Rosales L.\textsuperscript{a}

\textsuperscript{a} Department of Radiotherapy, Instituto de Oncología y Radiobiología (INOR), Havana, Cuba
\textsuperscript{b} Instituto Superior de Tecnologías y Ciencias Aplicadas, Havana, Cuba

E-mail address of main author: yip@infomed.sld.cu

The insertion of a metallic stent prior to the combined chemo-radio treatment in cases with advanced stage tumors may improve patient’s nutrition during the treatment period and consequently help them withstand the morbidity of these procedures until all fractions are completed.

The dose perturbation around the stent has been previously investigated for a variety of models by Monte Carlo methods \cite{1}. The aim of the present study is to quantify the perturbations of the NiTi-type stent in three ways: a) By the treatment planning system, b) Simulated by Monte Carlo, and c) Measured by gafchromic EBT-2 film rolls. The stent investigated is the uncovered oesophageal NiTi E1810 (Euromedical, Brescia, Italy) of 18 mm in diameter and 100 mm length as shown in Fig. 1. The diamond geometry of the mesh can be seen in Fig. 2, its dimensions and the filament diameter of 250 \textmu m were measured with an Olympus BX51 microscope. The alloy composition is assumed to be 56\% Ni and 44\% Ti.

To mimic the clinical set-up, a simple phantom consisting in a plastic tube filled of air simulating the oesophagus lumen and surrounded by the stent was immersed at 10 cms depth in a water tank (see Fig.3). The phantom was scanned on two different CT scanners (Siemens and Shimatsu) for a subsequent planning and irradiated for the dosimetry measurements.

The treatment planning system calculations needs to be involved in this study since it will be the tool for patient planning. The relative electron density (RED) vs CT number calibration curve commissioned into our TPS (Elekta Precise Plan, v2.16), is reliable within density values that are typically found in the human tissue. The density of the Nitinol alloy (6.42 g/cm\textsuperscript{3}) falls outside this interval. Then, it is expected that the artefacts will alter the density of the adjacent tissues in the images, and that the accuracy of the calculated dose distribution around the stent will fail. The dose distributions obtained for both treatment techniques with and without stent were not very different, so in the immediate vicinity of the stent wall (oesophagus mucose), TPS calculations will be further corrected according to the results of the other two methods.

Monte Carlo calculations of the dose distribution around the stent are performed with MCNP representing the real (diamond) geometry of the NiTi stent.
A phase space previously computed and tested for our Elekta precise linac (Elekta, Crowley, UK) was applied to the 10x10 cm² field size defined by the MLC collimator. The axis of the 10 cm length stent cylinder was at 10 cm depth in a SAD set-up. The radius of the air cavity (lumen) is 0.975 cm. Distributions were obtained for both linac photon energies (6 and 15 MV) and for single and parallel opposed irradiation techniques. As an example, Fig. 4 shows the dose ratio (with and without stent) along the beam axes for a direct field of 15 MV.

**FIG.4** Monte Carlo (MCNP) computed dose ratio (with and without stent) along the beam axes around the stent for a direct field of 15 MV. (stent axes is at 0 cm depth).

The dose perturbation of the stent is under investigation by dosimetry measurement with gafchromic waterproof EBT-2 films. Foils of 6x1 cm² were cut and rolled around the stent to cover its whole outer surface. A dose of 200 cGy was delivered to the axes of the stent in two different series, with and without the stent. Following a procedure already established at the department (which is mainly based on references [2] and [3]) films were processed in an Agfa Duosean CCD scanner after 24 hours of self-developing. Three problems arose in the gafchromic measurement: 1. When attaching and taking out the foils to the very flexible and thin stent wall, 2. When trying to bend the somewhat rigid foils to the small radius of the stent and 3. When drying out the foils after irradiation without altering its information. It was evident that the handling of the films is an important error source and a number of foil readings had to be discarded.

Experimental work is not yet concluded, irradiation and further scanning of gafchromic films is still going on at this moment and we expect to find a perturbation in the doses few millimeters from the investigated stent wall to be in the same order of the Monte Carlo results.
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Purpose

The measured lateral profiles (LP) by small ion chambers (IC) and the planar integral spot dose (PISD) by large area IC can be affected by their sizes and both need to be corrected. The purpose of this study is to: (a) quantify the detector size effect on the LP of the proton pencil beam spots (PPBS) and (b) to devise a procedure to accurately determine the PISD.

Methods and material

In-air fluence and in-water dose LP, \( P(x) \), of 72.5, 146.9 and 221.8 MeV energy PPBS of the Hitachi ProBeat machine at the Proton Therapy Center in Houston were measured by a PTW Pinpoint IC (Model 31014, 1 mm radius). The measured LP were fitted to a sum of Gaussian functions,

\[
P_m(x) = \sum A_i \exp\left(-\frac{x^2}{2\sigma_{m_i}^2}\right)
\]

The \( P_m(x) \) was then deconvolved with a Gaussian detector response kernel,

\[
K(z) = B \exp\left(-\frac{z^2}{2\sigma_k^2}\right),
\]

with \( \sigma_k \) taken as equal to the radius of the IC. The resulting deconvolved LP are given by a sum of Gaussians,

\[
P(x) = \sum C_i \exp\left(-\frac{x^2}{2\sigma_{p_i}^2}\right),
\]

with \( \sigma_{p_i}^2 = \sigma_{m_i}^2 - \sigma_k^2 \). The magnitudes of the detector size effect on LP of PPBS were quantified by comparing the full width at half maximum (FWHIM) and full widths at 0.9 and 0.01 of the maximum, (FW0.9M, FW0.01M) of the LP with and without the detector size corrections. The corrected and uncorrected LP were also compared to assess the differences.

For an isotropic planar spot dose distribution (PSDD), the PISD can be computed from

\[
P_{ISD} (d) = D_0 \int \hat{P}(r) 2\pi r \, dr,
\]

¹ Presently at: Department of Physics, Carleton University, 1125 Colonel By Drive, Ottawa, ON, K1S 5B6, Canada
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where $P(r)$ is the radial profile function and $D_0$ is the dose at the peak of the LP, which was measured using a PTW Advanced Markus IC (Model 34045) in broad fields created by the superposition of PPBS.

The PISD was computed using both the measured $P(r)$ by numerical integration and the fitted ones [Eq. (3)] analytically. For anisotropic PSDD, an average of PISD values, which were computed by using $P(r)$ at different angles with the principal axes, were calculated.

The effect of detector size correction of measured LP on PISD were evaluated by comparing its values obtained using the Gaussian fitted LP with and without the correction. The computed PISD values were compared with values measured with a PTW Bragg Peak Chamber (BPC) (Model 34070, 4.08 cm radius) to determine correction factors (CF) for this chamber’s size limitations.

Results

The largest change in the values of FWHM, FW0.9M and FW0.01M for LP of PPBS of all the three energies used for this study, were found to be less than 0.3, 0.1, 0.5 mm for in-air and 0.2, 0.1, 0.3 mm for in-water LP, respectively, after the detector size effect corrections were applied. There is a 0.2 mm uncertainty in the measured values of these quantities due to scanning system detector positioning accuracy limitations. Additionally, the statistical uncertainties in IC charge measurements is below 0.5% for the central, and is about 10% in the low dose tail regions of the LP. These uncertainties are not expected to affect the magnitudes of the detector size corrections. The detector size corrected and the measured LP were found to be very close to each other. The smallness of detector size effect on PPBS lateral profiles is attributed both to the small size of the Pinpoint chamber and the absence of large second gradient beyond the peak of the Gaussian like LP. The ratio of the PISDs calculated using the detector size corrected and uncorrected measured LP, ranged from 0.995 to 0.970, being higher for lower energy PPBS and at deeper depths. The CF for BPC measured PISD ranged from 1.01 to 1.11, being higher for the lower energy PPBS, which have longer tails in the profiles. The CF is also found to be higher at depths where the nuclear interaction component may lead to longer tails in the LP. The CF values from the PISD calculation using the measured LP were found to be in satisfactory agreement with the results from Monte-Carlo simulation [1].

Conclusion

The Pinpoint IC size effect on the LP of PPBS were found to be rather small. We have devised practical procedures for precise determination of the peak dose and the PISD of PPBS.
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The Tomotherapy Hi-Art system (HT) is a radiation therapy machine that integrates the delivery of intensity modulated radiation therapy (IMRT) in a helical fashion together with a real-time computed tomography (CT) image-guided radiation therapy (IGRT). The radiation source (Linac, 6 MV) is collimated into a fan beam and modulated by means of a binary multileaf collimator (MLC). A xenon detector array, opposite the radiation source, allows a megavoltage-CT (MVCT) acquisition of patient images for set-up verification and collect exit dosimetry data during the treatment delivery [1]. The HT treatment unit can in principle provide a treatment verification method called "dose reconstruction" that allows the daily treatment to be reconstructed in the form of delivered dose images. These delivered dose images could be compared to images of planned dose to determine if following treatments should be modified to correct for errors in completed treatments - a process called "adaptive radiation therapy". The combination of daily CT imaging and dose reconstruction capabilities could therefore allow an extremely high accuracy in treatment delivery process. Although this type of validation dosimetry is not yet available on current HT units, the acquisition system is increasingly used for dosimetry purposes as well as for imaging purposes.

The scientific guidelines recommend a quality assurance program, based on patient-specific tests, for evaluating the agreement between measured and calculated plan dose for the intensity modulated treatments. However, to realize an accurate process of validation of the radiation treatments is also crucial to check the overall reproducibility of the dose delivered for the entire course of treatment. Aim of this work is to investigate the dose reproducibility of an HT unit during the delivery of different plans with an increasing level of complexity. Measurements were performed with two different dosimetric systems: the HT on-board MVCT detectors and a conventional two-dimensional array (Seven29, PTW) coupled with a dedicated Octavius phantom (2D-OCTAVIUS). The array consists of 27x27 vented cubic ion chambers of 0.125 cm$^3$, with an inter-centre spacing of 1 cm. The Octavius phantom contains a compensation cavity to optimize the detector response when the 2D array is irradiated from the rear during the helical delivery [2].

Five clinical HT plans with increased level of complexity, ranked using the Webb's Modulation Index (MI) [3], were selected for the analysis. All plans were delivered several times (repeatability condition) in different days (reproducibility condition) and acquired, simultaneously, with both 2D-OCTAVIUS and MVCT systems. Both detectors data were analysed with an in-house MATLAB tool. In order to evaluate the repeatability and reproducibility of the multiple treatment deliveries, an extension of “Reproducibility Distribution” (RD) and “Reproducibility Index” (RI), defined in the paper of M.S. Padro [4], were used. The dependence of RD and RI by the complexity level of treatment deliveries were investigate.

The measurements performed with 2D-OCTAVIUS have shown a repeatability distribution within 1% for all plans, while for the reproducibility distribution the values varies within 1% and 3% depending on plan complexity. Analogous results were found for the data acquired by the MVCT. Relatively to the RI index, a similar agreement was obtained with both dosimetric systems, who’s linear behaviours are shown in FIG. 1 a) by means of a correlation graph.
The RI factors derived from the two measurement datasets have shown a linear correlation with the MI index, pointing out higher RI values for the most complex plan deliveries (FIG. 1 b)).

**FIG. 1.** a) Correlation graph of RI measured with 2D-OCTAVIUS and MVCT systems for all clinical plans considered in this study. b) Linear behaviour of RI factor, derived from MVCT detector data, with the MI index of the five clinical plan considered.

The dose reproducibility of different clinical HT plans using the 2D-OCTAVIUS system and the MVCT detectors has been investigated. Both systems measure the same level of treatment reproducibility confirmed by a similar trend of the RI and RD values. Additional measurements are required to confirm these preliminary results.
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The Radiological Physics Center (RPC) uses mailable anthropomorphic phantoms to evaluate treatment delivery at institutions wishing to participate in National Cancer Institute (NCI) sponsored clinical trials. The phantoms simulate lesions to be treated in the head and neck, prostate, liver, spine or lung, and allow verification of 3D-CRT, SBRT and IMRT plans. A reciprocating table, which is able to reproduce different breathing cycles, is also included when a technique to account for target motion is required for the credentialing process. The phantoms contain imageable targets as well as organs at risk (OAR). Densities and dimensions provide realistic conditions for dose constraints used during the planning and delivery process. Participating institutions are instructed to image the phantom, plan a treatment following guidelines, perform all the quality assurance (QA) procedures used in clinic and deliver the plan as if it were a patient. The analysis of the irradiation is a two steps process. Thermoluminescent dosimeters (TLD) are used to determine absolute dose at specific points inside the target. The ratio between the TLD dose and the dose from the treatment planning system (TPS) at the same points must be within ±7% (the exception is the lung and spine phantoms with a ±5% criterion). Radiochromic film can be placed in orthogonal planes through the center of the target. These films allow the evaluation of the dose distribution over the target area and into the surrounding OAR. A comparison of profiles through three different axes between film and TPS data is performed. The agreement must be ≤4 mm in high-dose gradient regions (for the lung phantom this value is 5 mm). Gamma analysis is used for the lung and spine phantoms.

Since 2001, when the program started with the head and neck phantom, more than 1200 cases have been analyzed. The number of irradiations that failed to meet the criteria and the total number of irradiations done is shown on Table 1.

<table>
<thead>
<tr>
<th>Phantom</th>
<th>Acceptable Irrad. / Irrad. analyzed</th>
<th>Irrad. failed on first attempt / Total Inst.</th>
</tr>
</thead>
<tbody>
<tr>
<td>H&amp;N</td>
<td>175 / 805 (22%)</td>
<td>133 / 582 (23%)</td>
</tr>
<tr>
<td>Prostate</td>
<td>33 / 188 (18%)</td>
<td>31 / 166 (19%)</td>
</tr>
<tr>
<td>Liver</td>
<td>11 / 23 (48%)</td>
<td>8 / 16 (50%)</td>
</tr>
<tr>
<td>Spine</td>
<td>10 / 29 (34%)</td>
<td>10 / 26 (38%)</td>
</tr>
<tr>
<td>Lung</td>
<td>58 / 216 (27%)</td>
<td>43 / 153 (28%)</td>
</tr>
</tbody>
</table>
The ratio between the number of institutions able to meet the criteria and number of irradiations done in a year has increased since the program started but the failure rate remains at about 30% for the lung and spine irradiations. Reason for failures include beam modeling, set up errors, incorrect data entered into the TPS, software malfunction, errors in couch indexing, incorrect conversion from CT number to electron density as well as inadequate heterogeneity algorithms. Regarding this last item the experience from the irradiation of the lung phantom provide criteria to defined accepted algorithm of dose calculation for sites were difference in tissue densities is significant. Dose calculations based on Clarkson or pencil beam algorithm are considered unacceptable for clinical trial because of problems in differences in predicted dose and coverage at edges of the target.

Conclusions

The phantoms provide a comprehensive evaluation of new external beam treatment technologies currently used in radiotherapy. The existence of a quality assurance program that audits the entire treatment process is very important. The analysis of these phantom results allow the RPC to detect and resolve important planning as well as delivery problems. Credentialing with phantoms helps to improve the quality of the data used by the clinical trial groups by resolving any errors discovered. This audit program benefits not only trial patients but all the patients treated under similar conditions at the participant institutions.

This work was supported by PHS CA010953 and CA081647 awarded by NCI, DHHS
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In External Beam Radiotherapy (EBRT) the check of dosimetric calculations is a major concern in the quality assurance of the treatment. This is true not only for conventional conformal techniques but also for special techniques including Intraoperative Radiotherapy (IORT), Total Body Irradiation (TBI) and Intensity Modulation (IMRT).

As evidenced by primary international organizations dealing with radiation dosimetry and quality assurance (ESTRO\textsuperscript{[1]}, ICRP\textsuperscript{[2]}, IAEA\textsuperscript{[3]}), a fundamental aspect of the treatment planning process is the independent verification of Monitor Units (MU). Moreover in some situations (backup of commercial planning systems, urgent palliations, TBI and IORT treatments) there is a concrete need for a system of dosimetric calculation alternative to Treatment Planning Systems (TPS).

To address this kind of exigency the National Cancer Research Institute of Genova started in year 2000 a research project which put as its main objective the development of a software application (Nemo X) for the independent dosimetric calculation and verification of the MU with the following features:

- Running on Windows platform
- Management of all dosimetric data through graphical user interface
- MU calculation for EBRT with photon and electron beams including IMRT
- TBI calculations for anterior-posterior and lateral-lateral techniques
- MU calculation for IORT treatments
- Data interface to commercial Treatment Planning and Record&Verify systems with automatic import of Multileaf Collimator (MLC) shape
- Print out of treatment and QA data

The dose algorithm for photon and electron beams is based on the formalism presented by Khan in \cite{4} and includes scatter separation and integration. Commissioning of the system has been done using the recommendations given by TPS QA protocols \textsuperscript{[5]}\textsuperscript{[6]}\textsuperscript{[7]}. Deviations of calculated dose vs. measured dose in water phantom on beam central axis (or at the center of asymmetric or irregular beams) were always within ± 3\%, a result very similar to what is achievable by commercial TPS. Actually Nemo X is in use at the National Cancer Research Institute for the independent verification of the MU provided by different TPS for all conformal EBRT treatments and for calculations for Total Body Irradiations. Ongoing developments include IORT calculations and independent check of IMRT and Tomotherapy treatments. Fig.1 reports the histogram of the percent deviations between the MU calculated by Nemo X and the MU computed by three different Treatment Planning Systems (Varian Eclipse, Elekta CMS XiO and Elekta Ergo) recorded during the last year of routine use. Percent deviations are within ± 3\% in 87 \% and within ± 5 \% in 96 \% of the examined beams, a result which proves that the MU check performed by Nemo X is consistent and can really detect anomalies in the dose calculations.

In our experience the regular usage of Nemo X allowed us to reduce the occurrence of some treatment planning pitfalls and dose prescription mismatches. Another advantage is the standard treatment report printed for the radiation therapists independently by the TPS on which the treatment was planned.
FIG. 1. Histogram of percent deviations between the MU calculated by Nemo X and three different commercial Treatment Planning Systems.

Currently supported systems include:

- Linear accelerators with physical, dynamic and virtual wedges
- MLC: Varian 52 and 80-leaves, Siemens 58-leaves and Elekta Moduleaf μMLC
- Data interface to Varian MLC files and Lantis Record&Verify

In order to share our project with the international community working with clinical dosimetry in EBRT, Nemo X will be soon available as freeware through a dedicated Internet site. Download will require only a free registration and the activation of a personal keyword.
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Introduction

Patient treatment flow in radiotherapy can be optimized by having linacs with identical dosimetric characteristics. The aim of this work was to compare the dosimetric characteristics of two linacs with beam-matching adjustments and its effect on step and shoot IMRT fields and to compare the results of patient specific quality control of IMRT treatments plans on both linacs.

Materials and method

Two linacs Primus, Siemens with 6MV photon beams were used. One of the linacs was taken as reference and the second one was adjusted in terms of energy and flatness following the manufacture beam-matching procedure. Comparison of percent depth dose (PDD\textsubscript{10} and PDD\textsubscript{20,10}), output factors (S\textsubscript{cp} and S\textsubscript{c}), inplane and cross plane profiles, diagonal profiles, primary collimators and MLC transmission and performances for small MU delivery, were done. Both MLC were calibrated following the same factory procedure and the leaf positions were verified with a slit pattern test \cite{1}. The reference linac data was used in the commissioning of the treatment planning system (TPS) (Konrad v2.2, Siemens) to represent both linacs. Standard IMRT patterns (uniform fields, wedge, pyramid, chair, holes and peaks patterns) were calculated and measured on both linacs for verification \cite{2}. For a set of 50 IMRT treatment plans (prostate, head and neck, rectum) we created verification plans in order to compare calculated versus measured dose for both linacs. Absolute doses were measured in a water-equivalent phantom with a Farmer type ionization chamber. Moreover, for 10 IMRT treatments, a total plan and individual field dose distributions were calculated on a water-equivalent phantom. Total plans and individual fields were irradiated with both linacs and measured using EDR2 and X-OmatV films respectively. Calculated and measured dose distributions were compared using a gamma analysis criteria \cite{3} implemented on the RITv4.2 software (AD=3%, DTA=3mm for total plan and ΔD=5%, DTA=3mm for individual fields).

Results

The PDD\textsubscript{10} and PDD\textsubscript{20,10} variations were 0.1% and 0.4% for 10x10cm\textsuperscript{2} field. The S\textsubscript{cp} and S\textsubscript{c} variation was less than 0.9%, down to field sizes of 3x3 cm\textsuperscript{2}. All profiles passed a 2%/2 mm gamma evaluation criteria (γ\textsubscript{2%/2mm}<1). Variations of the transmission of the primary collimators and MLC’s were lower than 0.1%. Both MLC successfully passed the slit pattern test with leaf position variations smaller than 1mm. A minimum of 3MU per segment was used to assure a variation between calculated and measured dose lower than 2% for both linacs. The comparison between calculated and measured doses for all patterns showed that the number of pixels with γ\textsubscript{3%/3mm}>1 was less than 5% and corresponded to the same high dose regions for both linacs measurements. For IMRT plans, mean variations between calculated and measured point doses were -0.6±0.7% [-2.1, 0.7] (linac 1) and -0.2±0.6% [-1.5, 1] (linac 2). The variation between linacs was -0.5±1% [-2.9, 1.2]. Total plan comparison showed that the pixel number with γ\textsubscript{3%/3mm}>1 was 1.7±0.7% [0.4, 2.5] (linac 1) and 0.9±0.9% [0.3, 2.7] (linac 2).
Individual field comparison showed that the pixel number with $\gamma_{\%a, \text{dmax}} > 1$ was 1.0±1.2% [0, 1.3] (linac 1) and 0.6±0.6% [0.1, 2.2] (linac 2).

Conclusions

When the dosimetric characteristics of two linacs are within clinically accepted accuracy, it is possible to model just one in the TPS, and still be within clinically acceptable recommendations in the delivery of open and IMRT fields. From a dosimetric point of view, changing linacs that are beam-matched in this way does not require additional changes or extra verifications of the IMRT treatment plans.
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Introduction

Verification of the accuracy of multileaf collimator (MLC) leaf positioning is a vital component in a quality control program in any Radiation Therapy Department [1]. The decline of film-based dosimetric systems reinforces the trend to use 2D detector arrays. This work introduces a quantitative method to increase the spatial resolution of a 2D ion chamber array to replace film based methods for performing quality assurance (QA) of MLC leaf positioning. This method is based on the principle of varying signal response of a volumetric detector to partial irradiation [2, 3].

Materials and method

The method was applied to a PTW-729 2D ion chamber array and an Optifocus MLC, Siemens. The partial volume response curves for chambers in the array were obtained by irradiating them with the leaves of the MLC progressively covering various portions of the chamber and correlated with the leaf positions. The readings from the array’s software and the linear fit of the chambers response were processed with an application developed in the Matlab environment. The program generates a reference response for each chamber that translates readings into leaf positions. Slit patterns of leaf positions similar to the Bayouth Test [4], but with purposefully introduced errors of various magnitudes and directions were generated and used to test the effectiveness of the method. The same patterns were exposed on radiographic film and analyzed with the RIT software v5.2 for validation.

Results

The method was successfully used to detect the errors introduced in individual leaves, in magnitude and direction. For variants tests patterns with a total of 100 errors of ±1mm, ± 2mm and ± 3mm, all were correctly determined in magnitude and sign. The average of the detected errors for the 1 mm, 2 mm and 3 mm groups were 0.97 ± 0.17 mm, 1.84 ± 0.16 mm and 2.8 ± 0.1 mm, respectively. In comparison, the analysis of the same pattern with film using the RIT software resulted in either somewhat low true positives combined with a large fraction of false positives, or a low true positive rate with a low false positive ratio. The results being significantly affected by the threshold selected for the analysis. This method also allows discriminating errors in pairs of opposing leaves that could combine to cancel their detection in the MLC Fast Checker analysis that also uses the PTW-729 2D ion chamber array.
Conclusions

This method provides a superior substitute for film based QA methods of MLC performance, with excellent spatial resolution. It detected and correctly quantified all the positioning errors intentionally introduced, with a minimum number of false errors.

It provides an effective and easy to use tool for quantitative measurement of MLC leaf positions, without compromising resolution. It can be easily applied to other 2D arrays as long as they exhibit a partial volume detector response.
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An International Atomic Energy Agency (IAEA) regional project for Latin America (ARCAL XXX) entitled “Improvement of Quality Assurance in Radiotherapy” was completed in 2000. One of its more relevant contributions was the development of a quality control protocol for radiotherapy physics, published as an IAEA TECDOC [1]. This was the first document of this type published entirely in Spanish, having a marked practical approach, and focused on the situation of the radiotherapy in Latin America at that time. The document found broad application and was widely adopted in the region. The recommendations and guidelines of the document were also applied in other countries having a similar level of development in radiotherapy.

Since the publication of TECDOC-1151 [1], the status of radiotherapy has changed significantly in many of the radiotherapy institutions in the Latin American region. Technological advances and improvements have created the need for a thorough revision of the protocol to reflect the current situation regarding radiotherapy equipment and techniques, keeping it a suitable and practical tool to guarantee high quality in the nowadays rather complex radiotherapy treatments.

To fulfill this goal, a specific task was included in the IAEA regional project “Improvements in Quality Assurance in Radiotherapy in the Latin American Region” (ARCAL XC), running during the period 2007-2009, where a group of experts was formed and commissioned with the document revision.

The general criteria and procedures given in TECDOC-1151 are still valid for basic radiotherapy equipment, widely disseminated and playing an important role in clinical practice in the region. It was then considered to develop additional criteria and recommendations for the new advanced technologies in the form of a supplement to the existing protocol. The supplement describes procedures and provides recommendations for newly introduced radiotherapy equipment, followed by a series of appendices where practical ways for their implementation are suggested, and a comprehensive list of references. Spreadsheets for absorbed dose determination based upon the IAEA TRS 398 Code of Practice [2] are also included for Co-60 gamma-rays and high-energy photons.

Six major topics have been included, starting with mould room equipment, multileaf collimators, electronic portal imaging devices (EPID), CT in radiotherapy, dynamic wedges, and new measurement equipment not considered in the initial protocol. Each topic includes an introduction with the
generalities of the technology and its impact in the improvement of radiotherapy treatments, a table summarizing recommended quality control procedures, their frequency and accepted tolerances with respect to reference values. QC procedures include beam dosimetry tests, dosimeter control tests and image control test for CT and EPID.

Finally the appendixes provide detailed explanations and examples of the required procedures and setup to carry out the measurements, as well as illustrative samples to record the results of each process.

The first draft of the document was developed by the group of experts and revised during a meeting in Buenos Aires, Argentina, in December 2008. A considerably amended version was prepared subsequently. This document served as basic guide for the implementation of an IAEA Regional Training Course on “Physical aspects of the quality assurance in 3D conformal radiotherapy: Update of the TECDOC-1151”, which took place in Sao Paulo, Brazil, in March 2009. The course consisted on theoretical lectures and practical sessions during which the validity of the quality controls and the procedures proposed in the document were tested. 28 medical physicists from Latin American countries attended the course.

Feedback was received from the participants and trainers of the course, which led to a final revision. This document is now ready for distribution among the Medical Physics Societies in Latin America, to have the protocol tested by a wide range of radiotherapy institutions using different types of equipment. Subsequent feedback and recommendations will be incorporated into the final version of the document, which will then be submitted to the IAEA for publication.
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A proposal for process QA in modern radiation therapy
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Conformal and intensity modulated radiation therapy (IMRT) have become the standard of care for radiation treatment in modern radiation therapy; in most centres these therapies are used with image guidance (with the acronym IGRT) to ensure target localization for precise treatment. These developments have also enabled the move to adaptive approaches (often designated IGART) where a patient treatment can be modified at various points taking advantage of information acquired during the process. A simple example would be patient setup modification immediately prior to dose delivery resulting from imaging at the treatment unit. These processes require considerable data processing for image registration and analysis. More sophisticated approaches envisage adaptation over each fraction. The proposals for inter-fraction IGART are not limited to corrections for tissue geometry. The potential for on-line dosimetry (perhaps via exit beam dosimetry with portal images or tomotherapy CT detectors) during each treatment raises the feasibility of dose delivery monitoring with subsequent correction as fractions continue through the treatment course. This implies that each fraction may deliver slightly different doses via slightly different MLC sequencing.

While other tools may be more convenient and appropriate to validate individual steps in IGART (for example, validating IMRT fluence patterns for a particular patient or verifying 3D-3D matching of CBCT and planning CT), these quality assurance (QA) tests validate only set points. By its very nature the IGART process involves a number of points where professional judgment is required (for example, to assess whether a patient is to be repositioned or if replanning is required). These decision points and process steps are not easily tested by conventional approaches. Therefore, we believe a process QA system is warranted.

We envisage that the IGART process QA would not be performed solely by the physics team. Rather, physics would prepare some dosimeter (we will illustrate this with a gel dosimetry system [1,2,3] we have available in our clinic) and insert it into an anthropomorphic phantom. The phantom would then be given to the radiation therapy team to process as a patient. Planning therapists would perform CT simulation, oncologists might contour structures which could be delineated in the target, planners or dosimetrists would plan the delivery on the treatment planning system, and treatment therapists would deliver the treatment using the IGART approaches being assessed. This could be whatever adaptive processes were in clinical practice. In this report we will illustrate the proof of concept by limiting the approach to simple patient set up with CBCT although the process to be tested could be more challenging.

Conclusions: Modern adaptive radiation therapy involves complex processes that are typically evaluated by tests at single points in the process. It would be beneficial to develop tests more appropriate to evaluating the whole treatment protocols used in some IGART technique. A model based on gel dosimetry is proposed and will be illustrated with results from a patient localization study.
FIG 1 – An example of the implementation of a process QA protocol for an IGART radiotherapy procedure. In this example a gel dosimeter has been inserted into an anthropomorphic phantom for subsequent treatment by the radiation delivery team as a patient. In this case, the IGART process being evaluated includes patient set-up verification using on-board kV cone beam CT imaging. At the end of the process the measurements from the dosimeter are compared to the treatment plan and evaluated to determine if the delivery was as intended. The QA system could be extended easily to other IGART processes.
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Comparative study of spectrophotometric response of the 270 Bloom
Fricke gel dosimeter to clinical photon and electron beams
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The objective of this study is to compare the spectrophotometric response of the Fricke xylenol gel (FXG) dosimeter developed at IPEN, prepared using 270 Bloom gelatine from porcine skin produced in Brazil, replacing the FXG solution produced using 300 Bloom gelatine which is imported, hard to acquire and cost about forty-five times more, for clinical 6 MV photon and electron beams with energies between 6 and 16 MeV to the reference depth using solid and liquid water phantoms. The optical absorption spectra, dosimetric wavelengths, dose dependent response, sensitivity, lower detection limits and energy dependent response were evaluated and compared for both clinical beams.

The FXG solutions were prepared using 5\% by weight of 270 Bloom gelatine, ultra-pure water, 50 mM of sulphuric acid, 1 mM of sodium chloride, 1 mM of ferrous ammonium sulphate hexahydrate and 0.1 mM of xylenol orange \cite{1}. The samples were conditioned in polymethyl methacrylate (PMMA) cuvettes (10 x 10 x 45 mm\textsuperscript{3}) and stored under refrigeration ((4 ± 1) °C) and light protected during about 12 h \cite{1} after preparation and maintained 30 min at room temperature and light protected before irradiation.

The samples were irradiated in the reading cuvettes with clinical photon (VARIAN\textsuperscript{\textregistered} linear accelerator model CLINAC 6EX) and electron beams (VARIAN\textsuperscript{\textregistered} linear accelerator model CLINAC 2100C) using a solid water RMI-457 (p = 1.03 g.cm\textsuperscript{-3}) and liquid water (p = 1.00 g.cm\textsuperscript{-3}) phantoms, respectively, with doses between 0.05 and 40 Gy, photon energy of 6 MV and electrons with energies between 6 and 16 MeV using radiation field size of 10 x 10 cm\textsuperscript{2} and different reference depth to ensure the maximum dose in the centre of each FXG sample. The spectrophotometric measurements were performed using SHIMADZU\textsuperscript{\textregistered} spectrophotometer model UV-2101PC.

The FXG solution presents two absorption bands, as expected: one at 441 nm (Fe\textsuperscript{2+}) and other at 585 nm \cite{2}, corresponding to Fe\textsuperscript{3+} ions generated by induced oxidation of Fe\textsuperscript{2+} ions by radiation.

The dose-response curves to photon and electron beams (corrected to energy dependent response) are presented in Fig. 1.

The OA sensitivity is 0.08 au.Gy\textsuperscript{-1} for 6 MV photons and 0.07 au.Gy\textsuperscript{-1} for 6 MeV electrons. The lower detection limits experimentally obtained for photons and electrons are of 0.4 and 0.05 Gy, respectively in the clinical dose range studied.

The energy dependent response for clinical electron beams is presented in Fig. 2.
FIG. 1. Spectrophotometric dose-response curves of the Fricke gel solutions irradiated with clinical photon (a) and electron (b) beams.

FIG. 2. Energy dependent spectrophotometric response of the Fricke gel solution irradiated with clinical electron beams.

The spectrophotometric response of the FXG solution presents maximum dependence of ± 10% for 9 MeV in the energy range studied. No energy dependence for electron energies greater than ± 12 MeV and photon energy (6 MV) is observed.

The obtained results indicate that 270 Bloom FXG dosimeter provides excellent results when irradiated with clinical photon and electron beams. All results obtained in this study are similar to those obtained for $^{60}$Co gamma radiation [3] and also indicate the viability of implementing this dosimeter in photon and electron 3D dosimetry.

The authors are grateful to the HIAE and HC-SP to allow the samples irradiations in VARIAN® linear accelerators and CAPES, CNPq and IPEN by financial support.
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Simulated clinical effect of in-vivo diode perturbation in megavoltage photon beam radiotherapy
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A method for simulating the clinical effect of in-vivo diode perturbation in megavoltage photon beams was investigated using Eclipse (version 8.5) treatment planning system (TPS) and the Anisotropic Analytical Algorithm (version 8817). This is achieved by using fields with an overlapping multi leaf collimator (MLC) configuration. The monitor unit (MU) ratios between the three subfields were chosen to give a 5% and 10% reference perturbation on the beam central axis for reference field size at 5 cm depth. These diode perturbations were chosen as they are representative of the perturbation caused by in-vivo dosimetry diodes, as reported in the literature [1,2,3]. An example dose profile for a 10% diode perturbation is shown in Figure 1.

An initial treatment plan was created by splitting each original field into three separate subfields: a central open field and a left and right half field. A second plan was created by duplicating this plan but extending the two central MLCs for the left and right subfields by 0.5 cm. This simulated a diode with 1 cm² cross sectional area, which is representative of diode dimensions reported in the literature [2,3]. A schematic showing the MLC simulated diode is shown in Figure 2. The effect of the diode perturbation on a clinical target volume was calculated by comparing these two plans.
Five clinical prostate plans were investigated. Each plan consisted of an anterior and two lateral oblique fields. Also, the attenuation of the diodes (EDP-15 and EDP-20, IBA Dosimetry, Belgium) used in this hospital was measured in solid water using a Matrixx ion chamber array. This was found to be 5 and 6% respectively for the two types of diodes used (in agreement with the manufacturer specification of 5-6% [4]).

It was shown that the use of diodes does reduce the dose to the tumour volume. In the simulation it is assumed that the diodes are in place for each field on every treatment fraction and so this gives a worse case scenario. For a simulated 10% diode perturbation, the dose reduction is 6-9% over sub-volumes 0.25-1 cm$^3$. Thus a smaller 3D dose effect is seen compared to the reference diode perturbation. This was calculated by subtracting the dose volume histograms (DVH) from the two plans to give the effect of diode perturbation. These cold spot volumes will be used to calculate the reduction in tumour control probability (TCP).
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Performance of a CVD diamond detector for dosimetry in radiotherapy photon beams
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A prototype radiation detector was built starting from a single crystal CVD diamond produced by Element Six [1, 2]. Particular care was addressed to minimize the energy dependence of the detector response by using appropriate materials. The diamond tile has size 3.0 mm x 3.0 mm and thickness 0.5 mm. Silver contacts, 200 nm thick, were thermally evaporated on both sides of the diamond tile and connected to the external cable. The detector was then encapsulated in a water-equivalent housing made of Rexolite® and an epoxy filling was used to minimize air in the space between housing and diamond. The detector was connected to a Keithley 6514 electrometer through a low noise cable. A Keithley high-voltage power supply was used for biasing the detector.

Firstly the detector was investigated in a Co-60 gamma beam with a dose rate of about 1.3 Gy min⁻¹ to determine the best operating parameters. The detector response was studied as a function of the applied polarizing voltage, \( V \), in the range from 2 V to 300 V for determining the optimum operating voltage. On the basis of this study a voltage of 50 V was selected for biasing the detector. At this voltage the leakage current is about 10 pA and the detector sensitivity 77 nC Gy⁻¹.

Pre-irradiation effects, signal rise time and signal reproducibility were also investigated in the Co-60 beam. The results show that a pre-irradiation with a dose value in the range from 1 Gy to 5 Gy is required to stabilize the detector response. After the pre-irradiation, at a dose rate of 1.3 Gy min⁻¹ the detector signal reaches the 90% and 99% of its equilibrium value in about 8 s and 20 s, respectively. The rise time slightly decreases when the dose rate increases. When the current has been stabilized the signal noise is within 0.3%. Due to the quite long rise time of the signal, the absorbed dose values measured by the diamond detector can be underestimated. Thus to improve the measurements accuracy a procedure has been adopted in which the current values obtained soon after starting the detector irradiation are not accounted for in the dosimetric measurement. With this procedure a signal long term reproducibility of about 0.5% (1 SD) has been obtained in the Co-60 beam.

The detector was tested in 6 MV and 10 MV beams produced by a Varian DHX clinical accelerator. Measurements were performed in a water phantom at the reference depth of 10 cm. The short term stability, determined as relative standard deviation of the measured current, was about 0.3% and the measurement repeatability was 0.2%. The detector dose-rate dependence was investigated in the 6 MV photon beam varying the pulse repetition frequency of the accelerator from 100 MU min⁻¹ to 600 MU min⁻¹. The dose-rate range was from 0.8 Gy min⁻¹ to 5.7 Gy min⁻¹.
In this range, the detector response is linear within 1%. Indeed, using the Fowler's relationship of current to dose rate [3] to test the data linearity, the fitting parameters $A$ and $R^2$ resulted 0.993 and 1.000, respectively (Fig. 1).

Finally the diamond detector was used to perform measurements of the accelerator output as a function of the beam field size from the reference size 10 cm x 10 cm to 2 cm x 2 cm. The results normalized to the reference field size were compared with measurements performed with a pin point ionization chamber with a sensitive volume of 0.015 cm$^3$. A general agreement of ± 1 % was found both at 6 MV and 10 MV (Fig. 2).

In conclusion the detector prototype exhibited high sensitivity, acceptable signal to noise ratio, and good measurement reproducibility. The signal rise time of several seconds can be a drawback for integrated charge measurements especially when low levels of absorbed dose are measured. On the other hand the results obtained in this work demonstrate the detector suitability for accurate dose rate measurements in radiotherapy photon beams.

**FIG. 1.** 6 MV accelerator photon beam: diamond detector net current as a function of dose rate.

**FIG. 2.** Output factor value as a function of the beam field size obtained with the diamond detector and with a PTW 31014 PinPoint ionization chamber in 6 MV and 10 MV photon beams.
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Comparison of dose distributions for various applicators for treatment of rectal cancer
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In this report, we compare various methods of rectal cancer treatment using different implants for different target configurations. We represented the target as a sector of a circle with an angle of 120°, and each case has a different thickness of 5, 10, 15 and 20 mm. The tumor has a length of 5 cm. The tumor configuration is shown in fig. 1. We calculated 16 treatment plans for various tumors using 4 different applicators for the MicroSelectron:

1. Simple proctostat with central channel. The applicator can be completed with various shields: 90, 180 and 270 degree.
2. MUPIT applicator set.
3. Miami Applicator Set.
4. Interstitial implant. Needles were separated as in the Paris dosimetry system.

Comparison was performed with the following parameters: Coverage index (CI), External volume index (EI), Relative Dose Homogeneity index (HI), Overdose volume index (OI)

The PLATO brachytherapy planning system was used for dose and DVH calculations. The dose calculation algorithm in PLATO is based on the recommendation of the American Association of Physicists in Medicine (AAPM) Task Group 43. Geometrical optimization was used for 1-3 applicators, CDS was used for the interstitial applicator.
Also we determined the dose at 12 reference points - six of them were at 2 mm from the applicator and defined maximum observed dose in the rectum, and the other six were at a distance of 5 mm from the tumor and these defined the dose decrease over the tumor.

The reference points have clinical significance, but we do not have complete control over the tumor dose and the overdose of normal tissues; therefore we introduced dose-volume parameters.

Criteria for evaluating treatment plans were determined. OI, EI should be as low as possible, while HI should be as high as possible. The main parameter should be determined in accordance with the task.

Interstitial implants have the best parameters. The Miami Applicator Set is good for intracavitary brachytherapy, but if you want to control the overdose of the tumor, you should use simple proctostat with central channel.
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Patient-specific quality assurance of whole pelvic intensity modulated radiotherapy (WP-IMRT) with hypofractionated simultaneous integrated boost (SIB) to prostate for high risk prostate cancer
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The current paradigm for the quality assurance (QA) program for IMRT includes QA of the treatment planning system TPS, QA of the delivery system and patient-specific QA. The aim of patient-specific QA is to verify the agreement between the dose distribution calculated by the TPS and the effectively delivered one. Because of complex fluence-modulation, each beam often includes several small irregular off-axis sub-fields. So the typical resulting sharp dose-gradients make the deviations between calculated and real dose critical, especially in areas close to organs at risk. Furthermore, each IMRT plan is strictly specific to the patient since the various segments configurations and monitor units (in static modality) or leaf position and leaf speed (in dynamic modality) may be significantly different, even if the shape of the targets and organs at risk are similar. These features impose a dosimetric verification of every IMRT plan.

In this study, we show the results of our patient-specific QA experience in the validation of whole pelvis IMRT (WP-IMRT) with hypofractionated simultaneous integrated boost (SIB) to prostate. For patients with localized prostate cancer (high-risk), IMRT-SIB plans were generated by employing the optimization module (Direct Step&Shoot) of MasterPlan TPS (Nucletron) for the treatment of the prostatic gland, seminal vesicles and pelvic lymph nodes, prescribing in 25 fractions doses of 65 Gy, 56.25 Gy, 50 Gy, respectively. The IMRT treatments consisted of 5 to 7 6-MV beams from a Varian Clinac 600C, linac fitted with a Millenium120 leaf collimator.

Our pre-treatment QA strategy relied on planar and point absolute dose measurements for each treatment beam. As a 2D-phantom, we used a 445-diode-array (MapCheck, Sun Nuclear). The measurement depth was 5 cm water-equivalent. For the corresponding dose calculation, we applied the IMRT plan to be verified to the CT-study of MapCheck device and extracted, field by field, the 2D-dose matrix to be compared to the experimental dose distribution obtained exposing the phantom. In order to increase the effective detector density and to map properly the wide fields of WP-IMRT, we merged successive exposures with regular shifts in MapCheck position. The average number of the sampled points was about 400 for every single field.

A NE2571 0.6 cm³ Farmer-type ionization chamber (IC) was used to assess the dose in a clinically meaningful point of a high-dose region in a PMMA-phantom, delivering all beams with their original gantry-angles. The measurement site corresponds roughly to the prostate in the patient-plan.

For the fluence verification method, we compared planned versus experimental maps by means of the gamma function analysis, adopting a dose-difference criterion of 3% and a distance to agreement (DTA) criterion of 3 mm. A plan was accepted if the percentage of points with gamma below one is higher than 90%. Concerning the IC, we accepted a maximum discrepancy of 5% between prediction value and measured one. The major uncertainty in the dose determination is correlated to the IC large collection-volume that can implies the lack of lateral electron equilibrium.
For the first 10 patients, all the plans satisfied the acceptance criteria. Regarding the 2D-verification, the mean value of percentage of points having gamma below unity was observed better than 95%. A statistical analysis of gamma evaluation of the whole QA pre-treatment data was made. The results are useful to properly define confidence limits of the agreement between expected and experimental dose values based on our experience.

IC dose measurements agreed with the corresponding previsional values within the 5%-limit. The position of the measurement often resulted critical because of the chamber size and the peculiarity of IMRT dose distribution, but not such to impair the good results obtained, probably due to compensation effects when the total plan is delivered.

The outlined plan verification based on matrix plus IC measurements is actually time-consuming and may become the bottleneck for a more intensive clinical IMRT use. So, to curtail the workload of QA in IMRT, we are investigating the possibility of using the portal imager (based on a-Si technology) in combination with the independent dose prediction software EPIDose (Sun Nuclear), which gets the dose distribution from the fluence-image acquired by the EPID (Electronic Portal Imaging Device). The preliminary results are encouraging.
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Background and purpose

The aim of this work is developing an efficient and precise method for the quality control of abutted half-beam mono-isocentric fields.

Modern medical linear accelerator design includes independent collimators or jaws what can be used for asymmetric field forming. One of the most popular applications of asymmetric collimators is fields matching, when two half-beam fields are matched by non-divergent edges at the central beam axis (junction) using a single isocentre [1-3]. This method theoretically allows forming of the uniform dose distribution at the match plane. But at the same time there are investigations of the matching area dose distribution showing that the collimator misalignment just within the tolerance could produce dose inhomogeneities up to 40 \% [3,4] above or below the prescribed dose. So the mono-isocentric fields matching method couldn’t be safely used at the clinical practice without the appropriate quality control tool. The actual dosimetry at the match plane should be provided to realize the potential advantages of this method.

Material and methods

The SL75-5 (Elekta) linear accelerator (photon 6MV) was used for mono-isocentric fields matching investigations. The upper set of jaws, closest to the source, (the Y set) was used for matching. This is the only set can over-travel the central axis for this linac model. Jaws Y1 and Y2 were calibrated as accurate as possible. They were tested and found to be within the tolerances of ±1 mm for jaw position and the coincidence between the light field and the radiation field.

The reproducibility of each (Y1, Y2) jaw position was also tested with the Blue Phantom (Scanditronix Wellhofer). The OmniPro-Accept software was used for the analysis. The reproducibility was found better then ±0.5 mm from the average position for the multiple repetitions.

The abutted area dose distribution was measured using GAFCHROMIC® EBT films and compared with Kodak X-Omat V radiographic films measurements commonly used for this purpose. The both types of films were exposed isocentrically in the PMMA cube phantom with two half-beam fields size of 6 cm (Y collimator) by 12 cm (X collimator) abutted at the isocenter plane.

The technique of dosimetric data readout from GAFCHROMIC® EBT films developed earlier and described at [5] was used.

The matching with no gap and gaps of 1 and 2 mm for the current jaws settings were investigated. The collimator angles of 90° and 270° were studied. These angles were chosen because they are used for the half-beam mono-isocentric fields matching technique realization.
Results and discussion

The relative dose distribution at the matching area for different gaps shown in Figure 1 for collimator angle of 90°:

FIG 1. Profiles of the two half-beam split fields show the good correspondence between results for both used methods. The difference between measurements is inside of the method uncertainty range of ±4% [5].

The presented in Figure 1 matching case with no gap shows a collimator overlap, hence there is a cold spot at the matching area of about 96%. The underdose and overdose not exceeding of 5% were also discovered for all investigated cases. So the decision was made not to pass any additional correction due to the difference value was within the tolerance range of ±5% for the prescribed dose.

Conclusion

The quality control routine of the abutted half-beam monoisocentric fields based on GAFCHROMIC® EBT films usage was developed and acceptance criteria were defined. Developed routine was included in the regular (monthly) quality control schedule. The developed measurement technique allows to ensure the appropriate dose distribution at the clinically important junction area.
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In the research, which was made in our Cancer Center, there were compared dose distributions using X-rays images for 2D treatment planning and CT images for 3D. Obvious disadvantage of 2D treatment planning is that we do not have necessary data about target, so we can assume only on anatomical standards. Lack of data about doses in organs at risk can lead to wrong choice optimal dose distribution, which can lead to overdosage of bladder or rectum and have an influence on long-term effects.

Twenty one patients of cervix cancer have been examined. Prescription dose for brachytherapy was 7.5 Gy per fraction. Relative target covering with average volume 79 cm³ is noted. When we have compared 2D and 3D dose distributions, doses on organs at risk and analysis target coverage by 100% and 80% isodose lines, firstly we have obtained treatment plans using X-rays and CT images for the same patient. In 2D treatment plan we prescribed dose at point A and in 3D at target volume. Then dwell-times in 3D treatment plan were replaced by dwell-times, which were calculated in 2D treatment plan. In such a way we obtained 3D reconstruction of 2D dose distribution. For each plan cumulative dose-volume histograms (DVH) were calculated and analyzed using D100, D90, V100, D1cc, D2cc parameters recommended by GYN GEC-ESTRO. For treatment plans which are based on CT images average values of D90 and V100 of IR-CTV were 106% and 91%, accordingly, average values of D2cc and D1cc for bladder were 81% and 88%; for rectum 69% and 76%, accordingly. For treatment plans based on X-rays images with using 3D reconstruction the average values of D90 and V100 of IR-CTV were 85% and 74%, accordingly, average values of D2cc and D1cc for bladder were 67% and 74%; for rectum 55% and 62%, accordingly. Average dose for bladder ICRU point was 53% and for rectum ICRU point was 51%.

Dose at points of organs at risk, which are presented according to ICRU Report No.38 for 2D treatment planning, does not agree with real absorbed dose. It depends on possible deflection of Foley catheter in bladder and radiopaque catheter in rectum. 3D image brachytherapy planning allows to receive more accurate dose distribution in dependence on applicator geometry. 3D planning helps us to optimize dose distribution for realizing the maximal therapeutic dose to all target volume as much as possible not to exceed tolerance dose for organs at risk. For small target volume we can decrease doses on organs at risk.
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A commercial system based on ion chamber detectors is evaluated by several dosimetric measurements, in order to use it as part of an IMRT QA program at Hospital Mexico.

In this study, the device 2D Array Seven29™ (PTW, Freiburg, Germany) was evaluated for clinical assessment of IMRT plans. This is a two dimensional detector array with ionization chambers uniformly arranged in a 27 x 27 matrix with an active area of 27 x 27 cm$^2$. The 2D Array is calibrated together with the PTW Array Interface.

The detector’s area consists of 729 air-filled ionization chambers that are covered with a 5 mm thick PMMA front plate that is a fixed part of the construction.

In figure 1 is shown the set up configuration for measurements with the Array. The SSD is set to 95 cm. According to manufacture recommendation 5 cm of RW3 are used in the back of the device for backscatter production and 4.5 cm are used in from of it for build up.

FIG 1. Array measurement set-up. Grey squares correspond to ion chamber positions.

The MLC configuration and the point selected as measurement positions, to be assessed are shown in Figure 2. The irradiation source is a Clinac iX with a Millenium-120 MLC (Varian Medical Systems, Palo Alto, CA), for a series of different square fields. The fields were applied in first irradiation open, and all of them with the same quadrant blocked by the MLC afterwards, using the MLC Shaper of Varian. For comparing with the 2D array measurements, a 3D PinPoint chamber of 0.016 cm$^3$ (PTW, Freiburg, Germany) was irradiated for the same configurations in a water phantom (SSD = 95 cm, 5 cm depth, gantry and collimator in 0°).
As shown in Figure 3a, there exists a good agreement between measurements. Although the normalized values present a difference of about 10% between data from 2D Array and the chamber, this is good enough considering that both methods had a different distance to effective point of detectors (purposely added variation from the two methods in order to assess manufacture recommendations). So, this implies that if the set up for the array is defined at 95 cm SSD, the 100 cm distance is in the entrance plane of the air-filled chamber volumes, while in the PinPoint chamber the 100 cm SSD was collocated in its central point for absolute measurement.

Additionally, the behaviour of fields of 4 x 4 cm$^2$, 3 x 3 cm$^2$ is reasonably similar to the above description, not showing variations higher to 2% of the expected values depicted in Figure 3a.

In Figure 3b, it is possible to see that reducing the field size, the PinPoint chamber keeps its response. On the other hand, the response of the 2D Array takes not expected values especially in the points out of the centre. The fact that the PinPoint has a very small volume gives it a better resolution in very small fields as is known, but the bigger volume size of the chambers in the array (0.125 cc) added to its fixed position between centres (1 cm), restricts its detection capabilities producing such unexpected values in big gradient areas.
Finally, the evaluated system herein shows a good performance and similar values than novel methods applied in clinic. Consequently, this system might be a good tool to be incorporated in a patient dependent Quality Assurance program even for absolute dose, taking in account the issues regarding to position of detectors as discussed above.
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Evaluation of a commercial 4-D diode array for helical tomotherapy plan verification
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The ArcCHECK diode array (Sun Nuclear Corporation, Melbourne, FL, USA) was specifically developed for rotational therapy QA. It consists of 1386 diodes of 0.8 x 0.8 mm² geometrically arranged on 21 adjacent rings spaced 1 cm apart. Detectors spacing is 1 cm and each ring is rotate by 1 cm with respect to the neighboring rings creating a helical grid distribution of diodes which maximizes the number of non-overlapping detectors seen from a beam eye’s view (BEV) perspective. The detector grid is embedded in an hollow PMMA cylinder with 15 mm and 21 mm inner and outer diameter, respectively at a physical depth of 29 mm, corresponding to a water-equivalent depth of 32.8 mm. The signal is updated every 50 ms allowing dose to time synchronization analysis [1].

The calibration of the device requires two measurements: the array calibration which measures the differences in relative sensitivity between the detectors and the absolute dose calibration which assigns a known dose value to each detector corrected for its sensitivity. The array calibration was provided by the vendor so we are limited to calibrate the device in terms of absolute dose. For this purpose the centre of the cylinder was placed at the isocenter of a linac for a resulting SSD of 86.27 cm and irradiated with a 6 MV 5x5 cm² field size. Exact dose value was measured using a farmer-type ionization chamber positioned at the same depth of the diodes (e.g. 32.8 mm) in solid water. The performance of the device has been tested for helical tomotherapy patient-specific QA by delivering 16 helical tomotherapy-based IMRT plans designed for head and neck, prostate, breast and brain malignancies. Agreement between measured and calculated dose distributions was assessed by evaluating the gamma index (γ) with criteria ranging from 2% dose differences or 2 mm distance to agreement (2%/2mm) to 3%/3mm in order to explore the potential and the limitations of the system.

For a limited number of plans (one head and neck, one prostate and one breast), some delivery errors were voluntarily introduced in all the 4 roto-translational directions by moving the device from its correct alignment prior the irradiation to investigate its identification ability [2]. Each QA plan was delivered five times: once with no shifts or rotation applied, three times with the displacements of 3 mm applied in every direction and once with the rotation of 3° applied to the gantry, obtaining a set of 12 different measurements. Each “wrong” measurement was compared to the correct one in terms of amount of points passing the γ calculation.

For a single plan (a breast case), the measurement points were compared to the calculated points in low dose gradient region to quantify the amount of dose deviation in function of the absolute (low, medium and high). dose delivered. A low dose gradient point was identified when all the surrounding calculation points lying within a square of 3x3 mm² showed a dose variation less than 5%.

Lastly, for a subset of plans, QA results obtained with the diode array were compared to those obtained with film dosimetry (GafChromic EBT2, ISP Corporation, USA) although measurements were not strictly related with each other due to the different geometries of the detectors.
For the 16 plans delivered the mean percentage value of points with $\gamma<1$ was $97.2\%\pm2.2\%$, $94.2\%\pm4.6\%$, $95.1\%\pm3.8\%$ and $90.8\%\pm6.2\%$ calculated with (3%/3mm), (3%/2mm), (2%/3mm) and (2%/2mm) criterion, respectively. For the 12 “wrong” measurements, 4 of them still had a good QA response showing a number of points $> 90\%$ fulfilling $\gamma<1$ calculated with (3%/3mm) criteria. The number of “false negative” decreased with tighter $\gamma$ calculations (3%/2mm and 2%/3mm) and disappeared with (2%/2mm). Delivery errors in the X direction resulted more prone to give false negatives in respect to all other shifts or rotation as illustrated in Table 1. Point to point comparison carried out in low dose gradient region showed a mean dose deviation of $1.2\%\pm1.1\%$, $1.9\%\pm1.6\%$ and $2.1\%\pm1.3\%$ for low, medium and high dose region, respectively. For the subset of 5 plans, the mean percentage value of points with $\gamma<1$ was $96.3\%\pm3.3\%$ and $91.4\%\pm2.4\%$ calculated with (3%/3mm) for diode array and film dosimetry, respectively.

Excellent agreement between measured and calculated dose was observed with (3%/3mm) criteria, demonstrating that the 4D diode array can be used for rotational IMRT QA. Analysis carried out with a tighter $\gamma$ criteria still yielded acceptable results, showing a slight trend for better outcomes with (2%/3mm) rather than (3%/2mm). As a consequence, the absolute dose calibration should be carefully performed in terms of its accuracy. Results arising from the delivery error analysis pointed out the detection ability of the device indicated by the lowering of the percentage of passing points. Nevertheless, in some cases $\gamma$ analysis was still considered as acceptable giving rise to “false negative” measurements. In order to reduce such “false negative” results, it may be convenient either to increase the threshold of passing points or to perform $\gamma$ evaluation using tighter criterion. Point dose comparison in low dose gradient region confirmed the ability of the detectors to measure absolute dose accurately within a range of 2% independently from the dose value. $\gamma$ evaluation showed a consistent superiority of the diode array with respect to GafChromic (p value < 0.05) suggesting that the former may represent an alternative to film dosimetry in IMRT QA tasks.

![Table 1](image)

<table>
<thead>
<tr>
<th>% points with $\gamma&lt;1$</th>
<th>No errors</th>
<th>3 mm X</th>
<th>3 mm Y</th>
<th>3 mm Z</th>
<th>3° rotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean value (3%/3mm)</td>
<td>97.8%</td>
<td>91.3%</td>
<td>88.6%</td>
<td>85.9%</td>
<td>82.6%</td>
</tr>
<tr>
<td>mean value (3%/2mm)</td>
<td>96.5%</td>
<td>88.0%</td>
<td>83.5%</td>
<td>84.8%</td>
<td>77.4%</td>
</tr>
<tr>
<td>mean value (2%/3mm)</td>
<td>95.8%</td>
<td>84.9%</td>
<td>81.3%</td>
<td>78.8%</td>
<td>74.4%</td>
</tr>
<tr>
<td>mean value (2%/2mm)</td>
<td>92.7%</td>
<td>79.2%</td>
<td>73.3%</td>
<td>71.9%</td>
<td>66.0%</td>
</tr>
</tbody>
</table>

**TABLE 1:** % of points with $\gamma<1$ (averaged over the three plans) with the introduction of the delivery errors. % of passing points greater than 85% may be regarded as “false negative”.
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The comparison of different control charts to analyze patient specific IMRT QA

T. Sanghangthum\textsuperscript{a,b}, T. Pawlick\textsuperscript{c}, S. Suriyapeeb, S. Srisatit\textsuperscript{b}

\textsuperscript{a}Department of Nuclear Technology, Faculty of Engineering, Chulalongkorn University, Thailand

\textsuperscript{b}Department of Radiology, Faculty of Medicine, Chulalongkorn University, Thailand

\textsuperscript{c}Department of Radiation Oncology, University of California, San Diego, USA

E-mail address of main author: mairt34@yahoo.com

Quality assurance (QA) process has variation, most variation is natural error that cannot be reduced but some variation is due to special causes that can be removed. Control chart is a statistical tool used to observe process stability over time by separating systematic error from random error. Recently, it has been applied as a modern QA tool to verify patient-specific intensity modulated radiotherapy (IMRT) QA [1,2]. However, the different types of charts may detect different systematic errors, so the purpose of this study is to compare advantages, disadvantage and the efficiency of error detection by X/MR, X-bar/R, and X-bar/S charts for the nasopharyngeal carcinoma IMRT plans verification.

The IMRT dose delivery process of 285 composite plans was verified with Mapcheck 2D diode array during March, 2007 to March, 2010. All plans used DMLC-IMRT technique with 6 MV photon beams from Varian Clinac 21 or 23EX linear accelerators. The SAD technique with 5 cm depth buildup and zero degree gantry angle were set. The radiation dose between MapCheck measurement and Eclipse treatment planning calculation were compared. The dose differences at only the center point were used to construct X/MR charts, while five points of dose differences at center and 3 cm displaced on radial and lateral planes (except in high dose gradient point) were selected to create X-bar/R, and X-bar/S charts. The first fifty points were employed to calculate the center line, upper control limit (UCL), and lower control limit (LCL) of IMRT QA results, the formula of each chart is shown as follow:

\begin{align*}
\text{for individual (X) chart:} & \quad UCL_X = \bar{X} + 3 \frac{MR}{d_2}, \quad CL_X = \bar{X}, \quad LCL_X = \bar{X} - 3 \frac{MR}{d_2} \\
\text{for moving range (MR) chart:} & \quad UCL_{MR} = D_4 MR, \quad CL_{MR} = MR, \quad LCL_{MR} = D_3 MR \\
\text{for average (\bar{X}) chart (with R):} & \quad UCL_{\bar{X}} = \frac{\bar{X} + A_2 R}{1 + A_2}, \quad CL_{\bar{X}} = \bar{X}, \quad LCL_{\bar{X}} = \frac{\bar{X} - A_2 R}{1 + A_2} \\
\text{for range (R) chart:} & \quad UCL_R = D_4 R, \quad CL_R = R, \quad LCL_R = D_3 R \\
\text{for average (\bar{X}) chart (with S):} & \quad UCL_{\bar{X}} = \frac{\bar{X} + A_3 S}{1 + A_3}, \quad CL_{\bar{X}} = \bar{X}, \quad LCL_{\bar{X}} = \frac{\bar{X} - A_3 S}{1 + A_3} \\
\text{for standard deviation (S) chart:} & \quad UCL_S = B_4 S, \quad CL_S = S, \quad LCL_S = B_3 S
\end{align*}

The constants are based on n value, where n is the number of subgroup size. In this case, n=2 for X/MR, so D_1, D_3, and D_4 are 1.128, 0, and 3.267, respectively but n=5 for \bar{X}/R and \bar{X}/S charts, so A_2, A_3, B_2, B_3, D_3, and D_4 are 0.577, 1.427, 0, 2.089, 0, and 2.114, respectively [3].

The results of those charts for Nasopharyngeal Carcinoma IMRT QA are shown in FIG 1.
The control charts of patient specific Nasopharyngeal Carcinoma IA for 
(a) X chart,  
(b) MR chart,  
(c) X-bar chart, and  
(d) R chart

The results show the systematic errors present in the charts due to non-levelling of MapCheck setup 
(points 74, 77, 78, 279), SSD setup error (point 116-118), wrong case comparison (point 26), 
incomplete combined field (point 80), using wrong energy calibration factor (points 161-163), MLC 
interlock (point 57), and plan complexity. X/MR charts are easy to use and less time consuming to 
prepare the charts because it uses only one point to analyze. However, there are few points out of 
control but X/MR charts can not detect (e.g. point 279) and also there are some points that in control 
but X/MR charts show out of control (e.g. point 75). Moreover, range and SD can present the 
dispersion in each plan while MR just show the variation in only consecutive plans. So, X-bar/R and 
X-bar/S charts are more accurate than X/MR charts. When we compare between X-bar/R and X-bar/S 
charts, almost all of both charts illustrate the same result. However, if subgroup size is more than 10, 
X-bar/S charts may be more accurate because R chart use only two points of dose difference (the 
absolute value between max. dose difference and min. dose difference) but S chart uses all points.

The control charts are a very new and powerful tool for quality control of IMRT QA process that can 
effectively separate the systematic error from random error immediately. X-bar/S charts are the best 
chart to analyze the patient specific IMRT QA.
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Clinical implementation of entrance in vivo dosimetry with a diode system in MV photon beam radiotherapy
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In order to improve the quality assurance of radiation treatments, a diode system for in vivo entrance dose verification is being implemented in our department. Before clinical use of the diode system Nuclear Associates Model 30-472-8000, the acceptance tests and the measurement of the calibration and correction factors were carried out. For conventional treatment setup, diode lecture only requires correction for variation in: source to surface distance -SSD- (CF_{SSD}), temperature (CF_T), calibration factor due to accumulated dose (CF_{cal}) and the accelerator output (CF_{out}). Therefore, the expected diode reading \( R_{exp} \) can be obtained from the planned SSD and dose \( D_{TPS} \) at \( d_{max} \) (both given by the treatment planning system -TPS- Eclipse v7.3.10) through the relation

\[
R_{exp} = \frac{D_{TPS}}{\left( \text{CF}_{cal} \times \text{CF}_{out} \times \text{CF}_{SSD} \times \text{CF}_{T} \right)}
\]  

(1)

The sensitivity variation due to accumulated dose was found to be lower than 2% for the first 400 Gy. Since the number of patients monitored per week is generally in the range of 8-10, calibration factor \( \text{CF}_{cal} \) is checked versus ionization chamber (I.C.) every two weeks. Besides, the diode is used for the daily check of the accelerator output before beginning with treatments, so the product \( \text{CF}_{cal} \times \text{CF}_{out} \) is obtained daily for its use in the calculation of \( R_{exp} \).

For around 50 fields covering a wide range of clinical situations (EDW, MLC, blocked and small fields, extended SSD, etc), the dose at depth \( d_{max} \) was measured in solid phantom with both the 0.6 cm\(^3\) I.C. PTW 30013 and the diode. On the one hand, comparison of the dose from the I.C. with that given by the TPS allowed us to validate the capability of the TPS to predict the dose near \( d_{max} \). On the other hand, from the diode lecture and TPS dose it was tested the accuracy of diode system when equation 1 is used. Figure 1 gives the histograms corresponding to both the error of TPS dose (relative to I.C. dose) and the error of diode dose (relative to TPS dose).

![FIG. 1. Histogram for error of TPS dose at \( d_{max} \) relative to I.C. dose (in blue) and error of diode dose relative to TPS dose (in red).](image)

In vivo entrance dosimetry was generally performed for every patient within the first week, or after significant changes in treatment took place. After patient setup, the diode was positioned wherever possible on the beam central axis.
The flowchart, guiding the actions to be undertaken after an in vivo entrance dose measurement, is given in figure 2. As in the majority of the radiotherapy centers, we have chosen a 5% tolerance level, which coincides with the action level.

![Flowchart with the actions to be taken after the measurement of entrance dose](image)

**FIG. 2.** Flowchart with the actions to be taken after the measurement of entrance dose

Figure 3 is a summary of the results of the in vivo measurements carried out since the implementation of the diode system. It shows a histogram for the frequency distribution of relative error \( \Delta R\% = 100\% \frac{(R_{\text{diode}} - R_{\text{exp}})}{R_{\text{exp}}} \). For the first 80 fields measured, only two lectures were outside the tolerance limits. In one case (with \( \Delta R\% = 8.2\% \)), in vivo dosimetry allowed us to detect a data transfer error. In the other case (with \( \Delta R\% = -7.3\% \)), diode lecture fell within ±5% when it was repeated at the next session.

![Histogram for error of the diode reading](image)

**FIG. 3.** Histogram for error of the diode reading \( R_{\text{diode}} \) relative to the expected \( R_{\text{exp}} \).
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Response characterization of a diode system for in vivo dosimetry during megavoltage photon beam radiotherapy
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The response of a diode system to be used for in vivo dosimetry was investigated. The study included short-term reproducibility, dose linearity, sensitivity variation with source-to-surface distance (SSD), field size, temperature, beam incident direction and the presence of wedge, multi-leaf collimator (MLC), blocks and block tray. The analysis allows us to obtain the entrance dose in a phantom/patient in terms of the diode reading and the correction factors.

The Radiation Therapy Department at the "Prof. Dr. Juan P. Garrahan" Children’s Hospital has a linear accelerator Varian Clinac 23 EX-S, which operates at a single Rx energy of nominal 6 MV. The dosimetry system consists on n-type hemispherical diodes Nuclear Associates Model 30-472-8000 and an electrometer Nuclear Associates VeriDose Model 37-705.

Prior to the measurements leading to the calibration and correction factors, simple acceptance tests of the new diode recommended by the AAPM Task Group 62 were done. These tests consist in evaluating: post irradiation signal drift, short-term reproducibility, dependence on average dose-rate and dose linearity.

We define the diode calibration factor $C_{F_{\text{cal}}}$ as the ratio of the dose to water $D_w$ at $d_{\text{max}}$ to the diode reading $R_{\text{diode}}$, both obtained under the same reference conditions (100 cm SSD and 10x10 cm$^2$ field size)$^{1-3}$. $D_w$ was determined before beginning diode calibration, with a 0.6 cm$^3$ ionization chamber (I.C.) PTW 30013 following the IAEA TRS-398 protocol. The calibration factor was obtained with the diode placed on the surface of a solid phantom PTW SP34 and measuring simultaneously with an I.C. (at depth $d_{\text{max}}$) to accounts for unexpected Clinac output fluctuations. The correction factor $C_{F_{X}}$, accounting for a change in parameter $X$ from calibration condition, was determined through the ratio between the reading of an I.C. (at depth $d_{\text{max}}$) and the reading of the diode for an irradiation situation with changed $X$ parameter, relative to the same ratio for the reference situation$^{2,3}$. It was assumed that the correction factors are independent of each other.

For variations in SSD from 80 cm to 130 cm, SSD correction factor $C_{F_{\text{SSD}}}$ increased from 0.92 to 1.02. This confirms the expected over response of the diode with lower SSD due to higher dose per pulse and the presence of more contamination electrons and head scattered low energy photons. As shown in fig. 1, a second order polynomial was used to model $C_{F_{\text{SSD}}}$. The observed variation in sensitivity due to change in field size (evaluated for sizes ranging from 5x5 cm$^2$ to 35x35 cm$^2$) and the presence of dynamic wedge, multi-leaf collimator (MLC), blocks and block tray, was always within ±0.5%. Therefore, no correction factor was considered necessary in these cases. No correction was needed for angular variation of the beam incidence, since the decrease in sensitivity respect to normal incidence (gantry at 0°) was found to be smaller than 1% for gantry angles in the interval ±30°.

537
Concerning sensitivity variation with temperature (SVWT), it was measured with the diode at thermal equilibrium with a water phantom (fig. 2a) which superficial temperature varied from 21°C (calibration temperature) to 34°C. SVWT was also measured as a function of time after the diode was placed in contact with a water phantom whose internal and superficial temperatures were 37°C and 31.5°C, respectively. Figure 2b shows this variation in two cases: when the diode was positioned directly (solid line) and after keeping it in hand for 1-2 minutes (dotted line).

Then, it was decided that diode must be termalized in the hand for 2 minutes before every use and the diode lecture must be corrected with a temperature factor \( CF_T = 0.96 \).

Based on the results given above, the dose \( D \) in a phantom or a patient, at depth \( d_{max} \), can be obtained from the diode reading \( R_{\text{diode}} \) through the relation

\[
D = R_{\text{diode}} \times CF_{\text{cal}} \times CF_{\text{SSD}} \times CF_T
\]
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Introduction

Intensity Modulation Radiation Therapy (IMRT) uses radiation beams with non-uniform intensity in order to obtain dose distributions with optimal sparing of organs at risk. The IMRT total plan quality control includes comparison between measured and calculated doses [1]. IMRT quality control should be accurate and reproducible in a fast and easy way. Small sized ionization chambers are recommended for total plan dose verification [2]. However, the smaller the ionization chamber, the smaller the signal, the higher the relative contribution of noise sources such as leakage and the longer the stabilization time required [3]. On the other hand, Farmer type ionization chambers have better signal to noise ratios, but their larger size can lead to problems related to a loss of electronic equilibrium and spatial resolution.

The aim of this study is to show our experience during the last 8 years, in the comparison of calculated versus measured doses using a Farmer type ion chamber for 1800 dynamic and step&shoot IMRT plans. For some of the step&shoot IMRT plans the influence of the detector size was studied comparing calculated versus measured doses using PinPoint and Farmer type ion chambers.

Materials and method

A linear accelerator Varian Clinac 21EX, with 120-leaf MLC was used for dynamic IMRT and a Siemens Primus, with 82-leaf MLC was used for step&shoot IMRT. The photon energy employed was 6MV. Dynamic IMRT plans were done using Cadplan v6.2.7 and Eclipse v7.3/v8.1 treatment planning system. Step&shoot IMRT plans were done using Konrad v2.2 TPS with a beamlet size of 1x1cm². A total number of 1400 plans were done using dynamic IMRT and 400 plans using step&shoot IMRT modality. For total plan dose verification the fields were exported to a square solid water phantom used for measurement. The position of the isocenter in the verification plan was selected to have a uniform dose within the volume representing the ion chamber. The mean dose for a volume which represents the ion chamber was obtained. Measurements were done using a PTW30001 (0.6cm³) ion chamber connected to a CNMC206 electrometer for dynamic IMRT verifications and a NE2571 (0.6cm³) ion chamber connected to a PTW UNIDOS electrometer for step&shoot IMRT verifications.

A group of 45 step&shoot IMRT plans were selected and following the same verification procedure, calculations and measurements were repeated using a PTW TN31013 PinPoint (0.015cm³) ion chamber connected to a PTW UNIDOS electrometer.
Results

The mean variation between calculated and measured dose for dynamic IMRT plans using a Farmer type ion chamber was -0.5±1.4% [-4.5,4.9]; 98.8% and 94% of the data were within 4% and 3% respectively. The mean variation between calculated and measured dose for step&shoot IMRT plans using a Farmer type ion chamber was -0.8±1.2% [-4.6,3.8]; 99.8% and 94.3% of the data were within 4% and 3% respectively.

For the group of 45 step&shoot IMRT plans the mean variation between calculated and measured doses was -0.51±0.61% [-1.54,0.88] for the Farmer type ion chamber and 0.02±0.93% [-1.25,2.47] for the PinPoint ion chamber.

Conclusions

The agreement between calculated and measured dose for total plan dose verification was within clinically accepted accuracy for both IMRT modalities. A Farmer type ion chamber located in a uniform dose region could be used for total plan dose verification without influence of the IMRT technique used.

For the group of 45 step&shoot IMRT plans the results shows that either of these detectors can be used without affecting the acceptability criteria of clinical cases. The chamber size does not influence the dose variation. The low signal to noise ratio of the PinPoint chamber complicates its use and a larger spread between calculated and measured doses was observed. For IMRT plans with large uniform dose regions the Farmer type ion chamber seems to be more practical for patient specific dosimetry QA of IMRT treatments even if its volume is comparable to the beamlet size.

The under estimation of the measured dose is shown in both IMRT technique and it could be attribute to a lack of handling of the treatment couch attenuation in the TPS but should be analyzed. Further statistical analyses of the data are necessary.
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Pencil beam (PB) is a well known approximate algorithm for dose deposition based on precalculated Monte Carlo (MC) data in a semi-infinite homogeneous water medium [1]. This algorithm handles changes in electron density ($\rho_e$) using Path Length Correction [2]. This kind of approximation fails when the beam crosses an interface [1]. It is in this situation that direct MC dose calculations are a useful tool for treatment planning systems (TPS) to perform accurate estimation of the dose deposited in high gradient $\rho_e$ regions. An example of this problem is the application of stereotactic radiosurgery (SRS) to arteriovenous malformations (AVMs) that have been embolized. Embolization material has tungsten (W), which is used as contrast agent during the endovascular procedure. The incorporation of this high Z material to the target has dosimetric implications. This work compares the dose calculation between PB and MC for a single beam interaction and for complete intracranial SRS treatments that incorporate high Z material (as W) to the dose calculation.

A single beam experiment was performed in a water phantom containing a syringe of 5.0mm diameter and 3cm length filled with a mixture of Lipiodol®, Histoacryl® and W, in clinical proportions. The long axis of the syringe was oriented perpendicular to the beam (field size: 2.4x2.4 cm$^2$) at 2.8 cm depth in SAD mode. A radiographic film X-OMAT V2 (Kodak) was used to measure the dosimetric effect of the embolization material. Carrying on with the study, 20 patients that have been previously embolized and treated by SRS using PB dose calculation algorithm have been analyzed. A treatment template was designed with 9 conformal beams in order to standardize the treatments with 20 Gy at isocenter. A new target has been defined as the subtraction of the embolization material from the original AVM. The TPS used is Iplan RT Dose 4.1 (BrainLAB Germany). This TPS has the possibility to perform the calculation of the dose deposition with MC or PB algorithm. Direct MC dose calculation engine of this TPS is based on a virtual source model, allowing fast MC dose calculations [3]. The dosimetry analysis and comparison was carried out using DoseLab 4.11. To analyze the agreement between both algorithms the difference of the average dose calculated and the gamma index (2%/2 mm) between both distributions has been calculated.

In FIG. 1 it is shown that for a single beam, PB overestimates the dose deposition if there is an interaction with a high Z material. The overestimation of PB from the dose measured is 5.5%. The MC simulation and measurements done with the radiographic film have a good agreement.

From the analysis done to the patients, the results show that in all the cases PB overestimates the dose deposited, even with a template of 9 conformal beams and different distribution of material with high electronic density. There is at least one case in which the difference in the average dose is 0.9Gy (4.5%). The second histogram from Fig. 2 shows that the percentage of points under the 90% of the gamma test (2%/2mm) is 65% of the patients.
If the calculation of the dose deposition is done with PB algorithm the model of the interaction with high Z material does not have a good accuracy, even for a single beam or a standard SRS template of conformal beams. This dose overestimation has as a consequence the subirradiation of the target. Further studies have to be done with the incorporation of radiobiological models to establish the clinical impact of the dose overestimation.
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A Monte Carlo based model for the photoneutron field evaluation in an Elekta Precise linear accelerator
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In this study we simulated the complete head of an Elekta Precise linear accelerator (FIG. 1) from the National Institute of Oncology and Radiotherapy (INOR) using the MCNPX 2.6 code. Detailed information of the accelerator components and materials was supplied by the manufacturer. Parallel electron beams (1 mm spot size) of different energies hitting the target were tested using the detailed linac head structure in the photon mode. Approximately 10 million particles were collected in a phase-space file (scored at 100 cm from the source) for monoenergetic electron beams with the nominal values of 6 and 15 MeV, and using Gaussian distributions (FWHM=1 MeV) and a mean energy between 4-6 MeV or 12-15 MeV respectively. In order to investigate the performance and accuracy of the simulation the curves of Percent Depth Dose (PDD) and Dose Profiles using the photon mode in a MP3 water phantom were calculated and directly compared with experimental measurements using a PTW 31010 Semiflex ionization chamber. Results for different rectangular fields of 3x3, 5x5, 10x10 and 20x20 cm² reveal good agreement between measured and calculated dose values as is shown in FIG. 2.

FIG 1. Schematic view of the accelerator head model.

FIG 2 Comparison of the MC PDDs (A) and dose profiles (B) for different operational clinical conditions.

High energy bremsstrahlung photons created in the X-ray target for an operational condition of 15 MV of the linac will generate undesired fast neutron contamination [1, 2] by means of direct photoneutron reactions in the main shielding and modulating materials such as steel, Re, W and Pb. The energy, angular and radial distribution of neutrons in the plane of the patient were studied to create an equivalent source model for three typical square fields of 20x20, 10x10 and 0x0 cm² displayed in FIG. 3 and 4. The fact that Monte Carlo techniques have been an important tool for dosimetry characterization in clinical radiotherapy facilities [3] allows us to estimate also the neutron ambient equivalent doses in the same plane for the three typical irradiation fields using the flux-dose quality conversion factors recommended by the ICRP-74 norm.
The dose distribution around the isocenter is plotted in FIG. 5, showing also very good agreement with similar data reported in [2, 4-6].

In the transport of primary and secondary radiation through the entire accelerator neutron interaction cross sections of ENDF VI data library were used and the photoneutron generation was implemented in the transport for heavy materials using the LANL01 and KAERI01 data libraries. Neutron scattering and albedo effects were taken into account including the treatment room walls, floor and ceiling in the MCNPX input files.

Finally, the total neutron fluence $\phi_t$ in different positions at 116 cm from the electron target was calculated and measured using an activation technique. Five different 99.99% pure Au foils were placed inside a cylinder of paraffin wax of 26 cm diameter and 32 cm height covered by 1mm of a Cadmium sheet at the isocenter and 5 cm away in the perpendicular plane. The entire system was irradiated with 100 Gy of photons of 15 MV with a gamma dose rate of 303 cGy/min. Afterwards, the activated foils were measured in a low background HPGe spectrometric gamma system to determine the neutron source strength $Q$ per unit X-ray dose using the McCall equation reported by [6]

$$
\phi_t = \left( \frac{\alpha}{4\pi d^2} + \frac{5.4\alpha}{S} + \frac{1.26}{S} \right) Q
$$

where $\alpha$ is the transmission factor for the linac head (1 for Pb and 0.85 for W), $d$ the distance between the measured point and the target, and $S$ the total area of the treatment room. Direct MC simulations show a neutron source intensity of $(6.7\pm0.6) \times 10^{11}$ n/Gy while experimental measurements using the five foils obtain a mean value of $(5.9\pm0.9) \times 10^{11}$ n/Gy with a standard deviation of 5.7% among them.

Neutron calculation and measurements carried out prove the presence of an undesirable neutron field and its effect must be quantified for different standard therapies. Further work is performed to evaluate the total equivalent dose to the main organs by means of MC calculations and experimental measurements. The obtained results were compared with similar work using Elekta-Precise clinical accelerators [4, 5] and the NCRP report 151 and not very big discrepancies arise, even when the consulted data doesn’t correspond exactly with our calculation and measurement conditions.
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Dosimetric evaluation of the BlueFrame-FiMe treatment planning system:
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Acceptance testing of a new treatment planning system BlueFrame, from FiMe (Argentina) was performed to verify if it meets the specifications as defined by the manufacturer. The methodology suggested by the IAEA Tecdoc 1540 [1] was applied and the results were summarized in graphs and tables as proposed in such the document. The set of tests were performed by both the manufacturer and the final user, and focused on the accuracy of dosimetric calculations during type and site testing.

This paper shows the accuracy of dosimetry calculations for 6MV photon beams comparing measured and calculated dose, following the criteria established in the Tecdoc 1540. Different beam configurations (open, wedged, asymmetric, irregular fields) as well as presence of heterogeneities or homogeneous phantom were tested. Dosimetric data employed in this work are found in the CD ROM accompanying the Tecdoc; however, we also performed measurements in a 6MV photon beam from a Siemens MD2 linac.

The main algorithm implemented in the commercial BlueFrame TPS is a divergent pencil beam [3] convolution model, with grid sizes 4x4 mm² and 8x8 mm². The convolution is done in the time domain rather than in the frequency domain in order to avoid restrictions imposed by the Fourier transform. The pencil beam is obtained from the PDD table input to the system and produced by measurements, by using the method of automatic deconvolution [4].

To summarize the results we used the suggested graphs and tables proposed in the Tecdoc 1540, as a quick way of checking the performance of the TPS. The following graphs show some of the results, which and are summarized in Table 1.

Table 1 summarizes the results obtained with BlueFrame-FiMe TPS for 6MV photon beams. The fifth column was added to compare the BlueFrame performance against typical values from other TPS listed in reference [5].
We conclude that the Blue Frame TPS passed the IAEA Tecdoc1540 tests and the mean values of its errors are under the tolerance specified.

The calculated doses for simple geometries were in excellent agreement with measurements and wedged fields, off-axis calculations, or those performed with presence of heterogeneities were under specification. These results are as good as or better than other popular TPSs in the market.

For complex cases as asymmetric-wedged fields or central block, the errors obtained with BlueFrame exceed the tolerance recommended; however, its errors are in concordance with other typical TPSs.
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In vivo dosimetry study in total body irradiation performed for 54 patients
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Aim

The objective of this work is to study in-vivo dosimetry performed in a series of 54 patients receiving total body irradiation (TBI) at the Salah AZAIZ Institute (ISA) of Tunis since 2004. In-vivo dosimetry measurements were compared to calculated doses from monitor units delivered.

Materials and methods

The irradiation was conducted with a linear accelerator (Varian Linac 180) using nominal energies of 6 MV and 18 MV, depending on the thickness of the patient’s abdomen. The in-vivo dose was measured by semi-conductors, p-type EPD-20. These diodes were calibrated prior to the treatment with an ionization chamber, PTW Farmer of 0.6 cm3. A plexiglas phantom was used for this calibration under the same TBI conditions.

A study of the dosimetric characteristics of semi-conductors, EPD-20, was carried out relative to beam direction, temperature and dose rate. We compared the in-vivo measured dose with the retrospectively calculated doses derived from the MU delivered to the patient.

Results

Our experience has show that semi-conductors are sensitive to the angle (0°-90°) of beam radiation, the temperature (22°C-40°C) and the dose rate (80cGy/min-400cGy/min). The maximum variation is 5%, 7% and 1.5%, respectively, but in our irradiation conditions these correction factors are less than 1.5%.

The comparison of average measured and calculated mean doses in abdomen, mediastinum, right lung and head has shown the respective ratios of 1.005, 1.006, 1.01 and 1.004 and with a standard deviation of of 2.98%, 2.28%, 4.1% and 3.96%, respectively.

Conclusion

In vivo dosimetry by semi-conductors correlates with calculated dosimetry. However in vivo dosimetry using semiconductors is the only technique that can reflect the dose actually received instantly by the patient during TBI taking into account patient and organ movements and the heterogeneity of the medium.
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Dosimetric evaluation in patient with metastatic differentiated thyroid cancer by the use of $^{124}$I and $^{131}$I
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In case of differentiated thyroid cancer (DTC), it is quite difficult to perform dosimetric evaluation just before radioiodine therapy because the stunning effect could cause inefficacy of the treatment. In order to avoid any complication, it is possible to use $^{124}$-iodine and PET/CT imaging, since this technique is potentially very useful for its high spatial resolution, high specificity and no evidence of stunning effect.

We evaluated $^{124}$-I dosimetry before treatment and then we compared it to that of $^{131}$-I estimated during therapy, in order to evaluate if it was superimposable to the effective behaviour of the radioiodine in treatment.

We made previsional dosimetry in a patient affected by metastatic DTC using both $^{124}$-I and $^{131}$-I and dosimetry during therapy after the administration of $^{131}$-I.

We studied 5 lesion sites (sternum, cervical vertebra, pubic symphysis, left and right pelvic bones) and the kinetics in blood and in the remainder of the body (RB).

We found that the results of previsional dosimetry performed with $^{124}$-I PET/CT were described by the following residence times:

1. Sternum 0.27 h
2. Cervical vertebra 0.09 h
3. Pubic bone 0.19 h
4. Right pelvic bone 0.01 h
5. Left pelvic bone 0.08 h
6. Blood 2.08 h
7. RB 12.35 h

After this evaluation, the patient was submitted to therapy and she was administered 9217 MBq of $^{131}$-I in order to deliver the following doses:

1. Sternum 60 Gy
2. Cervical vertebra 40 Gy
3. Pubic bone 76 Gy
4. Right pelvic bone 82 Gy
5. Left pelvic bone 17 Gy
6. Blood 1.4 Gy
7. RB 0.4 Gy

The patient was then submitted to a second treatment and dosimetric evaluation with $^{131}$-I was performed before and during therapy.

In the pre-therapy analysis we considered only blood and remainder of the body because of the low $^{131}$-I trace activity administered to avoid stunning effect. During therapy, (10085 MBq) also lesions were analyzed. We obtained the following results for blood and remainder of the body:
Pre-therapy: blood 0.34 h RB 17 h
In therapy: blood 0.5 h RB 21 h

Among the lesions studied with 124-I in the first treatment, only one (left pelvic bone) was still visible in the second cycle. The dosimetric evaluation in this lesion resulted in a residence time of 0.08 h, as in the previsional estimation by the use of 124-I.

New lesions appeared in the skull area, for which we obtained a residence time of 0.8 h.

Our conclusion is that 124-I PET/CT dosimetry is a good predictor for lesions kinetics, but for the blood we found a poor correlation with the 131-Iodine data.
Estimation of internal dose to patients undergoing myocardial perfusion scintigraphy
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Myocardial perfusion imaging is a procedure that utilizes an intravenously administered radiopharmaceutical to depict the distribution of nutritional blood flow in the myocardium. Perfusion imaging is useful to identify areas of relatively or absolutely reduced myocardial blood flow associated with ischemia or scar. The distribution in perfusion following radiopharmaceutical injection can be assessed at rest, cardiovascular stress or both.

These images can be recorded with either single photon or positron imaging techniques utilizing radiopharmaceuticals that are extracted and retained for a variable period of time by the myocardium. The relative regional distribution and clearance of a radiopharmaceutical in the myocardium can be recorded with planar or tomographic single photon techniques, or quantitated using positron imaging techniques.

The data can be analyzed utilizing visual inspection and or by quantitative techniques. Some FDA approved single photon tracers / radiopharmaceuticals employed for myocardial perfusion imaging are thallium-201, and the technetium-99m labeled radiopharmaceuticals such as sestamibi, tetrofosmin, and teboroxime. In this study our objective is to estimate the doses received by the heart and other two critical organs, intestine and bladder after the administration of these radiopharmaceuticals. For the measurement of these doses, a plastic sachet containing three LiF:Mg,Cu,P dosimeter chips of dimension (3 x 3 x 0.89 mm\textsuperscript{3}) were sealed. These sachets were then pasted on the surface of the heart, intestine and bladder region of the patient before the administration of desired radiopharmaceutical. Here, we have chosen the three most commonly used radiopharmaceutical in our country and performed the study on 100 patients each. Two of them, \textsuperscript{99m}Tc (T\textsubscript{1/2} = 6 hrs and E\textsubscript{γ} = 140 keV) based radiopharmaceuticals were methoxy isobutyl isonitrile (MIBI) and tetrofosmin and the third one was \textsuperscript{201}Tl (T\textsubscript{1/2} = 73 hrs and E\textsubscript{γ} = 167 keV) based radiopharmaceutical, thallous chloride. The activity administered in case of \textsuperscript{99m}Tc based radiopharmaceuticals was about 1110 MBq (both in rest and stress) whereas, the activity administered in case of \textsuperscript{201}Tl was 111 MBq respectively. After the study, the patients were allowed to go home with the dosimeter affixed by giving them necessary instructions.

These dosimeters were removed only after the completion of five half lives of the radionuclide used and read out in the indigenously developed thermoluminescent dosimeter (TLD) reader. The similar study was performed on the REMCAL Alderson phantom by keeping the dosimeter in the organs of the phantom filled with radioactivity for the stipulated time period so as to find the calibration factor. The calibration factor was used on the doses received by the dosimeter placed on the human body to calculate the doses received by the organ of interest.

From the results obtained, it is noticed that the average dose received by the heart, intestine and bladder for \textsuperscript{99m}Tc based MIBI was 0.70E-02, 1.10E-02 and 1.19E-02 mSv/MBq respectively, whereas, for tetrofosmin, it was 0.42E-02, 0.95E-02 and 0.83E-02 mSv/MBq respectively. Similarly, the average dose to the organs received due to \textsuperscript{201}Tl based Thallous Chloride was 1.07E-02, 1.01E-02 and 1.17E-
02 mSv/MBq respectively. From the results, we can conclude that $^{99m}$Tc based radiopharmaceuticals gives less dose to the heart as compared to the $^{201}$Tl based radiopharmaceutical per unit of activity administered. The effective half-life of the radionuclide and its retention period is also one of the major contributing factors in giving dose to the heart and other critical organs. It is also observed that these values are comparable with the values quoted in the literature by ICRP.
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Semiconductor detectors (mostly HPGe) are widely used in X and γ-spectrometry. In principle, they register radiation energy being deposited in the detector crystal in various interaction processes. While high energy-resolution is essential for qualitative characterization of the radiation source, detector efficiency is crucial for quantitative aspects of the analysis. This fact connects X and γ-spectrometry with radiation dosimetry, where determination/characterization of the deposited radiation energy is the matter of primary concern, too.

For instance, dose rate constants of brachytherapy seeds are measured in parallel by gamma-spectrometry and thermoluminescent dosimetry [1]. Or, air crew radiation exposure can be reliably determined from background radiation gamma-spectrometry, not only by personal dosimetry [2]. Recent EU project on radiation dosimetry network included this topic as well [3], producing a handbook on the subject [4]. HPGe detectors are, thus, directly applicable in QA for medical radiation dosimetry, while the here presented software enables their full/ proper utilization (efficiency calibration). This work is aimed at contributing to spectrometry-dosimetry bridging.

ANGLE software for semiconductor detector efficiency calculations in its various forms has been in use for 15 years now in numerous gamma-spectrometry based analytical laboratories all around [5-11]. Its purpose is to allow for the accurate determination of the activities of gamma spectroscopic samples for which no “replicate” standard exists, in terms of geometry and matrix. It employs a semi-empirical “efficiency transfer” approach, which combines advantages of both absolute (Monte Carlo) and relative (traceable-source-based) methods to determine sample activity by gamma-spectrometry, while reducing the practical limitations of the latter methods and minimizing potential for systematic errors in the former.

The physical model behind is the concept of the effective solid angle [8] – a parameter calculated upon the input data on geometrical, physical and chemical (composition) characteristics of (i) the source (incl. its container vessel), (ii) the detector (incl. crystal housing and end-cap) and (iii) counting arrangement (incl. intercepting layers between the latter two).

The program can be applied to practically all situations encountered in gamma-laboratory practice, e.g. for environmental monitoring, radioactivity control, radwaste management, NAA, scientific research applications, etc. Point, disc, cylindrical or Marinelli samples, small or large, of any matrix composition, measured on coaxial, planar LEPD or well-type detectors, HPGe or Ge(Li) can be treated. No standards are required, but a start-up “reference efficiency curve” (REC) must be obtained, generally as a one-time procedure. Although calibrated point sources are generally recommended for this purpose, any source/geometry can be chosen as the reference to provide the REC. More than one REC per detector might prove valuable in the interests of better accuracy: The closer the match between the REC and the actual efficiency for the sample, the smaller the efficiency transfer and the more accurate the result.
ANGLE is characterized by (i) a wide range of applicability, (ii) high accuracy, (iii) ease-of-use, (iv) short computation times, (v) flexibility in respect with input parameters and output data, including easy communication with another software and (vi) suitability for teaching/training purposes. The ANGLE architecture also offers (vii) potential for accommodating other efficiency calculation methods of semi-empirical or absolute (Monte Carlo) type. In addition, its current scope of applicability (viii) can readily be extended to further/particular user's needs and/or fields of interest – it can be thus regarded as an “open-ended” computer code. A key aspect (and difference from some other approaches), which greatly enhances practicality is that (ix) no “factory characterization” of the detector response is required. In fact any HPGe detector may be used so long as some basic knowledge concerning its construction is available.

A recent IAEA-organized intercomparison exercise was conducted by European Commission JRC-IRMM (Geel, Belgium). Ten laboratories took part, applying nine prominent efficiency transfer calculation codes: semiempirical (source derived) and absolute (Monte Carlo). The exercise revealed that systematic errors (differences occurring between experimental and calculated efficiency results) are mostly due not so much to the calculation methods/procedures themselves (including attenuation coefficients, cross sections and other physical parameters used), but more to uncertainties in input data (detector, source, materials, geometry). ANGLE was one of participating codes, scoring 0.65% average discrepancy from the exercise mean values ($E_y > 20$ keV), with no evidence of systematic bias [9].

ANGLE is commercially distributed by AMETEK/ORTEC, U.S.A. [13]. Demo version can be downloaded from the host sites [14,15], whereby more detailed information is also found.

![FIG 1. ANGLE main screen](image)
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PET with $^{124}$I-beta-CIT: Imaging-based dosimetry for a new radiopharmaceutical
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$^{123}$I-labelled methyl 3β-(4-iodophenyl)tropane-2β-carboxylate (β-CIT) has proven to be an excellent method for the study of the dopaminergic system and for the evaluation of patients with movement disorders, such as Parkinson’s disease. Since $^{123}$I is a gamma-emitter, brain SPECT acquisitions are performed with the limits intrinsically related to the spatial resolution and sensitivity of such technique. $^{124}$I-β-CIT, a β$^+$ emitter, could overcome these limits by means of PET technique, but no study has ever evaluated dosimetric issues and biodistribution of the tracer neither in animals nor in humans. The aim of the present project is to perform an imaging-based dosimetry for the evaluation of the activity of $^{124}$I-β-CIT to be injected, in order to obtain satisfactory images within radioprotection patient constraints. The clinical phase I protocol has been approved by competent authorities.

First of all, comparative experiment in rats was performed measuring the time-course radioactivity accumulation in various tissues after injection of $^{123}$I-β-CIT and $^{124}$I-β-CIT, with the following results:

**TABLE I – EQUIVALENCE OF BIODISTRIBUTION OF $^{123}$I-B-CIT AND $^{124}$I-B-CIT**

<table>
<thead>
<tr>
<th>ORGAN</th>
<th>% ID (organ)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TIME (h)</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
</tr>
<tr>
<td>Striatum $^{124}$</td>
<td>4.135</td>
</tr>
<tr>
<td>Striatum $^{123}$</td>
<td>4.159</td>
</tr>
<tr>
<td>Hypothalamus $^{124}$</td>
<td>3.458</td>
</tr>
<tr>
<td>Hypothalamus $^{123}$</td>
<td>3.400</td>
</tr>
<tr>
<td>Cerebellum $^{124}$</td>
<td>2.947</td>
</tr>
<tr>
<td>Cerebellum $^{123}$</td>
<td>2.817</td>
</tr>
<tr>
<td>Lung $^{124}$</td>
<td>13.218</td>
</tr>
<tr>
<td>Lung $^{123}$</td>
<td>13.044</td>
</tr>
<tr>
<td>Liver $^{124}$</td>
<td>2.993</td>
</tr>
<tr>
<td>Liver $^{123}$</td>
<td>2.977</td>
</tr>
<tr>
<td>Kidney $^{124}$</td>
<td>3.021</td>
</tr>
<tr>
<td>Kidney $^{123}$</td>
<td>3.057</td>
</tr>
<tr>
<td>Blood $^{124}$</td>
<td>0.926</td>
</tr>
<tr>
<td>Blood $^{123}$</td>
<td>0.914</td>
</tr>
<tr>
<td>Heart $^{124}$</td>
<td>1.940</td>
</tr>
<tr>
<td>Heart $^{123}$</td>
<td>1.875</td>
</tr>
<tr>
<td>Remainder of body $^{124}$</td>
<td>0.268</td>
</tr>
<tr>
<td>Remainder of body $^{123}$</td>
<td>0.264</td>
</tr>
</tbody>
</table>

The equivalence of biodistribution of the two tracers allows us to use available $^{125}$I-β-CIT time-activity curves in humans, mean and peak uptake as described in literature [1] for a gross dosimetric evaluation of $^{124}$I-β-CIT. As a matter of fact, since only data from lungs, liver, intestine and brain are known our estimates, performed by means of Olinda software according to MIRDOSE model, are limited to such organs.
**TABLE 2 - DOSE FROM $^{124}$I-B-CIT FOR SELECTED ORGANS**

<table>
<thead>
<tr>
<th>organ</th>
<th>$T_{(123)}$</th>
<th>$U_m$</th>
<th>$\lambda_{bio}$</th>
<th>$T_{(124)}$</th>
<th>dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain</td>
<td>1.59h</td>
<td>0.14</td>
<td>0.0355 h$^{-1}$</td>
<td>3.3h</td>
<td>0.512 mGy/MBq</td>
</tr>
<tr>
<td>Liver</td>
<td>3.94h</td>
<td>0.37</td>
<td>0.0414 h$^{-1}$</td>
<td>7.66h</td>
<td>0.9 mGy/MBq</td>
</tr>
<tr>
<td>Lungs</td>
<td>3.86h</td>
<td>0.75</td>
<td>0.148 h$^{-1}$</td>
<td>5.04h</td>
<td>0.786 mGy/MBq</td>
</tr>
</tbody>
</table>

This approach leads us to assess for each organ $^{124}$I-β-CIT dose and effective dose nearly one order of magnitude over the $^{123}$I-β-CIT dose. Nothing can be said about total effective dose, since accumulated activity and retention time are not completely known.

For this reason, $^{124}$I-β-CIT injected activity should be decreased at least one order of magnitude under the mean $^{123}$I-β-CIT injected activity [2]. Moreover, we considered convenient a further reduction to 1/10 in order to achieve the most conservative first $^{124}$I-β-CIT injected activity.

In particular, 3.7 MBq of $^{124}$I-β-CIT will be injected to the very first patients, which will be acquired by means of a Gemini TF PET/CT scanner. A rough estimate of recorded counts based on system sensitivity should imply a statistical uncertainty of no more than 5%, enough to ensure a good image quality.

Whole-body PET acquisitions will be performed at 10, 30, 60 minutes post-injection and then at 2, 4, 8 hours post-injection, in order to obtain accumulated activity in each organ. Particularly, at each time point a region of interest will be drawn on selected organs from 2D axial slices, to get specific organ uptake curves.

This approach will provide not only a more specific organ dosimetry even in terms of effective dose, but also a feedback evaluation of the injected activity, which could be properly targeted depending on patient or scanner characteristics.
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Equivalent therapy model for non-Hodgkin’s Lymphoma: Uncertainty analysis for radiobiologic parameters
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Purpose: Therapy effect models represent an improvement over traditional methods of comparing total absorbed dose to patient outcome to demonstrate a therapy-outcome relationship. However, use of therapy effect modeling is more complex and deserving of a careful error analysis. Improved data collection methods have improved absorbed dose estimation by tracking activity distributions and tumor extent at multiple time points, allowing individualized therapy effect estimation. Treatment with Tositumomab and Iodine-131 tositumomab anti-CD20 radioimmunotherapy (Bexxar) yields a cold antibody anti-tumor response (cold protein effect) and an absorbed dose response. Biologically effective treatments, including the absorbed dose effect, cold protein effect and cell proliferation, were used to build an equivalent therapy model with some success in correlating therapy effect to outcome.

Methods: Fifty-six tumors in 19 patients were followed using 6 SPECT/CT studies, 3 each post tracer (5 mCi) and therapy (~100 mCi) injections. Both injections used identical antibody mass, a flood dose of 450 mg plus 35 mg of $^{131}$I tagged antibody. The SPECT/CT data were used to calculate dose rate distributions and tumor and whole body time-activity curves, yielding a space-time dependent dose rate and cold antibody density description for each tumor. Tumor volume contours entered on CT were used to derive the time dependence of tumor size for tracer and therapy time points. A combination of an equivalent therapy model and an inactivated cell clearance model was used to fit absorbed dose sensitivity ($\alpha$) and cold effect sensitivity ($\lambda_p$) parameters, from which equivalent therapy values are calculated. Optimized parameter fits were determined using least square fitting.

Results: Case-averaged model ‘by-eye’ fit parameters for $\alpha$ ranged from 0.11 to 1.3 (ave 0.34) Gy$^{-1}$ and for $\lambda_p$ 0.0 to 0.35 (ave 0.097) g$_T$/mg$_p$-hr. Model parameters and fit values determined from least square and ‘by-eye’ methods for tumors in three representative cases are given in Table 1. The cell clearance half-time was allowed to vary, with an imposed 1 d minimum (see Case 1). Changes in the radiation sensitivity parameter correlated with cell clearance half-time. Tumor size error estimation from least square fitting can be used to gauge the relative quality of the fit. The uncertainty analysis will allow improved determination of mean sensitivity parameters for use in calculating therapy effect values, $E = -\ln[S(t_{min})]$, where $S(t_{min})$ is the time minimum of the cell survival curve. Therapy effect values are used to compare to therapy outcome.
TABLE 1. LEAST-SQUARE FIT (LSF) VALUES WITH UNCORRELATED 1σ UNCERTAINTIES IN PARENTHESES COMPARED TO ‘BY-EYE’ (B-E) FIT PARAMETERS. HALF TIME FOR PROLIFERATION WAS 150 D.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Sym</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LSF b-e</td>
<td>LSF b-e</td>
<td>LSF b-e</td>
</tr>
<tr>
<td>Radiation Sensitivity, Gy⁻¹</td>
<td>α</td>
<td>0.22 (0.03)</td>
<td>0.56 (0.04)</td>
<td>0.30 (0.02)</td>
</tr>
<tr>
<td>Cold Effect Sensit, (gₑ/(mgₑ-hr)⁶</td>
<td>λₑ</td>
<td>0.063 (0.015)</td>
<td>0.027 (0.009)</td>
<td>0.015 (0.005)</td>
</tr>
<tr>
<td>Cell Clearance</td>
<td></td>
<td>1.0 (min)</td>
<td>1.59 (0.17)</td>
<td>4.55 (0.32)</td>
</tr>
<tr>
<td>Cell Clearance Delay Time, d (rad only)</td>
<td>tₑ</td>
<td>3.40 (0.32)</td>
<td>&lt;0.04 (0.17)</td>
<td>1.87 (0.09)</td>
</tr>
<tr>
<td>Relative Tumor Size Normalization</td>
<td>Zₑ</td>
<td>1.033 (0.022)</td>
<td>1.057 (0.037)</td>
<td>1.010 (0.006)</td>
</tr>
<tr>
<td>Tumor Size Error (%)</td>
<td></td>
<td>5.3</td>
<td>9.0</td>
<td>1.5</td>
</tr>
</tbody>
</table>

*gram tumor per mg(protein)-hr. mgₑ-hr is time integral exposure to antibody
*Values selected based on time dependence of tumor size. Tumor size is normalized to first (day 0) measured tumor size
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Equivalent therapeutic response model for non-Hodgkin’s lymphoma: Tumor specific cell proliferation and analysis of follow-up studies
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Purpose: A model of the response of non-Hodgkin’s Lymphoma to radioimmunotherapy (using Iodine-131 tositumomab), which incorporates the therapeutic effects of both the absorbed radiation dose and the response to the cold antibody, has recently been developed.\textsuperscript{1} In this model, which involves the computation of the time-evolution of tumor sizes over the course of the therapy, cell proliferation is assumed to be uniform for all tumors and all patients. In the current work, we introduce tumor-specific cell proliferation and apply the model to the analysis of tumor size data from two-month and six-month follow-up studies.

Methods: The current study protocol, which to date has involved 18 patients with 55 total tumors, calls for a tracer study (with roughly 5 mCi of $^{131}$I) followed eight days later by a therapeutic phase (using approximately 100 mCi). Both studies begin with the administration of a flood dose of 450 mg of the antibody, followed by the injection of 35 mg of the tagged antibody. Data from three SPECT/CT measurements taken after tracer administration and three taken during the therapy course is used in computing time-dependent tumor response of the model. First, fitted whole-tumor time-activity curves are derived. The six sets of SPECT/CT measurements are then registered to each other, using a deformable registration model applied to tumor contours drawn on each CT. Time dependent 3D maps of the activity distribution are then computed at one hour intervals by interpolating the six registered SPECT maps, using the whole-tumor activities as a normalization. Fully 4D maps of the absorbed dose and cumulative antibody exposure are computed by integrating the 4D activity maps, using Monte Carlo derived values of absorbed dose per unit activity to compute dose and the radiologic half-life of $^{131}$I to compute antibody distribution. Tumor size can then be computed at all times using a cell clearance model, and parameters defining the sensitivity of a given tumor to radiation ($\alpha$, in Gy\textsuperscript{-1}) and to the cold antibody ($\lambda_p$, in g\textsubscript{T}/mg\textsubscript{p}-hr, or $T_p = \ln 2 / \lambda_p$) can then be determined by a fit of the computed tumor size curve to the tumor volumes measured during each of the six scans. In this paper include measurement data from two-month and six-month follow-up scans (where available), and, because the wide range in clinical response implies a similar variability in proliferation rates, we include (again by fitting computed curves to measured data) the calculation of tumor-specific proliferation doubling times, $T_{pot}$. When necessary, we have also refit the radiation sensitivities and cold antibody sensitivities parameters.

Results: Three illustrative examples are described here.

Tumor 1 (original sensitivities: $\alpha = .42$ hr\textsuperscript{-1}, $T_p = 6.0$ mg\textsubscript{p}-hr / g\textsubscript{T}, and $T_{pot} = 150$ day.) Measured tumor size (relative to size on initial scan) at 60 days was .628, while the computed value using the original sensitivities was .644, indicating that the assumed proliferation rate was substantially correct.
Tumor 2 (original sensitivities: $\alpha = .20 \text{ hr}^{-1}$, $T_p$ was infinite (no response to the cold antibody), and $T_{pot} = 150 \text{ day}$.) Measured relative size at 60 days was 1.09, while the compute size was .042. Refitting yielded $\alpha = .10 \text{ hr}^{-1}$, $T_p = 10.0 \text{ mg}_p\text{-hr} / g_t$, and $T_{pot} = 22 \text{ day}$, and a computed 60-day relative size of .992. This patient suffered from progressive disease, which was not evident at the time of the final therapy phase scan, at which time the tumor had actually shrunk by 50%.

Tumor 3 (original sensitivities: $\alpha = .30 \text{ hr}^{-1}$, $T_p = 7.0 \text{ mg}_p\text{-hr} / g_t$, and $T_{pot} = 150 \text{ day}$.) Measured relative 60-day size was .163, vs. a computed size of .375. Setting proliferation to zero yielded a computed 60-day relative size of .26.

This work was supported by grant 2R01EB001994 awarded by the National Institute of Health, USA.
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Posters relating to External Quality Audits
A TLD based postal audit method for source strength verification of high dose rate $^{192}$Ir brachytherapy sources

S. D. Sharma, V. Shrivastava, A. Philomina, G. Chourasia, Y. S. Mayya

Radiological Physics & Advisory Division (RPAD), Bhabha Atomic Research Centre, CT&CRS Building, Anushaktinagar, Mumbai - 400094, India

E-mail address of main author: sdsharma_barc@rediffmail.com, sdsbarc@gmail.com

High dose rate (HDR) brachytherapy treatment using high activity $^{192}$Ir source is commonly used worldwide. In India, more than 155 HDR remote afterloading brachytherapy units with $^{192}$Ir sources are in clinical use. To date, no viable audit programme for verifying brachytherapy source strength is available in the country. A TLD based postal source strength measurement method was developed for HDR $^{192}$Ir sources to fulfil the national requirement.

Strength of HDR brachytherapy sources is commonly specified in terms of air kerma strength (AKS) which is defined as the product of air kerma rate in free space along the perpendicular bisector of the source and the square of the distance from the centre of the source [1]. To measure AKS of HDR $^{192}$Ir, a specialised PMMA source calibration jig was designed and fabricated. As shown in FIG. 1, this jig has the provision to hold an HDR $^{192}$Ir source, ten IAEA/WHO TLD capsules at 10 cm distance from the source and a 0.6 cm$^3$ thimble ionization chamber with its build-up cap. TL dosimeter used in this audit method was the one which is routinely used by IAEA for postal dose audit in radiotherapy. This TL dosimeter constitutes a polyethylene cylindrical capsule which is filled with about 155 mg of TL powder (TLD-700). Before each exposure, the TL powder was annealed at 400°C for 1 hour followed by fast cooling and subsequent annealing at 100°C for 2 hours.

The thimble ionization chamber was used to find the correct dwell position of the source for irradiation of TL capsules. TLD capsules were then placed in their grooves and irradiated by the HDR $^{192}$Ir source for about 900 seconds. The TL powder was calibrated in $^{60}$Co gamma rays in terms of air kerma following the method outlined in IAEA TRS 277 [2]. Relative energy correction factor of 0.98 was applied to convert air kerma from $^{60}$Co to air kerma to $^{192}$Ir [3]. Attenuations of radiation by stainless steel tube and by wall of the TLD capsule holders were determined analytically and applied during source strength calculation from TLD measurements. To verify the suitability of the TLD postal method, the AKS of an HDR $^{192}$Ir source was also measured by the reference well type ionization chamber and compared with the AKS value determined using TLD method. The two values of AKS of the source were found in agreement within 2.5% variation. The TLD postal audit for AKS measurement was then conducted at eight different centres in India as a trial run.

Table 1 presents the AKS of HDR $^{192}$Ir source determined by the RPAD TLD postal method and its comparison with the hospital well type chamber measured AKS values. The combined standard uncertainty in the AKS measurement using TLD postal method was found to be 3.8% (k=2). Under the acceptability criteria of ±5%, the results of five hospitals found to be within the acceptable limit. However, AKS of other three hospitals are over 6%. The human error in calculation of AKS from the measured current of well type chamber was found as the source of error on thorough technical investigation of the AKS measurement method of these three hospitals. The proposed TLD based postal method for AKS measurement is a simple capable of detecting error in measurements and is simple to implement.
FIG. 1. Photograph of the PMMA source calibration jig designed for postal source strength verification of HDR Ir-192 brachytherapy sources.

TABLE I. AKS of $^{192}$Ir source determined by the RPAD TLD postal method and its comparison with hospital well type chamber measured AKS values.

<table>
<thead>
<tr>
<th>Hospital ID</th>
<th>Air Kerma Strength (cGy$^1$.cm$^2$.hr$^{-1}$) measured by</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RPAD (TL-700)</td>
<td>Hospital (Well chamber)</td>
</tr>
<tr>
<td>H1</td>
<td>32749.62</td>
<td>33690.00</td>
</tr>
<tr>
<td>H2</td>
<td>16276.43</td>
<td>16932.00</td>
</tr>
<tr>
<td>H3</td>
<td>26018.37</td>
<td>26839.98</td>
</tr>
<tr>
<td>H4</td>
<td>15995.40</td>
<td>15608.19</td>
</tr>
<tr>
<td>H5</td>
<td>20686.98</td>
<td>22241.00</td>
</tr>
<tr>
<td>H6</td>
<td>31744.40</td>
<td>29798.57</td>
</tr>
<tr>
<td>H7</td>
<td>22312.16</td>
<td>21366.28</td>
</tr>
<tr>
<td>H8</td>
<td>39954.76</td>
<td>37582.44</td>
</tr>
</tbody>
</table>
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The SSDL-ININ experience in TLD postal pilot program for radiotherapy 
external beam audit at Mexican hospitals
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It is described a postal TL-dosimetry pilot program carried out during the period 2007-2009. On the first phase 2007-2008, 18 beams of 13 hospitals are audited: 11 $^{60}$Co beams and 7 high-energy accelerator photon beams. On the second phase 2009, 29 beams of 18 hospitals are verified: 8 $^{60}$Co beams and 21 high-energy accelerator photon beams. Although, this program is similar to IAEA, RPC and ESTRO programs, it differs in how: the absorbed dose to water $D_w$ is evaluated with an inverse regression model, and the use of ANOM mean test [1] for: i) to correct the stability of the reader during the second phase, ii) the statistical validation of the $D_w$ values determined by the hospitals, and iii) to find the calibration points that are outside of $\pm 5\%$ for nominal $D_w = 2$ Gy.

The ININ program consists of six steps: 1). Preparation of the TLD-100 powder: washing, drying and annealing [2]. 2). Distribution of two IAEA type capsules to the hospitals to be irradiated to the nominal $D_w$ during the irradiation window. 3). Construction and validation of the calibration curves (CC): $R_{TL} = a_0 + a_1 \cdot D_w + a_2 \cdot D_w^2$. The TLDs are irradiated in a $^{60}$Co beam, for the first phase: seven CC’s are constructed during the irradiation window, where the $D_w$ is traceable to the NRC-Canada. On the second phase: eight CC’s are constructed during the irradiation window traceable to the BIPM. The CC’s are fitted using the weighted and quadratic least squares regression models [3, 4]. These models are validated using the lack of fit test LOF, and the Anderson-Darling AD normality test [3, 4], see Table I.

<table>
<thead>
<tr>
<th>Phase</th>
<th>N</th>
<th>$a_0 \pm SD$</th>
<th>$a_1 \pm SD$</th>
<th>$a_2 \pm SD$</th>
<th>Normality Test [3]</th>
<th>LOF test $\alpha=0.05$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\mu C$</td>
<td>$\mu C Gy^{-1}$</td>
<td>$\mu C Gy^2$</td>
<td>AD</td>
<td>P</td>
</tr>
<tr>
<td>1st</td>
<td>499</td>
<td>0.014643</td>
<td>4.57161</td>
<td>0.10206</td>
<td>21.507</td>
<td>&lt;0.005</td>
</tr>
<tr>
<td>7 CC</td>
<td></td>
<td>0.001955</td>
<td>0.03121</td>
<td>0.01000</td>
<td>0.858</td>
<td>0.027</td>
</tr>
<tr>
<td>2nd</td>
<td>234</td>
<td>0.004554</td>
<td>4.58092</td>
<td>0.13479</td>
<td>0.858</td>
<td>0.027</td>
</tr>
<tr>
<td>8 CC</td>
<td></td>
<td>0.000871</td>
<td>0.02119</td>
<td>0.01109</td>
<td>0.858</td>
<td>0.027</td>
</tr>
</tbody>
</table>

4). Reading of the TLD peak 4 and 5 with a Harshaw 3500 reader. 5). Evaluation of $D_w$ performed with the inverse model regression using the TLD reading $R_{TL}$ corrected by the reader’s stability and the energy conversion factor from high-energy photon beams to $^{60}$Co [5]. The correction factor for reader stability is determined with the readings for reference light, and with application of the ANOM test [1]. The uncertainty $u_{c,n}$ is determined with GUM guide. The $u_c$ for $D_w$ is estimated using the inverse calibration curve corresponding to the interval confidence $(R_{TL} \pm u_{c,n})$, as shown in Table II.
Table II. Uncertainty budget for the Dw determination at the SSDL-ININ (Capsule 1/1027)

<table>
<thead>
<tr>
<th>6 MV</th>
<th>Factor</th>
<th>Value</th>
<th>Unit</th>
<th>Sensitivity Coeff.</th>
<th>Uncertainty A</th>
<th>Uncertainty B</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dw rate</td>
<td>0.0514</td>
<td>Gy/min</td>
<td>39</td>
<td>0.0002</td>
<td>-</td>
<td>Control chart for Dw rate traceable to BIPM</td>
</tr>
<tr>
<td></td>
<td>Irradiation time</td>
<td>2326</td>
<td>s</td>
<td>0.001</td>
<td>-</td>
<td>0.02</td>
<td>1 s in 2000 s</td>
</tr>
<tr>
<td></td>
<td>Posicionated</td>
<td>0.80</td>
<td>m</td>
<td>0.082</td>
<td>-</td>
<td>0.12</td>
<td>3 mm at 0.80 m</td>
</tr>
<tr>
<td></td>
<td>Decay</td>
<td>1.0</td>
<td>1</td>
<td>5.3x10^{-7}</td>
<td>-</td>
<td>5</td>
<td>Δt=4 days</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Evaluation of Dw</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reproducibility</td>
<td>10 readings</td>
</tr>
<tr>
<td>( R_{VT} )</td>
<td></td>
</tr>
<tr>
<td>( f_{reader stability} )</td>
<td>reference light</td>
</tr>
<tr>
<td>( f_{energy} )</td>
<td>0.015</td>
</tr>
<tr>
<td>( u_{c} )</td>
<td>0.020</td>
</tr>
<tr>
<td>( u_{c} )</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Regression model

| \( a_0 \) | 4.5547 | nC | 1 | 104.4 |
| \( a_1 \) | 4580.9 | nC/Gy | 1.9762 | 21.19 |
| \( a_2 \) | 134.79 | nC/Gy² | 3.9052 | 11.09 |
| \( D_w \) | 1.98 | Gy | 5113.7 | 0.012 |

<table>
<thead>
<tr>
<th>( R_{TL} )</th>
<th>10044.3 nC</th>
<th>( u_{c}, \Delta u_{c} )</th>
<th>133 nC</th>
<th>GUM guide</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dw</td>
<td>1.98 Gy</td>
<td>( u_{c}, \Delta u_{c} )</td>
<td>1.3 %</td>
<td>Feedback</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( (\Delta R_{TL} \pm \Delta u_{c}) )</td>
<td>2.6 %</td>
<td>inverse CC</td>
</tr>
</tbody>
</table>

6). Evaluation of the Dw irradiated. The maximum deviation allowed between the value of Dw determined at the reference laboratory and the one stated by the hospital is ± 5%; however, this work uses the ANOM mean test with \( \alpha = 0.05 \) as a criterion for the acceptance limits in the determination of Dw at the hospital.
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The Cuban Nuclear Regulatory Body (CNSN) has made mandatory for all radiotherapy services to receive External Quality Audit Visits (EQAV) from an accredited institution, in order to receive and preserve their operational licences. Since 2001, the Center for Control of Medical Equipment (CCEEM) has the mandate from the Ministry of Public Health (MINSAP) to perform such EQAV along the country. According to this, all radiotherapy services are visited at least once every two years, and from 2007, the CCEEM has been adjusting the EQAV structure to the relevant IAEA recommendations \cite{1, 2}. Quantification of EQAV has been implemented \cite{3} and more recently, procedures for auditing the treatment planning process have been put into practice, based on IAEA TECDOC 1583 \cite{4}

Anytime a new technology or procedure is intended to be introduced in the clinical practice, after commissioned, it should be audited by the CCEEM, in order to obtain the corresponding licence from the CNSN. Recently, three radiotherapy services have started the commissioning of IMRT systems. All systems are based on Elekta Precise\textsuperscript{®} linear accelerators and Elekta’s PrecisePLAN\textsuperscript{®} treatment planning system (TPS). Procedures for auditing such IMRT systems have not being in place during their clinical implementation at the Institute of Oncology and Radiobiology (INOR), which is the reference institution in Cuba for cancer treatment and care. In order to support the CCEEM in expanding the scope of the current EQAV, we have developed and tested at INOR a procedure for IMRT auditing. The proposed procedure is based on the combination of the recommendations of the AAPM Task Group 119 for commissioning of IMRT systems \cite{5} and those of the IAEA TECDOC 1583. As this TECDOC if focused only in typical (non IMRT) external beam treatment techniques, the rationale of the combination has been to adapt the IMRT test cases recommended by AAPM TG-119 to the \textit{CIRS IMRT} phantom used in the EQAV.

Firstly, the DICOM structures provided by TG-119 have been imported into the \textit{CIRS CT} images, and repositioned, in order to ensure that the measuring points recommended by TG-119 coincide with the \textit{CIRS} inserts for the ion chamber. Three IMRT test cases have been implemented for the EQAV, namely, prostate test case, H&N test case and C-shape test case. Treatment planning calculations have been performed following recommendations of TG-119 for beam arrangements and dose goals.

As all institutions to be audited with IMRT systems have the same 2D detector array (\textit{PTW Seven29}), analysing software (\textit{PTW Verisoft}) and water equivalent plastic phantom (\textit{PTW RW3}), the recommended TG-119 preliminary tests (parallel opposed 10x10 cm and parallel opposed bands) have been kept invariable for per-field measurements; comparison of calculated coronal DICOM dose distributions were performed for this simple tests and for the IMRT tests, but collapsed beam arrangement.
These comparisons were made with \textit{PTW Verisoft}, using the gamma criteria of 3\% dose and 3 mm DTA, restricted for the region of dose over 10\% of maximum dose, and reporting the percentage of points passing this gamma criteria.

In order to quantify the degree of agreement that should be expected between the auditor’s measurements and the calculated data provided by the audited facility, the concept of “confidence limit” suggested by TG-119 has been adopted. For assessing reasonably confidence limits, the whole procedure has passed a pilot implementation at INOR’s IMRT system, as the rest of the institutions to be audited have the same system. The results of this pilot testing are shown in Table 1.

<table>
<thead>
<tr>
<th>Test</th>
<th>Chamber measurements</th>
<th>2D array meas.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>((D_{\text{meas}}-D_{\text{cal}})/D_{\text{presc}})</td>
<td>(% \Gamma (3%/3\text{mm}))</td>
</tr>
<tr>
<td>High dose point</td>
<td>Low dose point</td>
<td></td>
</tr>
<tr>
<td>Prostate</td>
<td>-0.5%</td>
<td>-6.6%</td>
</tr>
<tr>
<td>H&amp;N</td>
<td>-1.1%</td>
<td>0.4%</td>
</tr>
<tr>
<td>C-shape</td>
<td>-6.2%</td>
<td>-4.0%</td>
</tr>
<tr>
<td>Conf. Limit</td>
<td>9.2%</td>
<td>10.4%</td>
</tr>
</tbody>
</table>

Table 1. Results of test cases at reference institution

As observed in Table 1, discrepancies in chamber measurements for C-shape test are high, while per field gamma agreement is excellent; so discrepancies are likely associated to precision in CIRS phantom setup due to actual beam arrangement. This increases significantly the confidence limits, making them too broad for auditing purposes. We are investigating the way to reduce these sources of uncertainties in order to start the pilot implementation of the system in other institutions.
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Introduction
Clinical Audit within the UK National Health Service was introduced in 1989. Audit with reference to radiotherapy physics was an obvious application especially in the wake of major radiotherapy incidents that had occurred within the UK during the 1980s.

National Photon Audit
This national audit program commenced with the introduction of a minimum megavoltage photon audit. The purpose of this was to set a baseline whereby all radiotherapy departments in the UK would have demonstrated that they had achieved, within a calendar year, a dosimetry standard that is clearly documented and comparable. The aim was to measure a clinically relevant situation using both host and auditors equipment. It was decided that it would be essential to see the comparison between a field, planned on the local radiotherapy treatment planning system (TPS), and the actual radiation dose delivered, measured by the auditors, and corrected for daily output variation. This consisted of a single beam, planned at a specified field size and depth. A calculated dose of 2 Gy was delivered and the actual dose measured. The audit consisted of sufficient mechanical quality assurance (QA) performed to ensure accuracy of set up, followed by measurement of ion recombination factor, standard output, quality index (tissue phantom ratio (TPR) 20/10) as a measure of beam energy and the planned wedge field output. In addition, the use of a spreadsheet meant that the results were available instantly to exclude set up errors, and enable further investigation of any unexpected results. The measured values were all entered into the spreadsheet and a final report was generated with all the comparisons.

Output
This is the comparison between the host and auditors values for the standard output. The majority were at 6MV. Most values were within 1 per cent of each other. Just one department showed a disagreement greater than 2 per cent.

Energy
This is the comparison between the host and auditors values for the TPR 20/10 value (see diagram) Again 67 per cent of the measurements were at 6MV. Most values were within 0.5 per cent of each other with one department varying from the auditor by greater than 1.5 per cent.
Planned Wedge Field

The majority of values are negative, meaning that less than 2Gy is actually delivered. 4 departments show a difference greater than 2 per cent with 2 of those greater than 3 per cent (see diagram). The mean value overall was -0.49 per cent but the standard deviation was 1.3 per cent. The range of differences is quite broad showing that for the departments who contributed data, the actual dose delivered varies by up to 3 per cent. The 2 departments who demonstrated the largest difference in delivered dose attributed the cause to be the calculation algorithm in use, and perhaps the data, in the planning system.

National Electron Audit

A initial national audit took place in 1996 and a new minimum electron audit has been performed between summer 2009 and summer 2010. This is a national audit to be delivered via regional audit groups which will then give a picture of the accuracy of electron dosimetry, to compare with the results published in 1997.

National IMRT Audit

The uptake of IMRT has been slow in the UK, despite national recommendations and expectations that it should be clinically implemented. Only a small number of radiotherapy departments in the UK are using IMRT regularly even though all departments have had the equipment capability for some time. Difficulty accessing external validation is a significant barrier for centres wishing to progress towards this treatment modality. As a consequence, the National Radiotherapy Implementation Group (NRIG), who wish to encourage the wider take up of routine IMRT within the UK, has commissioned an IMRT audit. The expectation is that this national audit is an independent check on the efficient implementation on IMRT in the UK which will identify problems in modelling and delivery.

Conclusion

Within radiotherapy in the UK, there is an established audit network, which if utilised properly and fully would allow institutions to not only demonstrate compliance with national standards, but also provide assurance that patients are receiving the prescribed dose accurately. The audit network will ensure accurate basic radiation dosimetry and also be the means of motivation to modernise techniques and enable support from peers in so doing. Research and development, modernisation and application of state-of-the art techniques from all specialities in Medical Physics for the benefit of radiotherapy patients are key goals; this must however be accompanied by robust audit methodologies.
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The role of dosimetry audits in radiotherapy quality assurance: The 8 year experience in Greek radiotherapy and brachytherapy centers
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Twenty six (26) radiotherapy (RT) centers (public and private) operate in Greece up to date (Apr. 2010), where 36 linacs and 8 Co-60 teletherapy units are being used, producing 64 photon beams (Co60, 6-23 MV) and 126 electron beams (4-21 MeV) in total. Furthermore, 7 HDR Ir192 and 2 MDR/LDR Cs137 remote afterloading brachytherapy systems operate. The Ionizing Radiation Calibration Laboratory (IRCL) of the Greek Atomic Energy Commission (GAEC) runs dosimetry audits in all Greek radiotherapy centers by means of on-site visits, in order to assess the dose accuracy, to identify and resolve problems on dosimetry, to provide intercomparisons to hospitals and disseminate the IAEA TRS 398 protocol [1,2]. Additionally, the GAEC’s IRCL calibrates the reference dosimetry equipment of all RT centers, in terms of absorbed dose in water at Co60 beam quality and air kerma strength at Ir192 qualities [3].

The GAEC’s dosimetry audit is a continuous process: The 1st round has been completed for the photons beams (2002 – 2006), electrons (2002 – 2008) and brachytherapy (2006-2009). The 2nd round is at the final stage for photons (2006-2010) and in progress for the rest, while a 3rd round for photons has already been initiated. The audit results for the photons 1st round have been published in [4]. This work presents the results of these audits and focuses on the improvements of RT centers’ dosimetry during the successive audit rounds.

The dosimetry audits took place by means of on-site visits, where certain parameters of the beams were measured. The functional performance characteristics of the irradiation units were assessed, through mechanical and radiation tests, relative dosimetry measurements, i.e. TPR_{0.1;0.1;0.1}, R_{50} and PDD were performed and the dose in water Dw(z) was determined according to IAEA TRS 398 dosimetry code of practice. The dosimetry equipment used for the measurements has being calibrated at the GAEC’s IRCL against the reference equipment, which provide traceability to the BIPM. For the brachytherapy beams the air kerma strength was measured using well type ionization chamber, which has been calibrated in LNE-LNHB primary standard laboratory.

For each photon or electron beam, the measured dose at the reference depth in water (D_{M}) was compared to the relevant dose value stated by the radiotherapy center (D_{S}) and the ratio \( r = \frac{D_{S}}{D_{M}} \) as well as the % relative deviation \( d_r = \left| \frac{D_{S}}{D_{M}} - 1 \right| \times 100\% \) were recorded. For brachytherapy, the Kair strength values were recorded. The deviations, \( d_r \), were compared to the actions levels of ±3% (preventive actions needed) and ±5% (immediate corrective actions needed). The uncertainties of measurements for photons, electrons and brachytherapy were 0.8%, 1.0% and 1.5% respectively at 1 SD (k=1, with 68% confidence level approximately).

a. Photon beams: The average (from all assessed beams) values of the ratio \( r \) were 0.990 ± 0.021, 0.996 ± 0.013 and 1.000 ± 0.057 for the three audit rounds respectively. The ranges of the \( r \) values (i.e. \( r_{max} - r_{min} \)) were 0.106, 0.059 and 0.013 for the three audit rounds respectively, indicating that the spread of \( r \) values was decreased successively between the rounds. The % number of beams with deviations, \( |d_r| \leq 3\% \) were 79.2% (1st round) and 96.9% (2nd round), the beams with deviations within 3%< \( |d_r| < 5\% \) were 16.7% (1st round) and 3.1% (2nd round), and with \( |d_r| \geq 5\% \) were 3.1% (1st round) and 0.0% (2nd round). Only 4 of the beams exhibited detectable (i.e. over the uncertainty of measurement) worse dose accuracy at the 2nd than at the 1st round, however, the differences between 2nd and 1st round were less than 1.6%.
The main sources of discrepancies in photon dosimetry were: lack of recent check/calibration of photon beams; malfunctioning of optical distance indicator and laser; errors of effective point of measurement; lack of recent measurement of TPR_{20}\textsuperscript{b}.10.

b. Electron beams: 140 and 38 electron beams were assessed at the 1\textsuperscript{st} and 2\textsuperscript{nd} rounds respectively (the 2\textsuperscript{nd} is still in progress). The average values of the ratio, r were 0.998 ± 0.047 and 0.994 ± 0.028 for the 1\textsuperscript{st} and 2\textsuperscript{nd} audit rounds respectively. The ranges of r (i.e. r\textsuperscript{max} - r\textsuperscript{min}) were 0.408 and 0.091 respectively; the spread of r values was decreased successively. During the 1\textsuperscript{st} round, 76.4\%, 10.7\% and 12.9\% of the electron beams showed deviations |d_r| ≤ 3\%, 3\%<|d_r|<5\% and |d_r| ≥ 5\% respectively. As expected, larger deviations, d_r exhibited the lower and the higher energy electron beams, where the dosimetry is more prone to errors. All major deviations (i.e. |d_r| > 5\%) recorded during the 1\textsuperscript{st} audit round were corrected or eliminated. However, the 2\textsuperscript{nd} round recorded 10 beams which exhibited worse detectable (i.e. over the uncertainty) dose accuracy than at the 1\textsuperscript{st} round.

The main sources of discrepancies in electron dosimetry were: the conversion of ionization to dose depth curves in PPD measurement; the measurement of R_{50}; the effective point of measurement z_{ref}; lack of recent check/calibration of electron beams.

c. Brachytherapy: 7 HDR Ir192 and 2 MDR/LDR Cs137 brachytherapy systems were assessed; the average values of the ratio, r were 1.002 ± 0.009 and 1.002 respectively. The ranges of the r values (i.e. r\textsuperscript{max} - r\textsuperscript{min}) were 0.028 and 0.007.

The dosimetry quality audits with on site visits have been proved to be a very useful tool for improving the quality in radiotherapy. Guidance and recommendations had been provided to the hospitals to improve accuracy, to correct pitfalls and to eliminate sources of errors. An improvement in dose accuracy has been recorded during the successive rounds of the audit. These audits succeeded to disseminate the IAEA TRS 398 dosimetry protocol at all radiotherapy centers, achieving homogenization and consistency of dosimetry within the country.
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Good practice for QA of nuclear medicine equipment: National guidance in Finland
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Introduction

The EC Medical Exposure Directive (MED) requires member states to ensure that appropriate quality assurance (QA) programmes, including quality control measures are implemented by the holder of the radiological installation. Clinical audits must be carried out in accordance with national procedures. Detailed requirements on QA in nuclear medicine in Finland have been given in the guide ST 6.3, Use of Radiation in Nuclear Medicine, 2003. Clinical audits and the survey by STUK in 2006 showed that QA was carried out in various ways and there was a need for further guidance to ensure a consistent approach [1]. To establish good practice in Finland and to harmonize the routine QA at nuclear medicine (NM) hospitals STUK collaboratively developed and published guidance on quality control (QC) of gamma cameras, coincidence cameras, SPECT-CT and PET-CT cameras, gamma probes, activity meters and gamma counters of all the types in use in Finland [2]. Optimal use of all possible national resources for establishing guidance required good co-operation between authorities and radiation users [3].

Methods

The guidance was established by STUK and a joint working group of 12 members. They represented expertise in medical physics, nuclear medicine and radiography and also clinical auditing. The working group utilized the NEMA standards (NU 1-2007, NU 2-2007 and NU 3-2004), the IEC standards, IAEA guidance [4,5,6] and publications of professional societies, for example IPEM [7] and EANM [8]. The draft guidance was discussed in national conferences in 2005, 2007 and 2009 organized by the STUK. Users were encouraged to give comments and suggestions before the guidance was finalised.

Clinical audits are carried out by two private companies in Finland. Auditors are experts in NM and an auditing team consists of a physician, a medical physicist and a radiographer. Auditing frequency is five years. Regulatory inspections are carried out every three years.

Results

QC of different imaging or measuring modalities is presented in separate chapters of the published guidance. The standards are presented in the guidance because they are especially useful for acceptance testing. The main focus is however routine QC during use of the equipment. The recommended QC tests for NM equipment are shown in seven tables, one table for each modality and one table for QC of softwares in use. In each table there are three columns: a test, a recommended frequency of the test and comments or explanations.

The guidance is general and suitable for all manufacturer’s equipment. However, the equipment specific guidance given by the manufacturer is emphasized. The relative importance of the parameters and the frequency of the tests are dependent on the type of use of the equipment. For example in dynamic examinations it is important to have a good count rate performance. If the camera is used for SPECT studies the field uniformity is the critical parameter.
The guidance gives practical advice for establishing a QC protocol for each individual NM equipment. As national good practice, it will be also be used as a reference in clinical audits.

Conclusions

Each hospital needs a QC programme for their NM equipment. However, national good practice for QA has to be agreed taking into account the regulatory requirements. External audits are also needed to maintain good quality of NM examinations and treatments. Co-operation of regulators, users and clinical auditors is therefore of importance when establishing national guidance on good practice for the QA of NM equipment. The national guidance provides practical advice to the users and can be used as a national reference of good practice in clinical audits.
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The accuracy in the dose determination in radiotherapy should be as high as possible due to the critical balance between tumor eradication and complications in healthy organs. This supposed the need of the QA programme in dosimetry of the radiotherapy beams. A fundamental step in any dosimetry QA programme is an audit performed by an independent external body, a national or international organization. [1]

The aim of the paper is to present the activity of the SSDL Sofia in the field of the Dose Quality Audit via mailed TLDs in the last five years (2005 - 2009).

The IAEA’s Dosimetry Laboratory is the central laboratory of the IAEA/WHO Network of SSDLs and provided range of the services to Member States. The SSDL Sofia is regularly participated in the services using thermoluminescent dosimeters (TLDs) in the form of powder as the type of mailed dosimeter in the reporting period are namely:

IAEA/WHO TLD postal dose quality audits for therapy level dosimetry for SSDL.

In 2005 we are participated with two $^{60}$Co beams and with one $^{60}$Co beam in the other years of the reporting period 2005 - 2009.

IAEA TLD dose quality audits for radiation protection level dosimetry for SSDL. The Lab is taken part with gamma rays from $^{137}$Cs in the first TLD run during March - May 2008.

National TLD dose quality audits in reference and non-reference conditions off-axis for $^{60}$Co radiotherapy beams is performed by External Audit Group (EAG) in the period 2006 - 2009. EAG has been organized the TLD Audit with a new modified IAEA TLD holder for measurements in the non-reference conditions off-axis since 2006. The methodology of the TLD Audit is comprehensive reported in [2].

Results from IAEA/WHO TLD postal dose quality audits for therapy level dosimetry for SSDL.

The results of the SSDL Sofia participation during the review period 2005 - 2009 are represented in Figure 1, where ratios of the IAEA’s dose to that stated by SSDL are plotted for $^{60}$Co gamma rays.
Results from IAEA TLD dose quality audits for radiation protection level dosimetry for SSDL -
results. The accuracy of the beam output for gamma rays from $^{137}$Cs is checked by participation in
the first TLD run for 2008. The ratio $K_{air}$(SSDL)/ $K_{air}$(IAEA) is 0.94. The result is in the tolerance
limit ±7.0 %.

Results from the National TLD dose quality audits in reference and non-reference conditions off
-axis for $^{60}$Co radiotherapy beams. The total of the 17 beams are checked according to the
limitation of the staff resources. The reference beam output, open and wedged field profiles and ratios
$D(20\times20)/D(10\times10)$ and $D_{wedged}(R)/D_{open}(R)$ are estimated using TLD measurements. The results
of the National TLD audit in reference and non-reference conditions off - axis are given in Figure 2.
The ratios between SSDL TLD - measured dose $D(TLD)$ to the participant - stated dose $D(stated)$ in
reference conditions and in non - reference conditions off - axis for open and wedged fields are
illustrated in Figure 2.
The statistical distribution of the TLD measured relative parameters to those stated by participants, i.e. off-axis ratios for open and wedged fields at -5 and +5 cm, relative output factors for open fields and wedged factors is: \( N=136, \text{mean}=1.002 \pm 0.022 \) (one standard deviation). The checked beams are in the acceptance limit of ±5% during the reported period. The Quality Audit (QA) is a control of the Quality Control System (QCS). Therefore the QA should be expended by international and national organizations in the directions to cover the high requirements for accuracy by advanced modern radiotherapy techniques like as a complete PARSPORT QA process including both the dosimetry audit and pre-trial exercises leading to an IMRT credentialing program. [3]
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The International Atomic Energy Agency (IAEA), together with the World Health Organization (WHO) have been conducting postal TLD audit for verifying calibration of radiotherapy beams of linear accelerators and cobalt machines in developing countries for more than 40 years [1, 2]. Russia participates in this programme for ten years. During this time more than 100 radiology departments took part in TLD external audit, some of them more than once.

Unfortunately, only 69% of results are corresponding to the established acceptance limit of the relative deviation between the participant’s stated dose and the TLD determined dose (which is ±5%) for comparison with more than 90% of results within the 5% limit for other countries.

Dosimetry and Medical Radiation Physics Section in IAEA, which organizes this programme, analyzes TLD results together with information provided by the participants, that helps to trace the sources of discrepancy between the TLD measured dose and the user stated dose.

Unsatisfying results relate not only to wrong calibration of the machine. A lot of mistakes are caused by incorrect understanding of the irradiation procedure, for example wrong placement of dosimeters or confusion in definition of SSD/SAD. Other reasons are:

- incorrect calculation of the dose
- wrong data about characteristics of the machine or source
- obsolete dosimetry equipment
- huge amount of Co-60 units, which results are usually worse than linacs’
- insufficient knowledge of staff

In Russia, more attention should be paid to follow-up programme for hospitals, whose results were found outside the 5% range, especially as the IAEA experience shows the increase of dosimetry quality in developing countries exactly due to follow-up irradiation.

For the resolution of problems related to the radiotherapy beam calibration and for improving the quality of dosimetry in Russia at least two more points besides foresaid should be considered.

Practically no one uses new codes of practice based on standards of absorbed dose to water, although the proper implementation of dosimetric protocols would correct most of the mistakes. And at the same time Secondary Standart Dosimetiy Laboratories should be organized to apply and promote secondary standards in the calibration of dosimetry equipment and to maintain high level of dosimetric accuracy all over the country.

Using the conclusions of the IAEA/WHO TLD audit programme and making an adjustment to Russian reality the Association of Medical Physicists in Russia can create recommendations that will help to improve the quality of dosimetry in Russia.
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During 2008 and 2009, a method was devised for the collection of large scale patient dose data through means other than manual collection by radiographers [1]. Data was collected direct from the hospital Radiology Information System (RIS) and entered into a bespoke database system [2] for analysis. Mean doses were then compared with national diagnostic reference levels [3,4], and local diagnostic reference levels could be established.

Preliminary studies showed that although further work would be required with the data, clinical audit would be possible [5] and perhaps level A Quality Assurance (QA) tests would be possible. This paper will show how all the components from data collection to reporting of patient dose, clinical and QA audit fit together and would operate over a large number of hospitals, even at national or international level (Figure 1).

Whilst provision of data from RIS is a valid and working approach, it has been found that there is still the human element entering the data. For example, from a total of 58815 data records submitted, it was noted that 14.2% were of insufficient quality to audit further. This led to the investigation of data from other sources. Other studies have shown that data can be retrieved from the DICOM header of an image [6] and this method is currently being trialed in the North West of England.

Before data is entered into the database, it is error checked against a number of criteria. The first criteria is to confirm that all the basic data that is required to perform a patient dose audit is included [7]. In the case of RIS data, the statistics for the number of incomplete records can be reported to the department as part of clinical audit. A second form of filtration is then used to remove records where data is present but is clearly in error. A two stage approach is used whereby an upper limit of kV and mAs is chosen based on generator practicalities, and then Chauvenet’s criteria [8] is used to further refine the data. Again, the statistics are reported back to hospital management.

Following filtration, the data can then be used to perform patient dose audits both for comparison with national diagnostic reference levels and the establishment of local diagnostic reference levels. This has successfully been trialed in the North West of England [9] and a current study of 731,653 records is underway in addition to the service being rolled out to North Lincolnshire. A major RIS supplier in the UK has also been approached to collaborate in rolling this service out to a large number of hospitals in the UK by supplying data directly (Figure 2).

Preliminary and as yet unpublished work indicate that the data can also be used to fulfill national quality assurance requirements. Clinical examinations have been mapped to the equivalent QA test from IPEM 91 with the data from those examinations used as an indicator of equipment performance.

With this system in place, a number of large scale audits are possible that employ actual patient data. Use of DICOM will remove human element but where the human element cannot be removed, it is possible to audit the actual data entry process. QA is possible using the patient as the phantom. All of this will help medical physicists underpin radiology and demonstrate compliance with UK regulations [10,11].
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ARPANSA provides a megavoltage photon thermoluminescence dosimetry (TLD) audit service for radiotherapy providers in Australia. The service has been continuously offered since 2007 and has been run on a number of occasions prior to this. The main purpose of the audit is to provide an independent check of the reference dosimetry being performed in participating radiotherapy centres. Such checks are an important part of the quality assurance program for a radiotherapy provider. The audit results of centres whose dosimetry is based upon ARPANSA calibrated ionisation chambers is of interest to ARPANSA. It provides a check on the calibration factors being issued for secondary standard chambers assuming that the dosimetry protocol has been followed correctly.

The audit is based on the program which has been run by the IAEA/WHO for many years[1]. Participants are mailed a PMMA irradiation jig for simple experimental setup. The TLD material is LiF:Mg, Ti type TLD-100 (Harshaw). It is contained within polyethylene capsules of length 20mm and diameter 3mm. The irradiation jig is set up in the client’s water phantom and contains slots for simple positioning of the TLD capsules at depths of 5, 10 or 20cm. The centre is asked to deliver 2 Gy absorbed dose to water to the capsule in reference conditions (100cm SSD/SAD, 10cm x 10cm field size, 10cm (or 5cm) depth in water phantom). Centres can also perform beam quality measurements by irradiating two capsules at depths of 10cm and 20cm to provide a $D_{20,10}$ or $TPR_{20,10}$ measurement for constant SSD or SAD setup respectively.

The jig and the materials are then mailed back to ARPANSA and the dose to the capsules calculated using the following formula

$$D = M \cdot N \cdot f_{\text{fading}}, f_{\text{holder}}, f_{\text{energy}}, f_{\text{linearity}}$$

where $M$ is the mean of the TLD readings, $N$ is the calibration coefficient of the TLD powder, and the factors $f_{\text{fading}}, f_{\text{holder}}, f_{\text{energy}}, f_{\text{linearity}}$ are corrections for fading, TLD holder, energy correction and linearity correction respectively. Each capsule contains approximately 155mg of powder which corresponds to nine readings per capsule on a manual Teledyne System 310 TLD reader.

Twenty-four separate audits have been completed since 2007. Beam output measurements have been made on a total of 61 photon beams which is approximately 25% of all photon beams in Australia. Measurements have been made for energies from 6MV to 23MV with the most common being 6, 10 and 18MV. The results are shown in Figure 1. The average ratio of clinic stated beam output to ARPANSA measured beam output is 0.997. A total of 20 beam quality measurements have also been performed since 2007. The average ratio of clinic stated beam quality to ARPANSA measured beam quality is 1.014. Further investigation of the holder correction factors is being undertaken to investigate this deviation.
Almost all the results have been within the expanded uncertainty of the TLD method of 4.2% (k=2). The one outlying result was repeated with the subsequent measurement being well within the expanded uncertainty. The most recent results will have an uncertainty greater than 4.2% due to the calibration coefficient being determined using capsules irradiated by ARPANSA’s new linear accelerator. This was previously done using a Co-60 source however this was not available in 2010 due to a new Co-60 source being installed at ARPANSA. The most recent results show a trend above unity. Further results need to be obtained to determine whether this is a systematic shift or not.
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In 2008 the Netherlands Commission for Radiation Dosimetry (NCS) published a new code of practice (NCS-18\(^{[1]}\)) for the absorbed dose determination in high energy photon and electron beams. NCS-18 replaces NCS-2\(^{[2]}\) and NCS-5\(^{[3]}\) for absolute dosimetry of clinical photon and electron beams, respectively. In contrast to NCS-2 and -5, it is based on absorbed dose to water calibration coefficients in \(^{60}\)Co beams. Most radiotherapy centers in Belgium and the Netherlands are currently implementing NCS-18.

To monitor and verify the implementation of NCS-18, the Dutch Association of Medical Physics Engineers (NVKFM) in collaboration with the NCS established the NCS-subcommittee Dosimetry Audits. The aim of the audit is to verify local measurements of absorbed dose under reference conditions. Initially only clinical photon beams are being audited. In total 26 radiotherapy centers have been audited before the summer of 2010. In this study preliminary results of the audits until April 2010 are reported.

Measurements are performed for two or three photon beams at one linear accelerator at each center. The beam quality index and the absorbed dose to water are determined. Additionally, the correction factor for recombination for the audit chamber is measured in each photon beam. The beam quality index is used to calculate the beam quality correction factor, \(k_B\), according to NCS-18. The audit measurements are performed by an NCS audit team using dedicated equipment. The absorbed dose to water is independently determined for all selected photon beams by staff members of the radiotherapy centers using local measurement equipment. The audit equipment includes an electrometer (PTW TN10023 Weblime), a Farmer type graphite ionisation chamber (PTW TN30012) and a water phantom (PTW T41033 MP1). Furthermore a digital barometer, digital thermometers and a humidity sensor are used. All measurement equipment is repeatedly calibrated at VSL, the Dutch Metrology Institute. The bar graph below shows preliminary results of 29 photon beams measured in 12 radiotherapy centers using NCS-18. The audit results are given as relative deviations of the absorbed dose to water determined by local staff compared to the corresponding values determined by the NCS team. Each bar represents an interval of relative deviations (0.5 %) and the corresponding frequencies are stated.
The specification of the beam quality is divided in three ranges; low (4 and 6 MV), medium (10 MV) and high (15, 18 and 23 MV). Results with deviations smaller than 1.5% are considered acceptable. Deviations larger than 1.5% required immediate investigation by the audit team. The preliminary results show no deviations larger than 1.3% with respect to the audit measurements for NCS-18. At one institute, a deviation larger than 1.5% was found. This institute still used NCS-2, and is therefore not included in the graph. Additional measurements, performed by the institute, showed that PDD values, used for the measured energies, contained errors at larger depths. After implementing the correct PDD values the deviations from the audit were within 1.5%.

In conclusion, based on these preliminary results, the implementation of the NCS-18 code of practice for photon beams introduced no significant deviations in absolute dose determination. However, the audit did show that evaluation of local absolute dosimetry methods is necessary to ensure uniformity between institutes.

![FIG. 1. Binned results of the audit, showing the frequencies of deviations expressed as the measurement performed by the institute normalized to the reference measurement performed by the audit team.](image)
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Quality assurance and dose audits in radiotherapy application are important procedures for optimizing treatment and avoiding any undesirable consequences. Accurate dosimetry calculations as well as radiation dose distribution measurements are essential parts of treatment planning and outcome verifications [1]. Aiming to improve the accuracy and consistency of clinical radiotherapy dosimetry in hospitals worldwide, the International Atomic Energy Agency (IAEA), together with the World Health Organization (WHO) have been performing mailed thermo-luminescence dosimetry (TLD) audits in order to verify external beams calibration for radiation therapy departments in developing countries.

Taking part in this program, the National Radiation Metrology Laboratory (NRML), which is the Syrian SSDL, has initiated a pilot national programme of dosimetry audits that includes, in phase one, a few radiotherapy centers. The pilot programme will be expanded to the national programme to include all radiotherapy departments in Syria. Verifying the dosimetry and calibration methodology used for radiotherapy beams will be accomplished according to the IAEA-TECDOC-1543 [2]. This programme is composed of a planned on-site team visit (Quality Assurance Team in Radiation Oncology, QUATRO) to the radiation treatment centers in Syria and independent measurement of dose rate using transportable standard instrumentation kit.

The kit consists of a therapy ionization chamber together with an electrometer (dosimeter) type Unidos from PTW. It is also equipped with a water phantom $15 \times 15 \times 10$ cm$^3$ with a hole a depth $5$ g/cm$^3$ to place the ionization chamber. Other tools and measuring instruments such as a thermometer, barometer, accurate distance measuring device and a radiation survey meter are also included. The dosimetry system described above was firstly calibrated at the manufacturer accredited dosimetry laboratory with the calibration coefficient traceable to the BIPM. It was then re-calibrated in terms of air kerma [3] and absorbed dose to water [4] at NRML against our national reference standards. Calibration experimental results were used to obtain the following calibration factors:

$$N_K = 49.31 \text{ mGy/nC}$$
$$N_{D,W} = 52.81 \text{ mGy/nC}$$

As a first step, two $^{60}$Co radiation fields were checked using the standard kit. The absorbed dose to water was measured at a distance SCD = 100 cm with the field size $10 \times 10$ cm$^2$ and at $5$ g/cm$^2$ depth in water. The results of the dosimetry audits for both $^{60}$Co fields performed in the box phantom experiment are summarized in the following table.
Table 1: A comparison between the locally measured and the independently verified absorbed dose to water.

<table>
<thead>
<tr>
<th>Radiation Beam</th>
<th>Dose, $D_w$ [mGy]</th>
<th>$D_w$ measured in the audit [mGy]</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam1: $^{60}$Co</td>
<td>173.56</td>
<td>175.4 ± 2.1</td>
<td>0.989</td>
</tr>
<tr>
<td>Beam2: $^{60}$Co</td>
<td>270.81</td>
<td>272.7 ± 3.2</td>
<td>0.993</td>
</tr>
<tr>
<td>Beam3: 6 MV Linac</td>
<td>1000</td>
<td>988 ± 2.8</td>
<td>1.012</td>
</tr>
</tbody>
</table>

Ambient conditions that affect the measurements were also checked and a comparison between clinically used values and independently measured parameters were summarized for three main factors that is field size, temperature and air pressure, see table 2.

Table 2: Calculated differences in the measurement condition parameters for the studied beams.

<table>
<thead>
<tr>
<th>Radiation Beam</th>
<th>Field size differences [mm]</th>
<th>$\Delta T$ [°C]</th>
<th>$\Delta P$ [kPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam1: $^{60}$Co</td>
<td>1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Beam2: $^{60}$Co</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Beam3: 6 MV Linac</td>
<td>1</td>
<td>0.5</td>
<td>0.6</td>
</tr>
</tbody>
</table>

This audit programme is designed to cover all radiotherapy centers in Syria and it will be performed periodically with the possibility of being extended to twice a year test for each treatment beam.
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Testing, commissioning and validating an optically stimulated luminescence (OSL) dosimetry system for mailed dosimetry at the Radiological Physics Center
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Thermoluminescent Dosimetry has been used extensively by the Radiological Physics Center (RPC) for remote audits of standard output verification for photon beams and output and energy for electron beams. Lithium fluoride (LiF) TLD-100 disposable powder positioned in acrylic blocks has been used by the RPC for more than 30 years. With an acceptance criteria of ±5% for beam output and 5 mm for depth the RPC has evaluated treatment units on an annual or biannual basis. The accumulated data shows that the agreement between the measured dose versus that stated by the institutions has a standard deviation of 1.7% and under very controlled conditions the agreemen is within 0.7%.

The data from this experience provides a justification to use the dosimeter to flag units with beam output outside 5% although the system may be reliable within 3.5%, that is, two standard deviations from the average expected deviation. TLD powder has an expected uniformity of dose response better than 1.5%, a correction for nonlinearity of up to 10% over the range of 50 to 400 cGy, fading of the stored signal of up to 5.5% in 25 days and energy dependence that requires corrections of up to 7%. Under the best controlled circumstances the agreement between measured and predicted dose for a cobalt beam is better than 1%. The confidence on these results is maintained through a quality assurance program that includes readers, powder, sessions and customer results.

Optically Stimulated Luminescent (OSL) dosimeters have been previously used for personnel dosimetry and tested for dose measurements in the therapeutic range. The general characteristics of the microStar System™ with InLight™ dosimeters to use in the RPC mailed dosimetry program were studied with favourable results and a decision was made to purchase two readers and a batch of InLight nanoDot™ dosimeters, a smaller version of the previous design with the purpose of accepting, commissioning and validating it for regular use.

Acceptance of the system was subject to the condition that the performance of the system had to be at least as good as that of the TLD system.

Commissioning an OSL system included the design of a methodology to irradiate the dosimeters, the steps for a reading session, the criteria for the number of dosimeters to be read per session, readings per dosimeter, interspersing of "standard" and "control" dosimeters, important quality control steps, an algorithm to calculate dose, annealing and reading cycles and identification of the important properties of the dosimeters such as depletion, reader dependence, individual dosimeter correction factors, dose response characteristics, signal fading and energy/block corrections.

The validation of the process and an assessment of the accuracy of the system were performed through comparisons with TLD banking on our long experience with the latter. TLD and OSL were irradiated sequentially multiple times with photon and electron beams for a range of energies at our own facility as well as at several other institutions. The results from both dosimeters were compared.
Results are presented detailing the dose calculation algorithm, the signal depletion, linearity, fading and energy corrections for OSL, the reading procedures and the calculated levels of agreement between OSL and TLD measurements as well as ion chamber measurements obtained through the validation process performed at eleven test institutions and at the MD Anderson Cancer Center for photon energies (\(^{60}\)Co-23MV) and electron energies (5-23MeV).
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A system for mailed dose revision in radiotherapy using lithium formate EPR dosimetry
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With an increasing complexity in radiotherapy techniques, the need for independent dose revisions has increased. This work presents a system under development for mailed dose revision of the complete radiotherapy treatment chain. The intention is to create a means to check the whole chain from CT-scanning, via contouring and dose planning, to positioning and treatment. The system includes a semi-anthropomorphic PMMA phantom (diameter: 20 cm) relevant for the head-and-neck region. Pellet shaped dosimeters can be placed in various positions in the phantom using PMMA tubes prepared by the sending institute. The phantom contains PMMA inserts corresponding to tumour, parotis and medulla in order to make these volumes easily distinguishable for contouring. It also contains inhomogeneities of both Teflon, corresponding to the spinal column, and air. The air cavity can be filled with a plug of foam plastic with density 0.14 g/cm\textsuperscript{3} to mimic lung tissue. A transversal slice of the phantom is shown in figure 1.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{phantom_slice.png}
\caption{Transversal slice of phantom for mailed dose revision}
\end{figure}

The dosimeters intended for this dose revision system are pellets (diameter 4.5 mm, height 5 mm) made of lithium formate \cite{1}, which are analysed by means of electron paramagnetic resonance, EPR. When lithium formate is irradiated, radicals with a net electron spin are formed. The crystalline structure of the material makes the radicals stable over time and the radical concentration, which is recorded by means of EPR, is proportional to the absorbed dose in the material. Signal stability makes EPR dosimetry attractive for use in mailed dose revisions since it eliminates the need for thorough time schedules as required using thermoluminescence (TL) dosimetry systems. The linear dose response of EPR over a wide dose range (0.2-1000 Gy) is another advantage over TL dosimetry that shows a supralinearity starting around 1 Gy.
The sensitivity is lower with EPR than with TL dosimetry, but doses above 2 Gy are sufficient to reach an uncertainty level below 3% ($k=1$). When irradiating a phantom, doses higher than those used clinically can be used in order to lower the uncertainty level. Lithium formate has a higher sensitivity than the more commonly used material alanine, and is more tissue equivalent regarding density and energy absorption properties. In recent years, EPR dosimetry with lithium formate has been employed for clinical applications, both in external beam therapy [2,3] and in brachytherapy [4].

The described system has been tested locally in a MSc project [5]. The phantom was CT scanned and the reconstructed and measured volumes were compared. They agreed within 2.5% for smaller structures and within 5% for larger structures. The phantom and the structures were contoured in the treatment planning system (Varian, Eclipse) and a dynamic IMRT plan giving 5 Gy to the target was created. The plan consisted of seven coplanar 6 MV fields and was delivered with a Varian, Clinac iX accelerator. The dose was measured in seven locations: three points in the target, one in each parotid, one in the medulla and one in the air cavity. The measured doses agreed with the planned within 4% for all locations except the air cavity.

The work will continue with a regional dose revision including the Swedish radiotherapy clinics in Linköping, Jönköping and Kalmar. The three sites represent three types of clinics: a clinic at a university hospital, a clinic at a regional hospital and a small local clinic. The system, including standardized treatments, needs to be adapted to fit all three types. Further testing and evaluation of the system is also needed and a thorough instruction for the users must be written. The long term aim of this work is to introduce EPR dosimetry as a standard method for independent dose revision in Sweden.
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Development of guidelines for the use of IMRT and IGRT in clinical trials
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Intensity Modulated Radiation Therapy (IMRT) [1] and/or Image Guided Radiation Therapy (IGRT) [2] are included in an increasing number of clinical trials in radiotherapy. Their inclusion in a trial may be incidental, it could be essential for achieving the objectives of the trial or IMRT and/or IGRT could be part of the trial question itself. In any case, both technologies are complex and it is likely that different centres use different equipment and different approaches for IMRT and IGRT. It is therefore essential to provide guidelines for the inclusion of these techniques in clinical trials in order to standardise its use. The aim of the present work is to describe the efforts of the Trans-Tasman Radiation Oncology Group (TROG) (www.trog.com.au) to develop guidelines for the use of IMRT and IGRT in clinical trials including physical dosimetric assessments for credentialling of participating centres.

Both, IMRT and IGRT are considered in multidisciplinary working parties comprising radiation oncologists, radiation therapist (RTTs) and medical physicists. In addition to this membership in the working parties allows for regional representation and aims to ensure expertise with all relevant technology is available, leading to a group size of approximately 10 to 15 members, who meet mostly by teleconference and e-mail exchange. The aim is to produce a set of documents which can be used by trial proponents to ensure the advanced technology is included appropriately into the protocol. As such the groups are developing a framework for inclusion of advanced technology into clinical trials rather than performing actual measurements. It is up to the trial management committee for each individual trial to select the appropriate elements of the framework and determine the required QA procedures to support the trial question.

The IMRT working party was founded in 2007 while the IGRT working party commenced its work in 2009. Both groups report to the TROG Board via the Quality Assurance Development Group which is charged with overseeing all quality assurance activities of the clinical trials group including dosimetric intercomparisons using relevant anthropomorphic phantoms.

The IMRT working party has produced a number of documents to support trial investigators:

- A guidelines document that includes guidance for credentialling of participating centres, case review requirements (real time and final) and quality assurance advice
- Samples for relevant protocol sections
- A sample for a facility questionnaire

Key elements are the inclusion of at least one RTT and physicist in the trial management committee, a requirement for credentialling that includes physical measurements and test plans, and the need to perform real-time review of plans. At the moment, the recommended physical measurements are based on passing an independent level III dosimetric test with an anthropomorphic phantom that verifies the whole treatment chain from imaging to planning and delivery [3]. Several trials are supported in this way including a trial of hypofractionated radiotherapy for prostate cancer (http://www.clinicaltrials.gov/ct/show/NCT00304759, PROFIT) where ion chamber and radiochromic film measurements were performed using a customised anthropomorphic pelvis phantom [3]. More than 12 facilities are credentialled to date using a 5% dose and 3mm distance to agreement criterion.
In order to reduce workload and streamline procedures this dosimetric assessment is also accepted as credentialling requirement for the use of IMRT in a trial on adjuvant versus early salvage radiotherapy for post-prostatectomy patients (RAVES, TROG 08.03, compare www.trog.com.au).

The IGRT working party aims to produce similar documents and is also in the process of developing fact sheets of selected image guidance options. It was felt that this was required as the variety of image guidance solutions available makes it unlikely that an investigator is familiar with all of the approaches. The IGRT group is also concerned with defining training requirements for RTTs who perform image guidance procedures on a daily basis [4].

In Australia and New Zealand, the home countries for TROG, dosimetric intercomparisons have traditionally been performed during site visits [5]. The guidelines reflect this practice. As several of the trials involving IMRT and/or IGRT introduce technology which may be new in participating centres (eg TROG 09.02 studying extracranial stereotactic radiotherapy for lung cancer and TROG 10.01 aimed at determining the feasibility of adaptive radiotherapy for bladder cancer – details at www.trog.com.au), the site visit also offers an opportunity to clarify technical questions. Of particular interest is the extension of phantom dosimetric measurements to diagnostic procedures, a process that is currently under development for adaptive radiotherapy using TLDs.

The working parties also advise TROG on appropriate physical phantoms that can be used for credentialling of centres. Initial feedback from investigators has been positive and it is hoped to extend the range of documentation in the future to other technologies such as motion management.
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TLD postal quality audits for radiotherapy dosimetry in Cuba: Past, present and future developments
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Since 1999, the Secondary Standard Dosimetry Laboratory (SSDL) of Cuba has established a TLD postal dose quality audit service for $^{60}$Co beams in reference conditions for radiotherapy centres in the country. In addition the SSDL of Cuba has been involved in the audits programme through IAEA/WHO TLD postal dose quality audit activities for SSDLs and since 2001 the TLD dose comparison results, all results are within the 3.5% acceptance limit. Under IAEA Co-ordinated Research Project (CRP) E2.40.07 "Development of a Quality Assurance programme for Radiation Therapy Dosimetry in Developing Countries a National External Audit Group in Radiotherapy (EAG) was constituted to performing quality audit for radiotherapy dosimetry, whose aim is to ensure adequate precision in the dosimetry of clinic beams. The EAG is composed of experts from the National Control Center for Medical Devices (CCEEM), as the regulatory entity for the control and supervision of the medical devices in the country, from the Institute of Oncology and Radiobiology (INOR) and other hospitals representing the National Group Oncology (GNO) and from the Cuban SSDL-Measuring Center (CPRH). Under CRP mentioned above 100 microrods (TLD-100) type 1152F made in China were characterized. The methodology for the characterization of the 100 microrods, the TLD system used respectively and the results obtained has been explained in detail in the reference [1].

During 2002-2006, Cuba participated in the IAEA CRP (E2.40.12) for to extend the scope of activities of the EAG from TLD audits in reference conditions, i.e simple TLD checks of radiotherapy beams calibrations, to complex audit measurements in a variety of clinically relevant irradiation geometries, i.e. in non-reference conditions. At the same time, the work of EAG was consolidated. During 2003-2004 a number of TLD capsules were interchanged between the Cuban SSDL and the IAEA Dosimetry laboratory in the so called “blind test” in order to verify the calibrations of the Cuban TLD system for $^{60}$Co. The Cuban SSDL used TLD in the form of microrods by using the same procedure performed in the previous CRP E2.40.07. The plastic capsules for irradiation at radiotherapy levels are filled with 3 microrods each, providing 3 readings from each capsule as described in [2]. To reduce the uncertainty declared to be around 2.5%, the Cuban TLD laboratory TLD powder was implemented. For that reason a fellowship was executed. From January/2005 to July/2005 a training on “Thermoluminescent Dosimetry techniques for quality audits in radiotherapy” was carried out at the IAEA’s Dosimetry Laboratory Unit, Seibersdorf for to assimilate the methodology for execution of TLD dose quality audits for external radiotherapy beams, using powder TLD. As part of this project, a lot of approximately 50 g of LiF powder, type TLD-100 (Harshaw) was characterized. The TLD dosimeters consist of about 165 mg of LiF powder filled into a watertight polyethylene capsule with dimensions of 20 mm inner length and 3 mm inner diameter. A HARSHAW 2000C/B manual reader is used for the measurements. The Cuban Measuring Center (MC) SSDL took part in a blind test intercomparison of their TLD system with the IAEA. This external trial took place on 29 November 2005, when 18 polyethylene capsules filled with approximately 165 mg of annealed LiF powder, type TLD-100, were irradiated using the IAEA’s Co-60 beam. A set of 15 capsules were irradiated for calibration propose with doses between 1.5 and 2.5 Gy; the others 3 capsules (#16 to #18) were irradiated with unknown dose to test our accuracy in the dose determination. On 26 January 2006, the MC-SSDL sent a message with the results obtained from readouts of the TLDs irradiated by the
IAEA. After that the IAEA sent an encouraging message with the value of the dose delivered to these capsules, shown in Table 1. The uncertainty in the TLD measurement of the dose is 2.2 % (1 standard deviation). The results within 2 % are considered fully acceptable. These results showed that the TLD system was satisfactory for the external audit purposes. The description of the methodology and the global results obtained are detailed in [3].

At the present the Cuban SSDL a new TLD manual reader analyser TL-RA-04, a TLDO annealing oven controlled by a programmable microprocessor, a powder dispenser and electronic precision balance were acquired under IAEA Technical Co-operation Project CUB6017 “Quality Assurance in Measurements and Calibration for New Medical Technologies in Cuba”. At the moment of writing the present paper a lot of LiF powder, type TLD-100 is being characterized and the parameters of the TLD system are being studied. We have planned to participate in the so called “blind test” in order to verify the calibrations of the Cuban TLD system for $^{60}$Co for next June.

For the future work is intended to extend the TLD postal dose quality audit service for $^{60}$Co beams in reference conditions to photon and electron beams in non-reference conditions on-the beams axis for all radiotherapy centre in the country. Later, extend for photon beams in non-reference conditions off axis.

Actually, there are 13 high energy radiotherapy units in Cuba to cover a population of about 11 million habitants. There nine $^{60}$Co machines and 3 recently linear accelerator with the capability for new treatment techniques such as intensity modulated radiotherapy (IMRT). IMRT requires very complex dosimetry, QA and verification. For that reason in the future immediate is to develop and make available a methodology for dose measurements of complex radiotherapy parameters used in cancer treatment. This will include TLD based dosimetry irregular MLC field for conformal radiotherapy, for heterogeneous situations, and for small MLC shaped field relevant to stereotactic radiotherapy and applicable to dosimetry for IMRT.

<table>
<thead>
<tr>
<th>Capsule N°</th>
<th>Dose measured by MC-SSDL ($D_{TLD}$ (Gy))</th>
<th>Dose deliveries by IAEA ($D_{IAEA}$ (Gy))</th>
<th>Discrepancies $D_{TLD}/D_{IAEA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1.964</td>
<td>1.939</td>
<td>1.013</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Table 1. Results of external trial with IAEA*
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This work has been performed within a framework of an IAEA Coordinated Research Project “Development of quality audits for radiotherapy dosimetry for complex treatment techniques”. The purpose of the dosimetry audit exercise described below was to test the procedures for audit of radiotherapy fields shaped with a multileaf collimator (MLC). The MLC audit procedure testing consisted of two parts including dosimetry verification (with ionization chamber in a solid phantom) of a sequence of MLC field arrangements and participation in an IAEA multicentre pilot study to test TLD audit procedures for these fields. Seven MLC shaped fields including the reference field, small square, circular, inverted “Y”, irregular field without and with wedge (30\(^\circ\)), and a small rectangular field were included for 6 MV and 18 MV beams from a Varian linac. The solid water phantom was CT scanned and the image was imported to the treatment planning system (Eclipse 7.3). The number of MU was calculated using pencil beam convolution (PBC) in Eclipse to deliver 2 Gy to the point of interest located at the isocentre, at a 10 cm depth.

The exercise was repeated using water phantom where doses were measured using an ionization chamber (0.65 cc) at 10 cm depth in water for the same 7 fields shaped with MLC for 6 MV and 18 MV beams. Similarly, the number of MU was determined by TPS to deliver 2 Gy to the point of interest. Following the ionization chamber measurements, TLDs were placed in a water phantom for irradiation with MLC shaped fields using the same 6 MV and 18 MV beams. The centre of TLD capsule was located at 10 cm depth in water and the holder was provided by IAEA together with TLDs. The irradiation details were recorded in datasheets specially developed for this MLC audit and TLDs were returned to the IAEA for evaluation. The results are shown in Table 1.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
Field No. & MLC Field & Field size (cm) & \textbf{D\textsubscript{IAEA}} (Gy) & \textbf{D\textsubscript{TPS}} (Gy) & & & \\
\hline
& & 6MV & 18MV & 6MV & 18MV & 6MV & 18MV & 6MV & 18MV \\
\hline
1 & reference condition & 10\times10 & 1.996 & 2.080 & 2.000 & 2.000 & 0.2 & -3.8 \\
2 & Small square MLC & 5\times5 & 2.056 & 2.010 & 2.000 & 2.000 & -2.7 & -0.5 \\
3 & MLC “Circular” field & 5.6 & 2.050 & 2.046 & 2.000 & 2.000 & -2.4 & -2.2 \\
4 & Inverted “Y” MLC & 15\times10 & 2.036 & 2.034 & 2.000 & 2.000 & -1.8 & -1.7 \\
5 & Irregular MLC field & 10\times7.5 & 2.032 & 2.027 & 2.000 & 2.000 & -1.6 & -1.3 \\
6 & Irregular MLC & 10\times7.5 & 2.010 & 2.051 & 2.000 & 2.000 & -0.5 & -2.5 \\
7 & 30\(^\circ\) wedge & & & & & & & \\
8 & reference condition & 3\times5 & 2.033 & 2.067 & 2.000 & 2.000 & -1.6 & -3.2 \\
9 & & 10\times10 & 2.049 & 2.005 & 2.000 & 2.000 & -2.4 & -0.2 \\
\hline
\end{tabular}
\caption{The results study of MLC fields for photon beams}
\end{table}
Following the IAEA multicentre pilot study, the MLC audit methodology was tested in trial TLD run China involving the TLD laboratory at the National Institute for Radiological Protection (NIRP) and five radiotherapy centres to whom TLDs were sent together with Chinese adaptation of TLD instructions and data sheets. The purpose of this exercise was to review the newly developed dosimetry audit methodology in the local conditions and implement improvements, where appropriate, before extending the MLC audit to a larger number of hospitals in China. As per the MLC auditing procedure, during the TLD trial run, hospitals irradiated TLDs provided by the NIRP laboratory with 7 MLC fields with 2 photon beams each, using the beam qualities of 6 MV, 10 MV and 18 MV. The TLD holder from the IAEA was used for these irradiations. On this occasion, the absorbed dose was verified using 0.6 cc, 0.015 cc, 0.3 cc ionization chambers for each of the MLC shaped fields at 10 cm depth in water, at SAD=100 cm or SSD=100 cm, depending on the usual hospital practices. For the dose determination, either TRS 277 or TRS 398 Codes of Practice were used by the hospitals. The irradiated TLDs were returned to the NIRP TLD laboratory for evaluation together with the data sheets where TPS doses were reported. The results are presented in Figure 1, in terms of the relative difference between the TLD determined dose and TPS calculated dose.

![Figure 1](image)

**FIG 1.** The results of the trial TLD audit performed with 5 Chinese hospitals for shaped MLC fields for high energy photon beams.

Altogether, the total number of measurement points was 80 in this trial run. The mean of the results distribution in terms of $D_{\text{NIRP}}/D_{\text{user}}$ was 0.988, and the standard deviation was 0.024. Approximately 94% of results were within the acceptance limit of 5%.
Development of national TLD-audit network in Ukraine for postal quality control of radiotherapy dosimetry
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In accordance with the recommendations of International Commission on Radiation Units and Measurements for effective radiotherapy and prevention of radiation effects the maximum discrepancy between stated and delivered absorbed dose in tumor does not exceed ± 5 %.

In Ukraine the quality control of main radiation parameters of radiotherapy units are carried out by metrological services not less than once per 2 years in accordance to operative State Standard 23154-78. The medical physics of oncological hospitals have to carry out a current control of radiation beam calibration using own clinical dosimeters once per quarter. But the most of radiotherapy departments in Ukraine (65 %) have the old clinical dosimeters (type 27012 or VAJ-18), and only 28 % of hospitals have the modern clinical dosimeter UNIDOS. So it is very important for Ukraine to organize the independent external quality audits of the calibration of high energy photon beams in radiotherapy.

In 1998 Ukraine has been involved in the IAEA/WHO TLD postal dose quality audit for developing countries. The Grigorev Institute is the co-ordinator of this programme in Ukraine. During 1998-2009 the 182 radiation beam checks for 79 radiotherapy units of 36 radiotherapy departments were carried out. In view of the fact that the participation of hospitals in IAEA/WHO TLD-audit was voluntary and confidential about 25 % of radiotherapy centers have been never took part in this programme.

Unfortunately the results of IAEA/WHO TLD dose audit of hospitals-participants showed not satisfactory results. So after first stage of TLD-audit only 50-75% (in different years) of radiation beams (average – 64,5%) were within the acceptance limit of ± 5%, and for 10-15 % of radiotherapy beams errors of dose calibration were outside ± 10%. After two stages only 70-89% (average – 77,6 %) of radiotherapy beams were in the acceptance limit of ± 5 %.

At present thank to technical and methodological support of IAEA Ukraine has a possibility to organize the national dosimetry network for the quality control of radiotherapy beam calibration.

In frame of IAEA TC-project the Dosimetry Laboratory of Grigorev Institute for Medical Radiology had received the PCL3 TLD automatic reader, lithium fluoride (LiF) powder, polyethylene capsules and holders. The standardized IAEA methodology of TLD-audit was studied and implemented. According to this methodology every year the calibration and the external quality control of TLD-system (the reference and ‘blind’ check irradiations TLDs in $^{60}$Co beam in absorbed dose units) are provided by Primary Standard Dosimetry Laboratory of National Center of Metrology (Kharkov, Ukraine).
In 2008-2009 the Dosimetry Laboratory of Grigorev Institute carried out the trial TLD-audits for 8 radiotherapy beams of 5 hospitals. As in the case with international TLD-audit the prepared TLDs were sent to hospitals with instructions and data sheets. The medical physics of radiotherapy departments were requested to irradiate TLDs a water phantom in reference conditions using irradiation techniques of hospital normal practice. The dose to water at the position of the TLD-capsule should be calculated in the same way as for patient treatments. The results of trial TLD-audits of our Dosimetry Laboratory (determination of absorbed dose to water) were in good agreement with the results of IAEA TLD-audit for the same hospitals: (discrepancy was less 2%).

The main reasons for deviations outside acceptance limits were analysed due to on-site visits to some hospitals and phone connection with medical physics. It showed that there are the inadequate states of radiotherapy units and clinical dosimeters in hospitals; the mistakes of medical physics in dose calculations (percentage depth dose, misunderstanding of applied correction factors) and absence of qualified medical physics in clinics; the using of old methodology of absorbed dose estimation in tissues; the absence of national dosimetry protocol, etc.

At present the set of necessary documents for approval of legal status of the Center of National TLD-audit is in process of agreement with Authority. The organization of national TLD network will make available the postal dose audit of all radiotherapy.
Development of TLD audits for radiotherapy dosimetry in Argentina
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Since 1978 the Regional Reference Center for Dosimetry in Argentina (Secondary Standard Dosimetry Laboratory belonging to the IAEA-WHO SSDLs Network) has been performing a dose intercomparison programme for cobalt 60 therapy units operating in the country. Applied methodology was similar to that of the IAEA TLD audit service and the dose at a reference point on the radiation beam axis was checked by this programme. The results of this audits showed that dose deviations obtained were within the acceptance limits.

In the frame of the first Co-ordinated Research Programme CRP E2.40.07 “Development of a Quality Assurance Programme for Radiation Therapy Dosimetry in Developing Countries”, conducted during 1995-2001 to assist IAEA Member States, Argentina developed a National Programme for TLD based QA audits in radiotherapy dosimetry to assure proper calibration of radiotherapy beams. Procedures and instructions to organize and perform TLD audits for Cobalt 60 machines and LINACs were written.

A new CRP, CRP E2.40.12 “Development of TLD-based Quality audits for Radiotherapy Dosimetry in Non-Reference Conditions” extended the scope of activities of the national External Audit Groups (EAGs) from TLD audits in reference conditions, to complex audit measurements in a variety of clinically relevant irradiation geometries, i.e. in non-reference conditions.

The External Audit Group in Argentina is composed by the SSDL, belonging to the National Atomic Energy Commission, and two medical physicists of the same Institution who are working at the Radiation Therapy Department in the “Angel Roffo” National Institute of Cancer Research and Treatment. The EAG organizes and carries out TLD external audits in reference and non-reference conditions on axis, in the central point of a beam for high energy photon beams. In the frame of the IAEA Technical Cooperation Project ARG/1/027 an automatic TLD reader, PTW FIMEL PCL3, was installed in year 2004.

In the frame of the IAEA CRP E2.40.12 “Development of TLD based Quality Audits for Radiotherapy Dosimetry in Non-Reference Conditions” these tasks were performed:

- TLD AUDITS ON PHOTONS (Co-60 AND HIGH ENERGY X RAYS):
  - STEP 2a: REFERENCE AND NON-REFERENCE ON AXIS BEAM
  - STEP 3a: REFERENCE AND NON-REFERENCE OFF-AXIS
- TLD AUDITS ON HIGH ENERGY ELECTRON BEAMS: STEP 2b: REFERENCE CONDITIONS

Routine audits for step1 (high energy photon beams under reference conditions) and step 2a were performed using the new TLD system. Pilot audits for step 2b and step 3 were carried out, with very good results.

General policies for quality audit have been adopted and new centres were checked under reference conditions as first step of quality audit. Follow-up TLDs were sent for measuring only those parameters where a large deviation was found. Efforts were taken (and still will be taken) to improve relationships with the oncologists.
Nowadays the situation in Argentina about Complex Treatment Techniques is the following: more and more linear accelerators are being installed (photon an electron beams). The TLD service therefore, is being expanded accordingly by providing calibration checks for high energy X-ray and electron beams under non-reference conditions.

All the centers with cobalt units perform 2D dosimetry; about 70% of the centers perform 3D dosimetry. Almost all of the centers with LINACs have TPS 3D.

During the following years, more machines will be installed with the capability for new treatment techniques such as intensity modulated radiotherapy (IMRT), and multileaf colimators.

Argentina has joined a new IAEA CRP “Development of Quality Audits for Radiotherapy Dosimetry for Complex Treatment Techniques” to manage audit new complex machines in the future.

There will be three audit steps involved in this CRP: dosimetry of MLC-shaped irregular fields, dosimetry in the presence of heterogeneities and 2D dosimetry of small MLC shaped fields. The action plan for each audit step will involve a feasibility study, a multi-centre pilot study and a trial audit run with a few local hospitals. First step will be completed by the end of this year.
Use of an anthropomorphic phantom to improve the external beam audits in radiotherapy
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The Cuban National audit program in radiotherapy is based on systematic on-site visits to the radiotherapy services. During the visit not only the whole radiotherapy process is reviewed but also some pre-defined dosimetry test cases are measured. This is a valuable tool to detect any significant discrepancy between prescribed and delivered dose. At the present stage these measurements are performed in non-reference conditions.

In 2006 we received a CIRS thorax phantom through an IAEA Technical Cooperation Project. This phantom allows absolute and relative measurements with Ion chamber in different drilled positions. Since 2006 this phantom have been used intensively in the National Audit program and during the clinical commissioning of the recently acquired technology, mainly when testing treatment planning systems (TPS).

Radiotherapy centers with high energy photon beams were audited and contributed with the following energies: Co-60, 6 MV and 15 MV. Four different TPSs were included in the study to calculate irradiation parameters and doses for the test cases: AMEPLAN (in-house), NUCLETRON Theraplan Plus, ELEKTA Precise Plan and WIN-PLT. During all the visits the measurements were acquired by the auditing team using the anthropomorphic CIRS phantom, a semiflex PTW 31010 and a PTW UNIDOS electrometer.

The set of test cases was adopted from those proposed by IAEA in the report TRS 430 and adapted according to our experience.

The four test cases are relative measurements able to detect problems in the whole treatment chain. They can be divided into the following categories:
• Mechanical problems inherent to the treatment unit
• Patient data acquisition (CT)
• Input data in the TPS. (PDD, profile, output factors, wedge factors, etc.)
• Calculation algorithms, tissue inhomogeneities, lateral dispersion approximation, block transmission, field shape considerations, etc.
• Data transmission/communication between the TPS and the treatment machine.
• Human error during planning
• Human error during positioning and immobilization

Description of test cases

Case 1 Output, 10x10 cm field. SSD set up. Gantry 0° to check in reference conditions and PDD curve. Measurements in holes 1, 3, 5, 9 and 10 of the phantom

Case 2. Tangential fields to verify wedged fields, off-axis profiles and the lack of lateral dispersion in the frequent tangential breast fields. A lateral beam of 10Wx15 with gantry 90° and collimator of 270° is used. Measurements are performed in holes 1 and 3 of the phantom
Case 3. Four fields box (isocentric) to verify the planning of the common four fields box with heterogeneities. Measurement are performed in the holes 5, 6 and 10 of the phantom.

Case 4. Irregular fields to verify lateral scatter and estimate the dose below the block. Measurement are performed in the holes number 2, 3 and 8 of the phantom.

The discrepancies found between the prescribed and measured dose were due mainly because one TPS do not consider the lack in lateral dispersion and for that reason the results of the calculations failed in complex situations. Based on this finding this TPS is being gradually replaced. The results of this pilot testing are shown in Fig.1.

\[\text{FIG 1. Discrepancies between measured and prescribed doses per hole per test case according to the TPS used.}\]

Since its implementation 10 years ago the external audit system for radiotherapy beams in non reference conditions has brought an improvement in the clinical aspects of the treatments, the radiation protection of patients and in the quality controls.
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The IAEA/WHO postal dose audits for radiotherapy using thermoluminescence dosimetry (TLD) have been in operation for more than 40 years [1]. In this period the IAEA/WHO service performed dosimetry audits of high energy photon beam calibrations in approximately 1700 hospitals in 120 countries. Based on the TLD audit results and the information provided in TLD data sheets by participating hospitals it was possible for the IAEA to overview basic dosimetry practices in developing countries [2]. The present paper analyses the TLD audit data from the last 10 years.

Datasheets from the IAEA/WHO TLD audits performed in radiotherapy hospitals in developing countries in 2000-2009 were analysed. During this period the number of beams checked was 4266. Of these 2355 were from linacs and 1911 were from Co-60 machines. These were from 1053 hospitals in 98 countries in Africa (AF), the Eastern Mediterranean (EM), central and Eastern Europe (EU), Latin America and the Caribbean (AM), Southeast Asia (SE) and the Western Pacific (WP). Out of all the participants, 689 hospitals were new to the service.

The fraction of TLD results within the 5% acceptance limit was 0.89 for all hospitals. Approximately 0.92 of beams audited were from old participants and 0.80 from new hospitals were within the acceptance limit of 5%.

Table 1 shows fraction of results with discrepancies that occurred in TLD audits in the last 10 years for linacs and Co-60 units. It can be seen from Table 1 that the calibrations are more accurate for linacs (0.06 results outside the 5% limit) than for Co-60 beams (0.18 results outside the 5% limit). About 60% of these discrepancies were corrected in the follow-up process.

\[
\begin{array}{lcc}
\text{Co-60 beams} & \text{High-energy x-ray beams} \\
\hline
\text{Number of beams} & 1911 & 2355 \\
\text{Fraction of results outside the 5\% limit:} & 0.18 & 0.06 \\
\quad > 20\% & 0.03 & 0.01 \\
\quad 10-20\% & 0.06 & 0.01 \\
\quad 5-10\% & 0.09 & 0.04 \\
\end{array}
\]

Table 2. Ratio of TLD measured dose to the dose stated by the users, \( D_{\text{TLD}}/D_{\text{stat}} \) and standard deviation of the results distribution grouped according to the dosimetry CoPs used by participants in TLD audits in 2000-2009.

\[
\begin{array}{lcc}
\text{CoP used} & \text{Number of beams} & \text{Mean } D_{\text{TLD}}/D_{\text{stat}} & \text{SD (\%)} \\
\hline
N_{\text{Dw}} & 1798 (12)* & 1.003 & 2.5 \\
N_{\text{k}} & 1128 (10) & 1.006 & 3.3 \\
N_{\text{x}} & 327 (6) & 1.020 & 4.8 \\
\text{Incomplete data sheets} & 124 (1) & 1.021 & 5.5 \\
\text{No dosimetry data} & 823 (37) & 1.011 & 5.1 \\
\end{array}
\]

*66 deviations greater than 20\% were excluded from the statistics, 37 of which were from the group with no dosimetry data. The number excluded in each set is shown in brackets.
Some of the datasheets were returned to the IAEA with empty or incompletely filled sections related to ionization chamber measurements and also information on the dosimetry code of practice (CoP) used. In most cases this reflects lack of dosimetry equipment or absence of a medical physicist to carry out the measurements. Results from participants with empty datasheets show that only 0.76 of the results were within 5% compared to 0.93 from participants with all the data correctly filled in. The statistical evaluation of the distribution of results (in terms of the ratio of measured TLD dose to stated dose, $D_{\text{TLD}}/D_{\text{stat}}$) for hospitals using different dosimetry CoPs is given in Table 2. The results for $N_{D,\alpha}$-based CoPs, such as TRS-398 [3], show the smallest spread of the results whilst results from participants with empty or incompletely filed data sheets have the largest standard deviation (see Table 2).

The data reported by the participants also show that there has been a substantial increase in the use of $N_{D,\alpha}$-based CoPs as illustrated by in Figure 1. The figure shows that over the last 10 years there has been an increase from only 14% in the period 2000-2001 to 85% of the participants in 2008-2009. Today, in most regions, dosimetry codes of practice used for beam calibrations are based on absorbed dose to water or air-kerma standards. However in WP, 32% of the hospitals are still using outdated protocols based on exposure standards ($N_X$). In AM and EU, nearly 30% of the hospitals provided no or incomplete dosimetry data.

![FIG. 1: Percent of the participants of the TLD audits that used different codes of practices for radiotherapy beam calibration in 2000–2009.](image)

To conclude, this analysis shows that results from linacs are significantly better than those for Co-60 beams. It is also clear from the results that hospitals using modern codes of practices have better results when compared with those using outdated codes of practices and participants who provide inadequate dosimetric data. These results demonstrate a clear need for training medical physicists and the importance of having basic dosimetry equipment in order to give confidence that all centres are providing safe and accurate doses to patients.
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For several years the IAEA has encouraged and supported the development of methodology and establishment of national TLD-based quality audit networks for radiotherapy dosimetry. The main motivation was to extend the availability of radiotherapy dosimetry audits to as many radiotherapy centres as possible throughout the world. National auditing activities complement the IAEA/WHO TLD postal dose audit service that has been provided by the IAEA Dosimetry Laboratory to 120 countries worldwide. Thanks to the national developments, the IAEA can cost-effectively utilize its resources and focus on the provision of dosimetry audits to these centres in low and middle income countries that do not have, other than the IAEA access, to the dosimetry audit.

A series of three Co-ordinated Research Projects (CRPs) has been conducted by the IAEA as of 1995 to assist its Member States to develop such national programmes. The first CRP started from beam calibration audits in reference conditions [1]. This development was then extended for audits in non-reference conditions [2] through a second CRP. The third CRP was initiated in 2009 with the aim of expanding the dosimetry audit tools to be suitable for complex treatment techniques used for treatment of cancer patients. New procedures are being developed that address more complex irradiation techniques and the participating national audit networks are incorporating in their programmes procedures for checking hospital dosimetry for these techniques. The scope of the dosimetry parameters included in the audit corresponds to the demands of evolving complexity of radiotherapy.

Specifically, the programme of dosimetry audits developed within these CRPs involves six steps that are implemented progressively, from simple to more complex conditions in geometries closer to the dose delivery to the patient. They are as follows:

STEP 1. Beam output in reference conditions, high energy photons.

STEP 2. Dose in reference conditions and in non-reference conditions on-axis:
   a) high energy photons
   b) high energy energy electron beams, at the reference depth.

STEP 3. Dose in reference conditions and in non-reference conditions off-axis for open and wedged fields, high energy photons; part 1: symmetric fields, part 2: asymmetric fields.

STEP 4. Dose for irregular fields shaped with an MLC, high energy photons.

STEP 5. Dose in the presence of heterogeneities, high energy photons.

STEP 6. TLD and film 2D profile for small photon MLC shaped field sizes.

The IAEA Dosimetry Laboratory has actively participated in the experimental part of the programme above, developed new phantoms and conducted multicentre pilot studies to test the newly developed methodology.
The results of the recently performed such a multicentre pilot study for the audit Step 4, defined above, are given in Figure 1. The CRP participants irradiated TLDs as per newly developed instructions using high energy photon beams available in their centres and several field arrangements. They calculated the dose to TLD using their treatment planning systems.

They reported the irradiation details in newly developed datasheets and returned TLDs to the IAEA for evaluation together with comments regarding the exercise details and the quality of documentation developed under the CRP. Following this study, the participants adopt the methodology to the national level and organize pilot exercises involving a few local radiotherapy centres and the local TLD laboratory.

![Graph](image-url)

**FIG. 1.** Results of a multicentre pilot study for the audit step 4. Individual symbols correspond to the results by different CRP participants. Linacs beam used are 6 MV, 10 MV, 15 MV and 18 MV.

This way the national audit networks closely cooperate with the IAEA at the consecutive stages of developing the methodology locally and by carrying out cross-measurements.

In addition, the IAEA contributes to strengthening QA of the national TLD systems by exchanging dosimeters with the national TLD laboratories on a yearly basis. These interactions with the IAEA ensure that national radiotherapy dosimetry audit networks are working to the same levels and standards.

Although the importance of a dosimetry audit is clearly recognised and the impact of the regular participation in the audit has been significant, it is estimated that a large number of radiotherapy centres world-wide still do not participate in an independent dose quality audit. Therefore the IAEA continues working towards the encouragement of the setting-up of national audit programmes with the goal to make such an audit available to as many radiotherapy centres world-wide as possible.

**ACKNOWLEDGEMENT:** The development of dosimetry audit programmes for national TLD networks has been conducted through a series of IAEA consultancies. Special contributions to these developments have been provided by A. Dutreix (France), D. Thwaites (UK), D. Georg (Austria) and D. Followill (USA).
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Introduction

The Secondary Standard Dosimetry Laboratory (SSDL) of the Medical Physics Department of the Centre of Oncology in Warsaw has become a member of the IAEA/WHO international network of such laboratories in 1988. The SSDL has been carrying-out external postal TLD audits in teletherapy centres in Poland since 1991. Regular yearly audit runs have been carried out in reference conditions. Yearly audit runs have been extended to non reference conditions since 2003. The results of selected runs, performed in the period 2005 -2009, are presented.

Materials and methods

TLD system consists of Fimel PCL3 TLD automatic reader, Niewiadomski & Company LiF: Mg,Ti powder, IAEA holders, IAEA waterproof capsules, Unidos E with ion. chamber type PTW 30013, water phantom: MT - 150T (Med - Tec) and Co-60 unit - Theratron 780 E (Theratronics).

After successful pilot runs in selected centres, a nation-wide run of the on-axis, off-axis measurements for symmetric open and wedged fields and for fields formed by MLC has been performed. In 2009 the run for asymmetric open and wedged fields were performed.

The participants determined the doses with their treatment planning systems.

TLD runs for on axis measurements in non-reference conditions were performed in Co-60 beams, in X-ray beams and in electron beams. The TLD capsules were irradiated at 10 cm and 5 cm (or 20 cm) depth for open fields (8x8 cm$^2$, 10x10 cm$^2$, 10x20 cm$^2$) and wedged field (10x10 cm$^2$) in Co-60 and X-ray beams. In electron beams the TLD capsules were irradiated at depth of $d_{max}$ for 6x6 cm$^2$ and 10x10 cm$^2$ fields.

TLD runs for off-axis measurements in non-reference conditions were performed in X-ray beams. The TLD capsules were irradiated at 10 cm depth for symmetric open and wedge fields (20x20 cm$^2$, +/- 5 cm off-axis).

TLD runs for fields formed by MLC were performed in X-ray beams. The TLD capsules were irradiated at 10 cm depth for six MLC fields: reference, small, circular, inverted Y, irregular and irregular with wedge.

TLD runs for off-axis measurements for asymmetric fields were performed in X-ray beams. The TLD capsules were irradiated at 10 cm depth, in various asymmetric set-ups.

Results

The results of the audit in non-reference conditions for on-axis measurements are in the majority of cases within the 3.5% tolerance limit which is usually used for reference conditions (Fig. 1).
The nation-wide audit, for off-axis symmetric and asymmetric fields and the fields formed by MLC (Fig.2, Fig.3.,Fig. 4) show that it is possible to keep the dose determination within the 5% limits by implementation of correct methodology and carefully carried-out measurements and calculations of doses.

**FIG. 1. Non-reference conditions on-axis**

**FIG. 2 Non-reference conditions, off-axis, symmetric fields**

**FIG 3. Non-reference conditions, on-axis, fields formed by MLC**

**FIG 4. Non-reference conditions, off-axis, in various asymmetric set-ups (1 – reference on-axis, 2, 3 – the field outside the central axis in direction X and Y, 4, 5 –asymmetric field, measuring points on axis and 5 cm off-axis)**

**Conclusions**

The methodology and results of the audit permit to introduce and maintain the audit program in non-reference conditions, for on-axis and off-axis measurements and for asymmetric fields, at the national level.
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The Harshaw thermoluminescence dosimetry (TLD) reader model 4500C is a state-of-the-art instrument that is used to measure a variety of \textsuperscript{Tl} materials in many forms and sizes. It is discussed in detail somewhere else \cite{1}. The design incorporates two multiplier tubes in a sliding housing for rapid manual reading. The gas heating system uses a stream of hot nitrogen or air at a precisely controlled maximum temperature of 400\textdegree C to heat two chipstrates in a carrier card or two positions in a four-chip card. The four-chip cards are then moved automatically into positions for a second readout cycle to complete the card.

All cards were checked for contamination in form of dirt accumulation or long-term drift before measurements were made to ensure that the pattern of the dosimeters’ readings confirmed to the nature of the radiation field in which the dosimeters were used. Workers’ dosimeters from four departments (nuclear medicine, radiology, radiotherapy and training and research) were analyzed.

The cards were calibrated to ensure that all would give virtually the same response to a given exposure. They were then annealed at 135\textdegree C for one hour and re-annealed over one \textsuperscript{Tl} read out cycle. This annealing regime has been demonstrated to be adequate \cite{2}. The 1000 dosimeters were further irradiated using an irradiator.

The effective dose $H_p(d)$ was estimated using equation 1 below as recommended by the International Atomic Energy Agency (IAEA) Basic Safety Series (BSS) 115, Vienna (1996) \cite{3}.

$$H_p(d) = \frac{(Q \times ECC)}{RCF}$$

Where: $Q$ = Charge, ECC = Element Correction Coefficient, RCF = Reader Calibration Factor $H_p$ = Effective dose. The personal doses were periodically analyzed to confirm that radiation working conditions remained unchanged.

An average dose of 0.50 mSv was reported. All measurements were found to be within acceptable limits of radiation protection as seen in figure 1. No cases of overexposure were reported. The results have shown that radiation workers in Kenya are in safe working conditions of radiation protection. The results also show that age and gender have no relation with dose absorption as seen in figure 2. This is because radiation safety has been enhanced by improvement in shielding design, good working practices and quality assurance policies.
FIG. 1. Monthly dose for the four Laboratories

[Series 1 = Radiotherapy, Series 2 = Radiology, Series 3 = Training & Research, Series 4 = Nuclear medicine]

FIG. 2. Gender comparison for the four Laboratories
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Secondary neutron flux and induced radioactivity generated during emission of high-energy therapeutic X-ray beams from linear medical accelerators were investigated using several high-energy photon modes (from 15 to 20 MV) and field sizes relevant for standard and total body therapy. Neutron source strength, neutron effective doses and induced $\gamma$-radiation dose rates in several radiotherapy facilities in Poland were characterized with respect to the room area and beam energy. The fast and slow components of neutron doses, mechanisms of inducing activity and main radionuclides with regard to their activity, dose contribution and half-life were distinguished.

Prompt gamma neutron activation analysis (PGNAA) and spectrometry system with high purity germanium detector (HPGe) were used. Photopanks from registered $\gamma$-energy spectra were taking into account. This allowed for measurements of the weak neutron fluence outside treatment room applying the method based on germanium crystal activation (peak at 595.85 keV) and paraffin moderators’ set described in [1], identification of a main induced radioactivity sources because of the high energy resolution of semiconductor spectrometer and photon flux calculations [2]. Neutron and photon dose rates in places accessible for medical staff during various therapeutic and dosimetric operations were estimated using relevant conversion coefficients [3].

The precision of applied method was affected mainly by $\gamma$-ray counting statistics, since the highest discrepancies in conversion factor values are of the order of 10\% [3]. Therefore maximum uncertainty of neutron doses in clinical conditions is 40\% and gamma radioactivity of 26\%.

Portable in-situ gamma spectrometry system consisting of HPGe detector, DART M1 multichannel analyzer and PC with GammaVision software version 5.13 was used for registration of post-irradiation activity of accelerators' heads within an hour after the therapeutic beam was off as well as on-line measurements of activity of treatment room doors and germanium crystal caused by neutrons.

Neutron flux decreases very rapidly at the distance of 50 cm from therapeutic room door, showing an exponential decline of its intensity. The major components of gamma radiation field outside the treatment room are neutron capture in hydrogen $^1\text{H}(n,\gamma)^2\text{H}$ and positron annihilation processes. Photon ambient dose equivalents $H'(10)$ 50 cm from accelerator room door are from 0.3 to 2.7 nSv/cGy whilst neutron dose amounts 60 to 85\% of photon dose. These results are dependent on linear accelerating potential as well as shielding constructions of radiotherapy facility. Irradiation field size, additional equipment (e.g. wedge) and gantry position affect on these values. Studies performed by us indicate
that at least 50 % of linac radioactivity is induced in its interior parts, therefore accelerator head’s casing is lowering the photon dose rate with the main contribution of $^{56}$Mn, $^{124}$Sb and $^{82}$Br nuclides generated in neutron capture reactions. Therapeutic equipment (e.g. wedge) effective dose can reach the order of 0.1 nSv/Gy when it is used. Nevertheless it decays very rapidly, since it is connected mainly with $^{28}$Al activity.

Obtained results indicate the locations of increased radiation in radiotherapy facilities where high-energy linacs are operating and therefore are useful from radiation protection point of view. The time and energy scale of secondary radiation as well as its main sources were shown. These informations could be helpful in matching behavior of staff aimed at minimizing unnecessary doses.
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The high-energy therapeutic X-ray and electron beams generated by linear accelerators are contaminated by neutrons originating from photonuclear ($\gamma$,n) and electronuclear (e,e'$n$) reactions. The neutron production yield is related to the type of the beam i.e. the cross sections of photonuclear reactions are about 3 orders of magnitude greater than those for electronuclear reactions in the energy range of the therapeutic beams. The energy threshold of the ($\gamma$,n) reactions is about 8.5 MeV for most isotopes. Majority of the neutrons reach the concrete walls of the accelerator bunker. Concrete is a good moderator. In this medium the neutrons undergo elastic collisions with nuclei of hydrogen mainly. The slowed-down neutrons may get out of concrete and return to air, contributing to the specific distribution of neutron energy in the treatment room [1]. As our Monte Carlo calculations have shown the kinetic energy of neutrons reaching the door to a treatment door are distributed according to the Maxwell-Boltzmann distribution law (a number of neutron with energy greater than 100 eV do not exceed 2% of all neutrons). Usually this door separates a treatment room from an operator room. Typically the door consists of 2 several centimeter thick layers: moderator (paraffin or polyethylene) and lead. Such frame is unsuitable because neutrons as well as gamma radiation appear close to the door in an operator room [2]. This radiation can be an additional contribution to a dose to staff operating the accelerator. The purpose of the presented investigations was the determination of the optimum frame of an entrance door to a treatment room with a linear accelerator generating high-energy X-rays. The investigations were based on the Monte Carlo calculations realized by computer simulations. The simulation program was based on GEANT4 code (version 4.7.1). The High Precision model was applied for the simulations of neutron physical processes and the Low Energy model was used for simulations of interactions of photons and electrons with matter. In the simulations the uniform neutrons flux with the Maxwell-Boltzmann energy distribution hit the door. Trajectories of the entrance neutron beam were perpendicular to the surface of the first layer of the door. The transmission $T$ of the neutrons (i.e. ratio of a number of neutrons passing through a layer to a number of neutrons hitting a layer), spectra of the neutrons passing through the layer and spectra of gammas produced by neutrons in the layer were determined. Paraffin ($C_{26}H_{52}$, density 0.9 g/cm$^3$) – material reach in hydrogen and two optional materials borax (Na$_3$B$_4$O$_7$·10H$_2$O, 1.72 g/cm$^3$) and boron (natural boron, 2.34 g/cm$^3$) were considered as a material reducing a number of neutrons i.e. as the first layer of the door. Lead (natural lead, 11.35 g/cm$^3$) was taken into account as the second layer. The neutron transmission $T$ and the photon productions for considered materials with various thicknesses are presented in Figure 1. The spectrum of neutrons passing through the door and photons produced in the layers for a typical door consists of the 4cm thick paraffin layer and the 4cm thick lead layer are presented in Figure 2. The add of the 1mm thick boron layer before paraffin or displacement of this paraffin layer by the 2cm thick borax layer reduces neutrons as well as photon radiation completely.
FIG. 1. a) The neutron transmission (in percent) through a layer of the treatment room door and b) the photon production from the neutron capture reactions in the considered materials are presented as a function of thickness of the layer.

FIG. 2. a) Spectrum of neutrons passing through the door compared with the spectrum of the entrance neutrons and b) spectrum of photons (produced in the door) registered in the vicinity of the door in the operator room for the door consists of the 4cm thick paraffin layer and the 4cm thick lead layer.

Conclusions

The several centimeter paraffin layer does not reduce effectively neutron flux. Neutrons induce penetrative gamma radiation in the lead layer. Thus, neutrons have to be stop in the first layer. Moreover, material rich in hydrogen becomes a source of photons with energy of 2224.6 keV, the following simple capture reaction takes place:

$^1\text{H} + ^1\text{n} \rightarrow ^2\text{H}^* \rightarrow ^1\text{H} + \gamma$ (2224.6keV).

The neutrons can be completely stopped in the 1 mm thick boron or the 2cm thick borax. In these two materials photons with energy of 477.6 keV are only produced as a result of neutron interactions with the nuclei of boron. The 4cm thick lead layer is enough to stop all photons radiation with such energy. Application of boron or borax (cheaper than boron) in the first layer of the door to treatment room makes it possible to eliminate the neutron and gamma radiation in the vicinity of the door in the operator room.
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The King Faisal Specialist Hospital & Research Centre (KFSH&RC) in Riyadh has a yearly workload of about 3,000 cardiac catheterization and 2,000 angiography patients. In the year 2005, IAEA approved a three-year project on radiation protection in interventional radiology procedures. The objectives were to identify and evaluate factors that contribute to high patient and staff doses and to determine methods for strengthening the radiation protection programme in this area.

Occupational doses of KFSH&RC staff are being monitored using TLD badges. The TLD badges are regularly tested for accuracy and reproducibility at the KFSH&RC Secondary Standard Dosimetry Laboratory before issuance to users. In the study, the mean annual occupational doses of cardiac catheterization and angiography staff for years 1999 to 2008 were determined from the monthly TLD dosimetry reports. Comparison of the yearly mean doses was made for the two categories of staff. The variation in occupational doses was investigated and causes for the variation were indentified. The collective dose per year was also determined and evaluated. The Pearson correlation coefficients of dose with the patient workload, number of staff monitored and collective dose were calculated. An evaluation on the impact of the IAEA research project on the radiation protection of staff was undertaken.

The angiography staff obtained high annual doses (2 to 7 mSv) from years 1999 to 2008 with a mean value of 4.8 mSv (Fig. 1). Each year two to four staff (radiologists) exceeded the annual dose limit of 20 mSv. Cardiac catheterization staff obtained a mean dose of about 1 mSv (0.7 to 1.42 mSv) in the 10 year review (Fig. 2).

A good correlation existed between the number of staff and collective dose ($r^2 = 0.89$) for angiography. A poor correlation existed between the number of staff and mean occupational dose for both groups. The long fluoroscopy time in angiography and the lack of image quality criteria contributed to the high staff doses during the first five years of the study.

Occupational doses of angiography staff could vary by about two to three orders of magnitude for each individual[1]. The large variation of occupational doses for procedures such as angiography suggests that optimizing of doses through review of protocols and using more effective protective shields can reduce staff doses [2]. Findings show that some doctors did not regularly wear their TLD badges and therefore the importance of dose monitoring should be emphasized. There is a need to review the protocols for angiography procedures to reduce beam on time and to standardize image quality criteria. Credentialing and the proper use of TLD badges need to be addressed to strengthen the radiation protection program for staff and patients [3].
FIG. 1. Distribution of angiography staff in different dose ranges each year over a monitoring period of 10 years.

FIG. 2. Distribution of cardiology staff in different dose ranges each year over a monitoring period of 10 years.
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Staff dosimetry in interventional cardiology using electronic personal dosimeters
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Study was performed to measure radiation dose to staff involved in fluoroscopically guided interventional cardiology (IC) procedures. 33 staffs were monitored in 39 IC procedures performed during 4 week period in two most occupied cardiology centers in Khartoum, Sudan. Staffs were 15 cardiologist, 13 nurses and 5 radiographers. Radiation doses were measured using electronic personal dosimeters (EPD) type RAD-60 with Energy compensated Si-Diode detectors (RADOS, Finland). Perior to experimental measurements, EPDs were calibrated in three X-ray qualities described in the ISO 4037 narrow spectrum series available at the secondary standard dosimetry laboratory. EPDs were calibrated to measure personal dose equivalent, Hp(10) using ICRU slab phantom.

For occupational dose assessments, each staff was provided one EPD worn on chest above the lead apron and read immediately after the procedures. Effective doses were estimated from the measured personal dose equivalent, Hp(10) using single dosimetry algorithm [1]. Based on the calibration resulted , the selected EPDs performed satisfactorily in X-ray qualities indicated. Cardiologist received the highest doses, followed by nurses and then technologists.

Estimated median and maximum effective doses per year are presented in Fig. 1. Maximum effective doses up to 1.4 mSv per year was estimated. The calculated effective doses were well below the annual dose limits of 20 mSv per year recommended by ICRP [2]. However, the absent of continuous radiation servialence is the major source of concern since individual doses may vary according to the length, type and complexity of these procedures.

The study could encourage staffs to acquire electronic dosimeters as a way for individual dose measurements in the absent of legal dosimetry service in the country. EPDs could replace passive dosimeters owing to direct reading and alarm features whoever, it is not practical for double dosimetry as more than one EPDs will be required for each staff and also owing to difficulties in their use in some organs such as neck and at the extremities.
FIG 1. Median and maximum $Hp(10)$ and effective doses ($\mu$Sv/4 weeks) for staff involved in interventional cardiology procedures at two Sudanese Hospitals
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Abstract

This study is intended to evaluate the radiation protection status in some health centers, in Omdurman city in the Sudan. It was carried out in four health care centers (Aldaw-Hajoj, Abo-Sed, Wad-Nobawi and Alrakha).

The following parameters were investigated; X ray machine performance, ambient dose, patient dose, X ray room design, radiation protection knowledge for technologists and staff and room design. The data was collected by the way of measuring patient dose using TLD placed on the patients' skin surface at the point of insertion of the central axis beam using very thin envelopes made of white polyethylene plastic foil, each contains 3 TLDs. All the centers investigated are equipped with mobile machines and serve the local community. Due to the poor facilities in the departments, these departments receive only the cases of routine (plain) films.

Radiation exposure surveys were carried out using survey meters and quality control test tools. The remaining data was collected using questionnaires.

The patient dose was measured to 108 patients in four centers in Omdurman city. The patient data, dose and questionnaires were statistically analyzed and were computed and graphically represented.

The results of the tests were acceptable in all parameters except the test of filtration, which showed that the filtration was not enough. The machines at Aldaw-Hajoj and Alrakha lacked light beams to check the collimations. The results are summarized in (Table 1).

Table 1: Presents the result of QC tests in those centers.

<table>
<thead>
<tr>
<th>Name of test</th>
<th>Aldaw-Hajoj</th>
<th>Abo-Sed</th>
<th>Wad-Nobawi</th>
<th>Alrakha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reproducibility of exposure</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>Radiation output</td>
<td>&lt;10%</td>
<td>&lt;10%</td>
<td>&lt;10%</td>
<td>&lt;10%</td>
</tr>
<tr>
<td>Filtration check</td>
<td>&lt;0.5</td>
<td>&lt;0.5</td>
<td>&lt;0.5</td>
<td>&lt;0.5</td>
</tr>
<tr>
<td>kVp accuracy</td>
<td>&lt;4 of each other</td>
<td>&lt;4 of each other</td>
<td>&lt;4 of each other</td>
<td>&lt;4 of each other</td>
</tr>
<tr>
<td>mAs linearity</td>
<td>0.0008</td>
<td>0.0007</td>
<td>0.001</td>
<td>0.005</td>
</tr>
<tr>
<td>Perpendicularity</td>
<td>acceptable</td>
<td>acceptable</td>
<td>acceptable</td>
<td>-</td>
</tr>
<tr>
<td>Beam restriction system</td>
<td>acceptable</td>
<td>acceptable</td>
<td>acceptable</td>
<td>-</td>
</tr>
</tbody>
</table>
The result shows there was radiation leakage in Aldaw-Hajoj (reception) and in Alrakha (control unit). Measurement was not carried out at Abo-Sed center due to administrative obstacles (Table 2).

<table>
<thead>
<tr>
<th>Hospital</th>
<th>Door and reception</th>
<th>Dark room</th>
<th>Control unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aldaw-Hajoj</td>
<td>100μSv</td>
<td>1μSv</td>
<td>1μSv</td>
</tr>
<tr>
<td>Abo-Sed</td>
<td>-</td>
<td>-</td>
<td>1μSv</td>
</tr>
<tr>
<td>Wad-Nobawi</td>
<td>0</td>
<td>0</td>
<td>1μSv</td>
</tr>
<tr>
<td>Alrakha</td>
<td>0</td>
<td>0</td>
<td>10μSv</td>
</tr>
</tbody>
</table>

Table 2 presents the result of radiation dose survey.

Table 3 presents the mean and standard deviation as well as the range, in the brackets, for the entire variables measured for all patients.

<table>
<thead>
<tr>
<th>CASE</th>
<th>n pt</th>
<th>kV</th>
<th>mAs</th>
<th>BMI</th>
<th>Dose (mSv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chest (pa)</td>
<td>56</td>
<td>62±3.6</td>
<td>12±3.6</td>
<td>29±3.3</td>
<td>0.25±0.04</td>
</tr>
<tr>
<td>Wrist</td>
<td>4</td>
<td>58±4</td>
<td>4.1±1.4</td>
<td>2.5</td>
<td>0.21±0.05</td>
</tr>
<tr>
<td>Hand</td>
<td>9</td>
<td>52±3.7</td>
<td>7.5±1.8</td>
<td>8.3-6.9</td>
<td>0.24±0.07</td>
</tr>
<tr>
<td>Forearm</td>
<td>3</td>
<td>56±3.8</td>
<td>7.5±2</td>
<td>8-7.6</td>
<td>0.4±0.2</td>
</tr>
<tr>
<td>Elbow</td>
<td>8</td>
<td>56.4± 5.8</td>
<td>7.1±3.9</td>
<td>14-3.6</td>
<td>0.36±0.7</td>
</tr>
<tr>
<td>Shoulder</td>
<td>5</td>
<td>63.6±3.6</td>
<td>7.7±3.6</td>
<td>12.3-6</td>
<td>0.25±0.08</td>
</tr>
<tr>
<td>Foot</td>
<td>5</td>
<td>56.4±3.2</td>
<td>8.4±3.2</td>
<td>12-5</td>
<td>0.36±0.13</td>
</tr>
<tr>
<td>Ankle</td>
<td>2</td>
<td>55.5±2.1</td>
<td>5.7±0.9</td>
<td>6.4-5</td>
<td>0.26±0.03</td>
</tr>
<tr>
<td>Knee</td>
<td>12</td>
<td>57±4.8</td>
<td>8.4±3</td>
<td>14-5</td>
<td>0.43±0.15</td>
</tr>
<tr>
<td>Skull</td>
<td>1</td>
<td>65</td>
<td>12</td>
<td>21.4</td>
<td>0.55</td>
</tr>
<tr>
<td>Hip</td>
<td>1</td>
<td>80</td>
<td>12</td>
<td>33.2</td>
<td>0.44</td>
</tr>
<tr>
<td>Leg</td>
<td>2</td>
<td>55.5±2.5</td>
<td>12-8</td>
<td>(5.7±0.8, 6.4-5)</td>
<td>0.26±0.02</td>
</tr>
</tbody>
</table>

The mean ESD in this study was found to be 0.29 mSv; the mean kV was 59.9; the mean mAs was 9.6; the mean age was 42.6 years and the mean BMI was 27.1.

The mean ESD for chest exams, was 0.25mSv and for upper limbs 0.3mSv while in lower limbs exams it was 0.4 mSv as shown in Table 3.

The results of this study intended to evaluate the current status of radiation protection in different centers in Omdurman. The lowest radiation dose was on Abo-Sed (mean 0.22 mSv) and the highest dose was on Aldaw-Hajoj (mean 0.33). In Wad-Nobawi(0.26) Alrakha (0.30).
The dose exceeded the DRL suggested by the NRPB in some situations in the four centers as follows: Abo-Sed center; (10%), Aldaw-Hajoj center; (55%), Wad-Nobawi center; (45%) and Alrakha center; (55%).

The protection status associated with co-patients was good in three centers and high on Aldaw-Hajoj center where the dose at the reception reached 100μSv. The dose for technologist was acceptable in two centers as recommended by (ICRP) and high in one center (Alrakha 21.12mSv per year).

The knowledge of medical doctors in the field of radiation protection concepts was very poor. Therefore, unnecessary exposure and optimization and justification principles were hard to be applied.

Reduction of the patient dose can be achieved by using collimation-fast speed screen-high kV techniques. Periodical monitoring of patient doses should be performed every 3 years as recommended at international levels. Quality control tests are crucial in radiation dose optimization and diagnostic reference levels. Continuous training in radiation protection is vital for medical doctors and technologists.
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Uncertainty assessment in the biokinetic and dosimetric models of $^{210}$Po: New ingestion dose coefficients
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$^{210}$Po is one of the most radiotoxic radionuclide met in the environment and is present in all of its compartments. Thus $^{210}$Po is also present in foodstuffs at different concentrations. Many studies of $^{210}$Po in seafood, meat and vegetables were reported. To assess the corresponding ingestion dose, the ingestion dose coefficients of ICRP 67 [1] for the members of the public and workers are frequently used. These coefficients stem from the simple biokinetic model using gastro-intestinal tract and dosimetric models of alpha emitter described in [2]. A new biokinetic model more detailed and realistic was published by Leggett and Eckerman [3]. New anatomical and physiological data [4], new human gastrointestinal tract [5] and new nuclear data [6] were published. All these reports imply new calculations of the ingestion dose coefficients for all the radionuclides of interest. During recent reported study on environmental natural radioactivity measurements in the uranium-bearing region of Poli in Cameroon, high concentrations of $^{210}$Po in vegetables were found leading to an ingestion dose of $^{210}$Po in vegetables were found leading to an ingestion dose of $2.2\text{ mSv/year}$ whose $62\%$ and $36\%$ for $^{210}$Po and $^{210}$Pb respectively [7]. This constitutes one of the reasons that led us to reevaluate ingestion coefficient dose of $^{210}$Po and uncertainty stemming from its biokinetic and dosimetric models. New values $0.23\mu\text{Sv/Bq}$ and $1.68\mu\text{Sv/Bq}$ respectively for the members of the public and for the workers were brought out to replace old values $0.24\mu\text{Sv/Bq}$ and $1.2\mu\text{Sv/Bq}$. First calculations of uncertainties led to the values around $100\%$. The uncertainty assessment to establish a clear and well estimated uncertainty budget is ongoing.
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Optimization of position of skin dose monitor on hands of nuclear medicine staff

M. Fülöp\textsuperscript{a}, P. Povinec\textsuperscript{b}, I. Makaiová\textsuperscript{c}, J. Veselý\textsuperscript{c}, L. Horňanská\textsuperscript{b}, A. Vondrák\textsuperscript{d}, Z. Cesnaková\textsuperscript{b}, S. Skrašková\textsuperscript{c}, K. Aksamitová\textsuperscript{c}, D. Bacek\textsuperscript{b}, P. Vlk\textsuperscript{b}, J. Kantová\textsuperscript{c}, A. Fürjová\textsuperscript{c}

\textsuperscript{a}Slovak Medical University, Bratislava, SLOVAKIA, \textsuperscript{b}BIONT, Bratislava, SLOVAKIA, \textsuperscript{c}OUSA, Bratislava, Slovakia, \textsuperscript{d}Izotopcentrum, Nitra, Slovakia

Email address of main author: marko.fulp@szu.sk

In nuclear medicine departments, the skin of worker’s hands is the most exposed to radiation. The skin dose limit is applied to the dose averaged over area of 1cm² at the location with the highest equivalent dose (H\textsubscript{pmax}(0.07)). The specific nature of work performed with radiopharmaceuticals causes significant differences in the position of H\textsubscript{pmax}(0.07).

Inhomogeneous radiation fields causes difficulties in reliable determination of absorbed dose. To obtain received H\textsubscript{pmax}(0.07) value from the measured dose value, correction factors must be used.

At the location of extremity dosimeter at the base of middle finger (in palmar orientation) the relative standard deviations in experimental determination of the correction factor can reach rather high values (up to 65\%) \cite{1}.

It is of crucial importance to wear the extremity dosimeter at proper position, where the correction factor is determined with a good accuracy (about 30\% of relative standard deviation) for hand irradiation during routine manipulation with radiopharmaceuticals.

MCNPX simulations with hand phantoms showed, that the proper place, where H\textsubscript{pmax}(0.07) could be monitored with good accuracy, is at index finger intermediate phalange (in dorsal orientation) \cite{2}.

In this work the accuracy of H\textsubscript{pmax}(0.07) determination using extremity dosimeter located at the intermediate phalange of index finger (in dorsal orientation) was verified experimentally in real conditions of routine 18F-FDG manipulation.

Since index finger tip and thumb belong among locations with the highest values of skin dose, the measurements of H\textsubscript{pmax}(0.07) were performed at pad and nail of index fingers and at ball of the thumbs. Thin TLDs MCP-Ns for measurement of positron and gamma dose to skin were used. The TLDs were encapsulated in a polyethylene foil with the thickness of 0.03 mm and attached under latex gloves.

Based on about 80 preliminary measurements the value of relative standard deviation of ratios of H\textsubscript{pmax}(0.07) and response of extremity dosimeter located at index finger intermediate phalange (dorsal orientation) was determined on level of 33\%. In addition, wearing the extremity dosimeter at index finger intermediate phalange does not hamper nuclear medicine staff during work with radiopharmaceuticals.

Presented preliminary results will be completed with further measurements in real conditions of handling with radiopharmaceuticals at nuclear medicine departments and at radiochemical laboratories for radiopharmaceutical production and quality control.
This work was supported by project MZ SR No.2005/26-SZU-04.
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Comparing calibration factors for gamma and beta radiations of portable detectors

F.B.C. Nonato, V. Vivolo, L.V.E. Caldas

Instituto de Pesquisas Energeticas e Nucleares, IPEN - CNEN/SP, Sao Paulo, Brazil

E-mail address of main author: fbnonato@ipen.br

Eighteen Geiger-Muller detectors of seven manufactures and eleven different models, and five ionization chambers of two manufactures and three different models were calibrated/tested in standard fields of gamma ($^{137}$Cs and $^{60}$Co) and beta ($^{89}$Sr + $^{90}$Y) radiations. Initially, the calibration factors were obtained for the instruments using gamma radiation.

At the Calibration Laboratory of IPEN, the radiation detectors are usually adjusted and calibrated with gamma radiation ($^{137}$Cs). In this work, most of the radiation monitors calibrated with gamma radiation presented calibration factors close to the unit value for ($^{137}$Cs). The calibration factors of the Geiger-Muller detectors varied between (0.91 ± 0.01) and (1.28 ± 0.02). In the case of the ionization chambers, they varied between (0.81 ± 0.01) and (0.98 ± 0.02). In the case of the $^{60}$Co source, the calibration factors varied between (0.69 ± 0.01) and (0.96 ± 0.01), and for the ionization chambers they varied between (0.82 ± 0.01) and (0.97 ± 0.02). According to the Brazilian recommendations [1], the mean value obtained by reading the instrument at 50% of the scale should not vary more than ±10% compared to the conventional true value. Most instruments showed satisfactory results.

For the tests with radiation detectors in beta radiation fields, it was observed, for the source of ($^{89}$Sr + $^{90}$Y), that the values obtained for the calibration factor were substantially higher, even in the case of the ionization chambers. The radiation detectors were tested in beta radiation beams of the secondary standard of the laboratory, Buehler, BSS1, traceable to Physikalisch-Technische Bundesanstalt (PTB). The calibration factors obtained for beta radiation sources is a multiplicative factor to be applied to the instrument reading.

Sometimes, users simply ask for gamma calibration of their beta-gamma instruments, and they erroneously use the radiation monitors to detect and quantify sources of beta radiation too. The calibration factors of the Geiger-Muller detectors varied from (3.20 ± 0.03) mGy/R to (32.39 ± 0.32) mGy/R for ($^{89}$Sr + $^{90}$Y), and the calibration factors of the ionization chambers varied from (11.07 ± 0.11) mGy/R to (13.29 ± 0.3) mGy/R. Although the calibration factors of the ionization chambers are lower compared to the values obtained by the Geiger-Mueller detectors, they are significant.

The results of the study of energy dependence of the detectors for beta radiation sources shows the enormous mistakes that can be committed if the measurements obtained by the users are not properly understood and corrected. In this type of performance test no radiation detector would be approved by the international standard EN 60846 [2], which determines that the energy dependence can not vary more than 40%.

The dependence of the detector response on the radiation type (gamma and beta) was also studied. This dependence was obtained by comparing the calibration factors to beta sources in relation to the calibration factors for gamma sources. The values of the dependence of detector response on the radiation type were very high, even in the case of the ionization chambers. These results show the calibration importance of the beta-gamma detectors with both kinds of radiation. The radiation detectors calibrated only with gamma radiation shall not be used to quantify measurements of beta radiation fields.
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The philosophy of shield design in diagnostic radiology has changed in recent years, due to the more restrictive dose limits to workers and public adopted in various countries. According to report 147 of the National Council of Radiation Protection and Measurements (NCRP 147, 2004) \cite{1}, the structural shielding design is based on the quantity of unshielded primary air kerma, measured at the distance of one meter. Due to the fact that air kerma presents a strong dependent on the workload and output of the x-ray tube, NCRP 147 \cite{1} provides reference values for these parameters, all of them based on North-American clinical routine. The present work surveyed Brazilian values of workload, patient workflow and X-ray tube output, in order to estimate the unshielded primary air kerma at one meter for different diagnostic modalities.

For this purpose, 2213 workload values [mA.min/week], patient workflow [number of patients per week] and x-ray tube output [mGy/ mA.min] were surveyed. These values were distributed in thirteen clinical modalities. These data were collected in 2002 radiometric surveys and quality control reports performed during the period of 1999 to 2009. Forty-three different institutions, located in the southern and southeastern geographic regions of Brazil participated in this survey.

As an example of the normalized workloads results, for general radiography modality the obtained value was $(1.33 \pm 6.35)$ mA.min.patient\textsuperscript{-1} and for chest radiography $(0.56 \pm 0.40)$ mA.min.patient\textsuperscript{-1}. These values presented differences of $-27.5\%$ and $-6.7\%$ respectively, compared to the data published at NCRP 147 \cite{1}. In contrast, mammography presented a positive difference of $49.5\%$, with the estimated value of $(10.00 \pm 18.77)$ mA.min.patient\textsuperscript{-1} compared to $(6.69 \pm 3.4)$ mA.min.patient\textsuperscript{-1} from the publication.

The high standard deviations observed in the evaluation were mainly attributed to the indirect data collection and the differences presented in the radiographic techniques conducted by the radiographers. In contrast, the results of x-ray tube output showed relative lower standard deviation. In this case the survey methodology had a defined procedure which was well controlled.

Differences of $18.7\%$ for conventional radiology and $-17.7\%$ for chest radiography were found comparing the results obtained by the calculation of $K_{pl}(0)$ and the values suggested by the NCRP 147 \cite{1}. This shows that significant differences can be observed when comparing local data to NCRP 147 \cite{1} standard.
In a previous study, which was conducted by using in loco observed data [2], also different values of the normalized workload were found when comparing with reference data published at NCRP 147. These comparative results and the data calculated in the present work are presented in Table 1.

**TABLE 1: COMPARATIVE RESULTS OF NORMALIZED WORKLOAD FROM THE PRESENT WORK AND PREVIOUSLY PUBLISHED DATA.**

<table>
<thead>
<tr>
<th>Modality</th>
<th>Calculated in this work (2009) [mA.min/patient]</th>
<th>Published (2006) [2] [mA.min/patient]</th>
<th>NCRP 147 (2004) [1] [mA.min/patient]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional Radiology</td>
<td>1.33 ± 6.35</td>
<td>1.56 ± 0.05</td>
<td>2.50</td>
</tr>
<tr>
<td>Dedicated Chest unit</td>
<td>0.56 ± 0.40</td>
<td>0.30 ± 0.02</td>
<td>0.60</td>
</tr>
<tr>
<td>Mammography</td>
<td>10.00 ± 18.77</td>
<td>9.07 ± 0.15</td>
<td>6.07</td>
</tr>
</tbody>
</table>

These data can help the interpretation of temporal behavior of the results, with the exception of chest X-rays, whose estimated value is closer to value set by the NCRP 147 [1]. We can assign it to the low sampling of this study for this specific modality, because of the difficulty to found dedicated chest units in Brazil.

Although the estimated result for mammography has been considered initially high when compared to the value presented in NCRP 147 [1], the data presented in a previously published work [2] has shown a tendency to increase its value on national level.

In conclusion, this study showed that significant differences from national values to those presented in the literature can be found. It can also provide information for other modalities that were not presented on NCRP 147 [1], such as dentistry and veterinary radiology.
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The philosophy of shield design in diagnostic radiology has changed in recent years, due to the more restrictive dose limits to workers and public adopted in various countries. The trend of these modifications points to the use of more accurate calculations, instead of the traditional methods. One of the modifications is the use of more realistic models for the attenuation of X rays in the shielding materials, as the one developed by Archer et. al. [1] and adopted by NCRP 147[2].

In this work, this model was applied to a set of five barite concretes, which are available in the Brazilian market, in order to help the introduction of the new shielding philosophy in Brazil. Samples were manufactured with the tested materials, shaped in plates with useful areas of 70x70 cm² and nominal thicknesses of 5, 10, 15, 20, 25, 30 and 50 mm. The transmission through the plates was experimentally determined, and the transmission curves were fitted using a non-linear least-square method with the parametric Archer equation defined as:

\[ B_m(V, x) = \frac{K_m(V, x)}{K_0(V)} = \left[ 1 + \frac{B_m(V)}{\alpha_m(V)} \right]^{\frac{1}{\alpha_m(V)}} - \frac{B_m(V)}{\alpha_m(V)} \]

Where \( K(V, x) \) is the experimental value of air-kerma per unit of workload (mA.min) per week, at 1 m of the x-ray source operated at a voltage \( V \), transmitted by the thickness \( x \) of the shielding material \( m \). \( K_0(V) \) is the value of \( K(V, x) \) without shielding material and \( \alpha(V), \beta(V) \) and \( \gamma(V) \) are fitting parameters.

The voltages used ranged from 40 to 150 kV in intervals of 5 kV. The tube current was 22.5 mA and the exposure time 30 s (675 mAs). The beam quality selected was equivalent to a RQR5 [3].

The resulting transmission curves for the furnisher 1 are presented in Figure 1. These transmission curves can be used for direct estimations of the thickness required for an adequate protection of the external areas of a radiological room. Comparison of the attenuation capabilities of the materials shows that they are very different, as the example in Figure 2, were the five materials are compared for one of the beams (100 kV). This comparison shows that it is very important to divulge this information among the radiation protection community in Brazil.

The parameters \( \alpha, \beta \) and \( \gamma \) conveniently tabulated, turn possible the use of these attenuation data with different workload distributions to generate weighted transmission curves similar to the curves presented on NCRP 147 for the shielding materials used in United States.
FIG 1. Transmission curves resulting from the application of the equation 1 using the $E$, $E_e$ $E$ for the five shielding materials studied.

FIG 2. Fitted transmission curves (solid lines) and corresponding experimental data of barite concretes produced by five different furnishers, for a 100 kV X-ray beam.
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Abstract.
Kenya through the Radiation Protection Board (RPB) established a regulation in 1982 on Radiation Protection Act under Chapter 243 laws of Kenya in aid to promote a radiation safety culture and protection of medical workers. There are more than 1,500 professional and technical personnel in medicine, dentistry, and veterinary medicine in the country, that are exposed to radiation while administering various radiological procedures—namely, diagnostic, therapeutic, interventional, and nuclear medicine procedures.

Medical workers are required to register with relevant radiological societies and obtain licence from RPB in order to administer ionizing radiation to persons. Under the regulation, they are also required to have personnel monitoring carried out at least once every month. The occupational dose limit is set in accordance with International Commission on Radiological Protection recommendation [1]. The limit is an average of 20 mSv per year averaged over a 5-year period and 50 mSv in any single year, with a further stipulation for expectant radiation workers, that the exposure dose should not exceed 10 mSv for foetus throughout the pregnancy period.

There are 4 Personnel Monitoring Service (PMS) providers in the country, and they use film-badge dosimeters and thermoluminescent dosimeters (TLDs) based on LiF for equivalent dose and environmental monitoring. National Radiation Protection Laboratory (NRPL) is one of them and maintains the inventory for personal dosimetry records for all individuals monitored in Kenya and Kenyan nationals. These exposure records are periodically analyzed for anomalies of concern.

From the statistical evaluation of exposure data, it has been observed that most of the larger doses, both from the point of view of their values and their occurrences, are received by persons working with sealed and unsealed radiation sources in isotope diagnostics as seen in nuclear medicine and radiotherapy. These high doses may be brought about by improper control of the use of sealed and unsealed sources during treatment of cancer, lack of shielding and lack of quality assurance [2].

Further, overexposure may likely occur due to the x-ray equipment e.g. exposure timer failure, poor equipment maintenance, default settings, use of inappropriate equipment for a procedure, poor maintenance procedures, non-compliant x-ray equipment, inaccurate exposure factors like low filtration, inaccurate tube voltage, timer errors. Radiation worker may also be the cause e.g. incorrect selection of exposure parameters, user not trained, complacency and lack of safety culture.

Kenya, through the RPB recently banned the importation of 50 mA generators in the country and gave a stringent measure on facilities currently operating with them to use high speed intensifying screen sensitive films. This aims in reducing exposure dose to patients and the medical worker. The RPB enhances radiation safety by conducting regular inspection of radiation facilities in the country and improving safety in terms of proper shielding design, good working practices and good quality assurance and control, technology on radiation protection keeps on increasing. Study show that medical workers dose exposures is gradually reducing due to improvement in radiation safety [2].
However, these improvements are hindered by many factors mainly; lack of funds, accessibility of marginalized areas characterized by poor terrain especially in northern parts of Kenya, ignorance of personnel and lack of awareness. The RPB decentralized its operation in measures to combat these problems and currently there are 6 regional offices distributed throughout the country as opposed to one station in the year 2005. This has improved on service delivery in enforcing the law in different parts of the country.

This paper gives dosimetry comparison and exposure trend for medical workers in the country during the study period. Further, the paper will contribute raw data for future studies on occupational dosimetry for medical workers.
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